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Fig. 1. Sampling diagram of a TI-ADC with timing mismatch. The number
of sub-ADC channels is M and i = 1, 2, . . . M. The sampling period of the
TI-ADC is Ts , and the timing skew of the ith sub-ADC is �Ti . x̃ ′[n] and
x(k)[n] represent the first-order derivative of x̃[n] and the k-order derivative
of x[n]. (a) M-channel TI-ADC with timing mismatch. (b) Sampling in the
ith sub-ADC. (c) Derivative-based correction.

II. ANALYSIS OF DERIVATIVE-BASED

DIGITAL CORRECTION

As shown in Fig. 1(a), timing mismatch in a TI-ADC
causes nonuniform sampling of the input due to the clock
skew �Ti . In the i th sub-ADC, the error between the obtained
samples x̃[n] and the ideal samples x[n] without timing
mismatch can be approximated by the Taylor expansion in
terms of x[n] and �Ti , as described in Fig. 1(b). Hence, if
the first-order derivative of x[n] and the value of the timing
mismatch �Ti are known, the first-order Taylor approximation
can be used to estimate the error and subtract it from x̃[n],
resulting in the digitally corrected output x̂[n] in Fig. 1(c).

For a four-channel TI-ADC (M = 4), the samples x̃[n] are
expressed as
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where the sub-ADC1 is taken as the reference channel and the
normalized timing mismatches r2∼4 = (�T2∼4 − �T1)/Ts .
Using the terms e jπ/2n, e jπ/2(n−1), and e jπn, the equations
in (1) can be merged into one equation
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Reordering (2) into

x̃[n] = x[n] + 1
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Note that the terms e jπn, e jπ/2n , and e j3π/2n represent fre-
quency shifts, and the frequency response of a derivative filter
is Hd(e jω) = jω, −π < ω < π ; the discrete-time Fourier
transform (DTFT) of (3) is
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Using the following equation:
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(4) can be rewritten as
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Fig. 3. (a) Proposed all-digital timing mismatch calibration for
the ith sub-ADC channel in an M-channel TI-ADC. (b) Derivative FIR filter.
(c) Timing mismatch estimator. (d) Sampling waveform.

FIR filter and then multiplied by the estimated timing mis-
match r̂i to generate the timing mismatch error which is finally
subtracted from the sub-ADC’s output. The delay unit z−D

is used to match the delay of the derivative FIR filter. The
derivative FIR filter can be designed as a full-rate type-III
linear-phase FIR filter as in Fig. 3(b), and is shared by all
sub-ADC channels.

As depicted in Fig. 3(c), the timing mismatch estimator
for each sub-ADC consists of three adders, three absolute
value operators, a moving average calculator, and a least-
mean-square (LMS) engine, which requires less hardware than
the approaches in [17]–[20]. By collecting and processing
the digitally-corrected outputs, the estimator can converge
to the real timing mismatch in each sub-ADC and also track
the mismatch drift due to PVT variations in background.
Timing mismatch estimation for the i th sub-ADC channel
requires the outputs from two reference sub-ADC channels
(ref1 and ref2) which are equally-spaced before and after
the i th sub-ADC channel. Initially, sub-ADC1 channel serves

the reference channel and the other channels become the
reference channels once after being calibrated. The estimation
is iteratively updated to ensure the mean of the difference
between the i th sub-ADC corrected output, and the ref1 sub-
ADC corrected output is equal to the difference between the
i th sub-ADC corrected output and the ref2 sub-ADC corrected
output. Hence, the error signals êi for the LMS block in the
timing mismatch estimator are
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∣
∣
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where N is the number of the sample points collected in every
LMS iteration. Fig. 3(d) shows a sampling waveform for x̂ref1,
x̂i , and x̂ref2. According to a first-order Taylor approximation,
the difference between adjacent samples can be expressed as

x̂i [k] − x̂ref1[k] = x̂(tref1 + (T + �Ti )) − x̂(tref1)

= (T + �Ti) · x̂ ′(tref1) (18)

x̂ref2[k] − x̂i [k] = x̂(ti + (T − �Ti )) − x̂(ti )

= (T − �Ti) · x̂ ′(ti ). (19)

Then, the expected values of the squares of (18) and (19) are
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Since the expected value of the derivative of the signal is

constant E(x̂ ′2
i ) = E(x̂ ′2

ref1) = C , the difference between (20)
and (21) can be written as
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which indicates the error signal êi is proportional to the timing
mismatch �Ti . Therefore, the average value of the difference
between |x̂i − x̂ref1| and |x̂i − x̂ref2| can be used to measure
the remaining timing mismatch error after calibration. The
estimated timing mismatch r̂i is updated iteratively by the
following sign–sign LMS equation:
r̂i (n + 1) = r̂i (n) − μ · êi [n] · sign(êi [n] − êi [n − 1])

sign(r̂i [n] − r̂i [n − 1]) (23)

where μ is the LMS adaptation step size.
Fig. 4 shows a four-channel example of the proposed all-

digital timing calibration and its estimation sequence. Sub-
ADC1 channel is taken as the initial reference channel, so
there is no need to calibrate its timing mismatch. First, two
consecutive outputs of sub-ADC1 are used to estimate the
timing mismatch r3 in sub-ADC3 channel. After convergence
of the sub-ADC3’s estimation, its output is considered to be
free from timing mismatch and it becomes a reference channel
against which the timing mismatches of sub-ADC2 and sub-
ADC4 are estimated.

IV. VERIFICATION

A. Simulation Result
The proposed all-digital timing mismatch calibration and

the derived formulas are verified with a 12-bit 2 GS/s four-
channel TI-ADC behavioral model in MATLAB. The deriva-
tive FIR filter is designed using the MATLAB function firpm
to have 33 taps and a cutoff frequency of 0.42 fs .
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