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Abstract—For serial wireline communication beyond 56 Gb/s,
bandwidth-efficient modulation is needed. Four-level pulse ampli-
tude modulation (4-PAM) has become the standard technique at 56-
64 and 112 Gb/s. However, whereas decision feedback equalization
(DFE) with 5 taps or more was common for 2-PAM links at lower
data rates, the speculative look-ahead techniques required to satisfy
a DFE’s timing requirements at 56 Gb/s increase power consump-
tion exponentially with the number of taps and the number of
modulation levels. Thus, 4-PAM DFEs at 56 Gb/s are generally
limited to 2 taps or fewer. This limitation, in turn, necessitates the
use of long (10 taps or more) finite impulse response (FIR) feed-
forward equalization (FFE) to accurately eliminate the intersymbol
interference in long reach (LR) channels. Thus, LR receivers at
56-64 and 112 Gb/s comprise an analog-to-digital converter (ADC)
followed by digital equalization, and the transmitters increasingly
use a digital-to-analog converter (DAC) preceded by a digital filter.
Discrete multitone (DMT) signalling obviates the need for a long
FIR FFE and DFE, and has demonstrated better spectral efficiency
than 4-PAM above 50 Gb/s. In this work, we consider the potential
of DMT for wireline communication beyond 100 Gb/s. For example,
a spectral efficiency of 2.5 bits/sample is achievable over an IEEE
P802.3ck channel with 18 dB loss at 40 GHz, affording an aggregate
data rate of 200 Gb/s at 80 GS/s with 150 fs of jitter and 1.26 mV
of noise at the input to the receiver. Significant improvement in
bit error rate (BER) is obtained by increasing DAC resolution to
8 bits.
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I. INTRODUCTION

With advances in computing and integrated circuit tech-
nologies, the serial data rate of state-of-the-art wireline links
now exceeds 100 Gb/s. However, as the data rate increases,
channel loss causes the complexity of equalization circuits to
become prominent. Thus, pulse amplitude modulation (PAM)
signalling with 4 levels has largely replaced non-return-to-zero
(NRZ, i.e. 2-level PAM) signalling to improve spectral effi-
ciency. The combination of multilevel modulation and complex
channel characteristics necessitates transceivers that largely rely
on digital-to-analog and analog-to-digital converters (DACs and
ADCs) along with digital signal processing (DSP). However,
to operate at such high speeds, parallel processing techniques
are required in the DSP that cause the complexity of decision
feedback equalization (DFE) to increase geometrically with
increases in the number of PAM levels and the number of
taps [1]. Moreover, heavy reliance on a DFE can also hinder
the performance of forward error correction (FEC) due to the
DFE’s propensity for error propagation [2]. A solution to this
problem is using an analog-to-digital converter (ADC) based
receiver followed by digital signal processing (DSP) [1], [3].
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Fig. 1. DMT operation.

Having transitioned to architectures comprising data convert-
ers and DSP, wireline transceivers are now, essentially, modems.
This evolution opens the door to even more efficient modulation
schemes for data rates beyond 112 Gb/s. In particular, discrete
multitone (DMT) signalling obviates the need for a long finite
impulse response (FIR) feed-forward equalizer (FFE) and DFE,
and has demonstrated better spectral efficiency than that of
4-PAM above 50 Gb/s [4]. DMT enables simple equalization
without a feedback loop by subdividing a data stream in the
frequency domain into multiple sub-channels, and it provides
strong immunity to intersymbol interference (ISI) by the inser-
tion of a cyclic prefix (CP). DMT is a popular scheme in optics
[5], [6] and telecommunications [7], which have different chan-
nel characteristics and data rate requirements than high-speed
wireline communication over copper wires; in copper wireline
links, interest in DMT has increased only recently. Earlier
attempts at implementing such systems in high-speed links cited
limited power budgets [8] as an important obstacle. Recent work,
however, has demonstrated low-power, high-sampling-rate data
converters [9] and low-power DSP applicable to DMT systems
[4], [10]. This paper begins with a tutorial on DMT modulation,
focussing on the parameters and design choices relevant to high-
speed wireline links. We then discuss the impairments that must
be accounted for in simulations that accurately evaluate the
potential for DMT in these applications including quantization
noise and jitter. Finally, we report simulation results quantifying
the potential for DMT over a modern standard wireline channel.

II. PAM-4 VS DMT

DMT divides the communication channel into N narrow sub-
channels as shown in Fig. 1. (Typically, the DC sub-channel is
not used.) Each sub-channel carries an independent sequence
of quadrature amplitude modulated (QAM) symbols within its
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Fig. 2. (a) PAM4 symbol. (b) DMT symbol.

bandwidth S. Each DMT symbol simultaneously carries in-
phase (I) and quadrature (Q) PAM links through the N sub-
channels. The symbol rate is equal to the sub-channel band-
width, S, so the symbol duration is 1/S. The link operates at
the Nyquist sampling rate for the total signal bandwidth, NS;
that is, 2NS. Thus, there are 2N samples per DMT symbol.

A DMT symbol and 4-PAM symbol are compared in Fig. 2.
For the same sampling rate, 2NS, the PAM symbol duration
is 1/(2NS), as shown in Fig. 2(a). Since each 4-PAM symbol
carries two bits, the total data rate is 4NS. By comparison, the
DMT symbol is 2N times longer in duration, 1/S. Assuming
16-QAM over each of the N sub-channels, the number of bits
per symbol is 4N , leading to the same bit rate as the 4-PAM
case, 4NS. If we use constellations larger than 16-QAM, we
can achieve a higher data rate using DMT than 4-PAM with the
same sampling rate. For example, in [4], 14 out of 15 non-DC
sub-channels use 64-QAM to achieve a data rate equal to that of
recent 4-PAM designs, while operating at a sampling rate 20%
lower. In other words, the spectral efficiency of [4] is 1.25 times
higher than that of 4-PAM (2.54 bits per symbol instead of 2
bits per symbol).

III. DMT SYSTEM DESCRIPTION

A block diagram for DMT signalling in wireline applications
is shown in Fig. 3. Transmit data at a rate B arises in parallel at
the transmitter. Using a bit loading algorithm, we allocate bk bits
to the kth sub-channel depending on sub-channel signal-to-noise
ratio (SNR), where k ∈ {1, 2, · · · , N}. Thus,

B =

k=N∑
k=1

bk (1)

The bk bits are mapped to a 2bk -QAM symbol Xk. The
symbols are converted to a time-domain vector using the inverse
fast Fourier transform (IFFT). To ensure the resulting output
is purely real-valued, we reverse the vector X and take its
conjugate prior to the IFFT. This new vector is then concatenated
with the original one. The new, twice longer vector results in a
real-valued signal at the IFFT output.

Note that the total number of time-domain samples (the length
of the vector x) is twice the number of sub-channels. To avoid
intersymbol interference between consecutive DMT symbols,
i.e. to reduce ISI, a cyclic prefix (CP) of length ν is inserted.
The required CP length is generally determined by the length of
the channel’s pulse response (normalized to the sampling time).

Therefore, the total duration of each DMT symbol is 2N + ν
samples, and the total data rate is

D =
B · Fs

2N + ν
, (2)

where Fs is the sampling rate of the link. For comparison,
4-PAM signalling achieves a data rate of 2Fs. Note that in
accordance with (1), B generally increases with N . Thus, for
N � ν, even very long channel pulse responses (large ν) will
have a vanishingly small effect on the data rate (2).

Having discussed the DMT transmitter, we note that the
reverse operations are required in the receiver. An ADC digitizes
samples of the received waveform, which are then parallelized.
We then remove the CPs from the DMT symbols and take
an FFT to get Yk. Note that only half of the FFT output
is computed because the purely real-valued inputs yn ensure
complex-conjugate symmetry in Yk. The received data is then
equalized by multiplication of each sub-channel’s symbol, Yk,
by the reciprocal of the channel response at the sub-channel’s
center frequency, Hk (i.e. by H−1

k ). Since DMT equalization
is a simple scalar multiplication of the symbols in each sub-
channel, it relies on the assumption that the channel response is
relatively constant within each sub-channel. The accuracy of
this assumption improves with narrower sub-channels, hence
larger N . Finally, the noisy symbols at the equalizer output are
quantized (demodulated) and mapped back to the recovered bits.

In summary, we have seen that a large number of sub-
channels, N , can mitigate ISI at the expense of added com-
putational complexity. The computation of a length-n (I)FFT
(here n is almost twice N ) is O(n log n) and must be performed
every DMT symbol 2N + ν ∼ 2N samples in duration.
Equalization requires only O(n) scalar multiplications every
DMT symbol. Thus, the computational complexity per sample
increases slowly with N , O(log n). Considering the exponential
growth of equalizer complexity in PAM [11], in some scenarios
DMT may offer lower DSP complexity and, hence, power
consumption.

IV. SIMULATION MODEL

In this section, we present simulation results using a be-
havioural model of a DMT wireline link including the finite
resolutions and full-scale ranges of the data converters, jitter,
and sampling phase errors in the receiver clock.

A. Data Converter Impairments

The finite full-scale ranges of both the transmitter DAC
and receiver ADC are significant impairments in DMT links.
Being the superposition of many sub-channels modulated by
independent random data, DMT waveform samples tend towards
a truncated Gaussian distribution with a high peak to average
power ratio (PAPR). Avoiding saturation of the DAC and ADC
entirely would, therefore, require relatively low root mean
squared (rms) signal power and, hence, low SNR. Thus, it is
preferable to subject the data converters to higher amplitude
DMT waveforms and tolerate some occasional clipping [12].
To quantify the optimal waveform rms amplitude at the DAC
and ADC, urms and vrms, relative to DAC and ADC full-scale
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Fig. 3. Block diagram of the DMT system.
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Fig. 4. Illustration of the resolutions and full-scale ranges of the
data converters.
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Fig. 6. Introducing clock jitter
to the sampled waveform.

ranges, AFS and DFS , (see Fig. 4) we define the input backoff
(IBO),

IBODA = 20 log10
AFS

urms
, IBOAD = 20 log10

DFS

rrms

To find the optimal IBODA, the transmit waveform is scaled
by a factor α1 (as shown in Fig. 3). Similarly, a gain factor
at the receiver, α2, allows for control over IBOAD. Here, data
converters are modelled as uniform quantizers, as in Fig. 4.

B. Bit Loading

Whereas [4] used the same 64-QAM constellation in all sub-
channels, we perform bit-loading as in [13]. However, we do not
employ the power-loading step of [13]; flat power allocation
across all sub-channels achieves performance very close to
that of optimal power-loading [14]. Fig. 5 shows the channel
frequency response and resulting bit allocation for an exemplary
channel from an IEEE standard body for 100 Gb/s wireline links
(IEEE P802.3ck) [15].

The bit allocation depends on the link SNR, which we define
as follows, with reference to the signal and noise rms levels
defined in Fig. 3:

SNR = 10 log10
σv

2

σz2
= 20 log10

vrms

σz
(3)

For example, with SNR = 40 dB and vrms = 0.126 V, σz is
1.26 mV.

C. Clock jitter

Jitter was included in the model by randomly perturbing the
receiver sample times from their uniformly-spaced ideal times
during transmission. The variance of the jitter is denoted σ2

j . To
accurately incorporate jitter, the simulation must produce the
DMT waveform with high time resolution. Since real channel
measurements are only available up to 50 GHz [15], it is
necessary to upsample the channel’s pulse response 10×. This
was done using an 8th order Butterworth reconstruction filter.
A higher upsampling factor would afford more accuracy, but
slow the simulations. Instead, finer time steps were achieved by
linearly interpolating between neighbouring samples of the 10×
upsampled waveforms. The procedure is illustrated in Fig. 6,
where an exaggerated σj of 0.1 UI1 (1.25 ps) is used to better
show the deviation.

D. Sampling Phase

We also sweep the receiver’s nominal sampling phase (around
which we introduce jitter). Whereas sampling phase offsets in
a PAM receiver hurt timing margin, an offset in the sampling
phase of a DMT waveform can be thought of as a rotation
of each sub-channel’s QAM constellation. Therefore, its impact
can be mitigated by appropriate choice of the complex-valued
multiplicative constants in the receiver’s per-tone equalizer. Note
that whereas the waveforms on the channel are upsampled to
capture the impact of jitter and sampling phase offset, the model
performs all transmit and receive DSP operations on the up- and
then down-sampled data to reduce simulation times.

V. SIMULATION RESULTS

This section summarizes some behavioural simulation results
of a DMT link using the model described in Section IV. With
N = 255, each DMT symbol was 532 samples long (512-point
IFFT, plus a CP of length ν = 20). The bit-loading algorithm
assigned 1321 bits to each symbol, yielding a spectral efficiency
of 2.48 bits/sample. With a sampling rate of 80 GS/s, this
spectral efficiency results in 198.6 Gb/s. Furthermore, the DAC
and ADC full-scale range limits are, respectively, ±0.5 V and
±0.2 V. Fig. 7 shows the channel pulse response (sampled at
80 GS/s) in the time and frequency domains. The channel is
selected from the IEEE P802.3ck Task Force website [16].

With SNR = 40 dB, σj was increased from 0 to 0.06 UI
and 0.12 UI, and different combinations of transmitter IBO
and receiver IBO (IBODA and IBOAD) were used. The result is
shown in Fig. 8. As the figure shows, and since simulations with

1Unit interval (UI) in this paper refers to the sampling period, i.e. the
reciprocal of the sampling rate of the link.
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Fig. 8. Changing the IBO at the transmitter and receiver.
SNR = 40 dB, DAC and ADC are 7-bit. The three lay-
ers of the plot, from top to bottom, correspond to σj =
0.0 UI, 0.006 UI and 0.012 UI, respectively.

other SNR conditions and sampling rates generate similar “bowl-
shaped” plots, the combination (12 dB, 12 dB) is a suitable
choice for (IBODA, IBOAD).

With the IBO values fixed at the aforementioned levels and
σj set to 0.012 UI, the sampling phase was varied, yielding
Fig. 9. Also included in this figure is the effect of increasing
the sampling rate. For a better comparison, the overall data
rates were kept close to 200 Gb/s by reducing the bits per
symbol to 1182 and 1064 at sampling rates of 90 and 100 GS/s,
respectively. This reduction leads to lower spectral efficiency.

All the results thus far are based on a 7-bit DAC and ADC.
Fig. 10 shows the effect of increasing or decreasing the data
converter resolutions with a sampling rate of 80 GS/s, SNR =
40 dB, and σj = 0.012 UI. Note that significant improvement
in BER is achieved by increasing data converter resolution to
8-bits, particularly in the DAC.

VI. ESTIMATION OF POWER CONSUMPTION

We can estimate the power consumption of such a DMT
receiver by extrapolating from other recently-reported works.
For example, the ADC in [9] consumes approximately 480 mW
when operated at 80 GS/s. In [4], 68 mW of DSP power is
reported for a 32-point FFT and frequency-domain equalization.
Although the FFT complexity increases in our system, the
number of clock cycles allowed for each FFT calculation is also
higher. Extrapolating the energy per FFT computation of [4] to
a 512-point FFT assuming O(n log n) complexity for both the
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Fig. 9. Changing the sampling phase of the receiver ADC and
the sampling rate. SNR = 40 dB, σj = 0.012 UI, DAC and
ADC resolutions are 7-bit.

Fig. 10. Changing the resolutions of the transmitter and receiver
data converters. SNR = 40 dB and σj = 0.012 UI.

FFT and equalizer yields 472 mW (2.37 pJ/b). Including the
ADC, we estimate the energy efficiency of the receiver in our
system at 4.8 pJ/b. Note that [4] and [9] use, respectively, 14nm
FinFET and 32nm technologies. Further reductions in power
may be possible with technology scaling to, for example, the
7nm node.

The estimated 4.8 pJ/b compares reasonably to 3.4 pJ/b in
the receiver of [17], 2.9 pJ/b in [4] and 6.6 pJ/b in the receiver
(DSP power not included) of [18]. The overall data rate of this
work is 199 Gb/s with a channel loss of 21 dB at 1/4 the bit
rate. By comparison, [17], [4] and [18] operate at 56 Gb/s at
channel losses of 42, 28 and 31 dB, respectively, at 1/4 their
corresponding bit rates.

VII. CONCLUSION

This paper presented an overview of DMT modulation for
high-speed wireline applications. Having identified the potential
obstacles to earlier implementations and discussed recent de-
velopments, we described a DMT transceiver architecture and
behavioural model. Simulation results demonstrate operation at
a BER of 10−4 or lower with a 7-bit DAC and ADC operating at
80 GS/s, 150 fs of jitter and 1.26 mV of noise at the input to the
receiver. Lower BER values were achieved with a lower spectral
efficiency at a sampling rate of 100 GS/s, or by increasing data
converter resolution to 8 bits, particularly in the DAC.
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