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A 3-Tap FIR Filter With Cascaded Distributed
Tap Amplifiers for Equalization Up to 40 Gb/s

in 0.18-�m CMOS
Jonathan Sewter and Anthony Chan Carusone, Member, IEEE

Abstract—This paper describes a 3-tap finite impulse response
programmable analog filter in 0.18- m CMOS. The filter is in-
tended for polarization-mode dispersion compensation in 40-Gb/s
long-haul single-mode optical fiber links. A novel filter topology is
employed, whereby each tap gain comprises a cascade of two dis-
tributed amplifiers with adjustable gain. The same lumped LC lad-
ders that provide the 25-ps tap delays also serve as artificial trans-
mission lines for the distributed tap amplifiers. The prototype is
1 mm 1 mm (900 m 600 m active area) and consumes up
to 70 mW from a 1.8-V supply depending on the tap gains. Linear
equalization is demonstrated over a channel with 17 dB of loss at
20 GHz. A 50 mV per side eye amplitude with 14 dB signal-to-noise
ratio is demonstrated at 30 Gb/s, and a modest 39 mV per side eye
amplitude with 10 dB signal-to-noise ratio is achieved at 40 Gb/s.

Index Terms—CMOS, distributed amplifier, equalization, polar-
ization-mode dispersion (PMD), traveling wave filter, 40 Gb/s.

I. INTRODUCTION

F INITE impulse response (FIR) filters with programmable
tap gains are essential building blocks in many commu-

nication integrated circuits. They are used on their own as
linear equalizers or as part of decision-feedback equalizers
to compensate for intersymbol interference (ISI) in optical
fiber and chip-to-chip communication applications. This paper
describes a novel topology to increase the bandwidth of analog
programmable FIR filters. Each tap amplifier is implemented
as a cascade of two distributed amplifiers. The same passive LC
delay line is used for the tap spacing and to distribute the tap
amplifiers’ input and output capacitances. The new architecture,
referred to as a “folded-cascade traveling wave filter,” enables
equalization at 40 Gb/s in a 0.18- m CMOS process that has
a maximum of only 45 GHz. The filter is 4 faster than
previously reported equalizers in similar technologies [1], [2].

Previous analog FIR filter implementations at data rates of
10 Gb/s generally operate in continuous-time using a traveling
wave filter (TWF) architecture. For instance, at data rates of
40–49 Gb/s, programmable TWFs have been reported in InP/In-
GaAs [3] and SiGe [4] technologies consuming several hun-
dred milliwatts. At 10 Gb/s, TWFs have been implemented with
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much lower power consumption including a 7-tap (50-ps tap
spacing) design in 0.18- m SiGe BiCMOS consuming 40 mW
[5] and a 4-tap equalizer with 33-ps tap spacing in 0.18- m
CMOS consuming only 7.3 mW [1]. In [6], a 30-Gb/s equal-
izer in 90-nm CMOS was presented, making use of a crossover
TWF topology to extend the bandwidth of each tap in the FIR
filter by a factor of two. Other circuit blocks for 40-Gb/s sys-
tems have been demonstrated in 0.18- m CMOS [7]–[9], but
no equalizers for these applications have been demonstrated in
any similar technology.

The remainder of this paper is organized as follows. In Sec-
tion II, the need for a 3-tap linear equalizer is motivated by
examining polarization-mode dispersion in single-mode optical
fiber communication links. Section III describes the evolution
of the folded-cascade TWF from a traditional TWF. Section IV
describes an integrated implementation of the folded-cascade
TWF. Section V summarizes prototype test results.

II. POLARIZATION-MODE DISPERSION COMPENSATION

At data rates of 40 Gb/s, ISI limits the reach of long-haul
single-mode optical fiber (SMF) links. An integrated circuit
equalizer may be used to perform dispersion compensation en-
abling robust links. In this section, specifications are developed
for an equalizer capable of eliminating dispersion as a length
limitation in 40-Gb/s SMF links.

Both chromatic and polarization-mode dispersion can cause
ISI in SMF. Chromatic dispersion is the result of the wave-
length-dependency of the refractive index of the fiber. It can be
compensated for using relatively inexpensive optical compo-
nents (e.g., [10]), and therefore is not considered further here.
Polarization-mode dispersion (PMD) results from birefrin-
gence, a difference in refractive index experienced by light in
two orthogonal polarization modes. Ellipticity of a fiber cross
section due to asymmetric stresses applied during or after man-
ufacturing cause birefringence and, hence, PMD. Electronic
PMD compensation is more attractive than optical compensa-
tion because it allows greater integration with existing circuitry,
leading to more compact, less expensive solutions. This is
especially true for wavelength-division multiplexed systems,
in which every channel needs PMD compensation [11]. Also,
because PMD fluctuates with changes in temperature and envi-
ronment, PMD compensators must be able to adapt to varying
channel conditions within milliseconds [12]. Fast and accurate
adaptation is more easily performed with electronic dispersion
compensators. This work focuses on an electronic compensator
for PMD.

0018-9200/$20.00 © 2006 IEEE
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Fig. 1. Pulse bifurcation due to PMD. The power in the input pulse is split be-
tween the two polarization modes of the fiber. Birefringence causes a difference
in phase velocities between the two modes, resulting in ISI at the output.

To define an appropriate architecture for the compensator, a
model of PMD is required. It results, to a first order, in an input
pulse being split into two pulses arriving at the receiver at dif-
ferent times, as shown in Fig. 1. The pulse spacing, , is the
differential group delay (DGD), is the proportion of the op-
tical power in the “fast” state of polarization (SOP), and
is the proportion of power in the “slow” SOP. Hence, the im-
pulse response of an optical fiber with PMD is modeled as [13]

(1)

Equation (1) is a linear time-invariant (LTI) PMD channel
model. In reality, both and are time-varying random
processes. Significant variations are observed on the order of
milliseconds [12]. Even if an equalizer is continuously adapted
to track these variations, the system will appear to be LTI over
millions of bit periods at 40 Gb/s. Therefore, the LTI model is
used throughout this work, as it has been elsewhere [14].

The parameter takes on any value from zero to one with
uniform probability [15] whereas has a Maxwellian distri-
bution [16]. The probability density function of the DGD is

(2)

where is the average DGD [17]. The average DGD is
proportional to the square root of the fiber length, ,

(3)

where the constant of proportionality, , is the fiber’s “PMD
parameter” in units of ps km.

Although PMD is not a concern over new fibers which can be
manufactured with a PMD parameter as low as 0.05 ps km
[18], typical installed fibers have a PMD parameter of 0.5–2.0
ps km [19]. Therefore, without compensation the reach of
some installed fibers is limited to less than 10 km at 40 Gb/s.
Therefore, PMD has been identified as the limiting factor in
40-Gb/s optical systems [20].

The frequency response of a fiber link modeled by (1) is

(4)

The magnitude response, , has notches at
, . The depth of these notches is dependent on ,

Fig. 2. Typical receiver architecture with decision-feedback equalization. The
linear portion of the equalizer is emphasized in this work.

with the case resulting in complete nulls. Linear equal-
ization can only amplify or attenuate signal content at partic-
ular frequencies. So, if deep notches appear in the frequency re-
sponse of a channel, linear equalization alone cannot restore the
lost portion of spectrum and the data is unrecoverable. However,
decision feedback can use past decisions to fill in the missing
spectral components and can, therefore, compensate for notches
in the channel response. This work envisions a linear equalizer
combined with decision feedback to combat PMD in 40-Gb/s
optical fiber systems. A typical receiver architecture is shown in
Fig. 2. In this paper, we focus on the highlighted linear equalizer
portion.

For the linear equalizer, either a FIR filter or a “peaking” filter
(designed to provide a variable boost in its high-frequency mag-
nitude response) may be used. Peaking equalizers have been
used in combination with decision feedback to equalize simple
lowpass channels with relatively small reflections, such as arise
in chip-to-chip communication [21]. However, they are not ca-
pable of equalizing the wide variety of possible SMF channel
frequency responses. Analog FIR filters are preferred since they
can provide a more flexible frequency response and can be im-
plemented at high speeds.

FIR filters can be implemented with either baud-rate or frac-
tional tap spacing. It has been shown that fractional tap spacing
causes correlation between neighboring state signals (i.e., the
tap amplifier outputs) that can lead to instability during adapta-
tion of the tap weights [22]. Furthermore, it has also been shown
that the use of fractionally spaced traveling wave filters makes
the equalized mean squared error relatively independent of sam-
pling phase [23]. As a result, equalizer adaptation and timing
recovery loops can interact and drift. Therefore, baud-rate tap
spacing is preferred in this work.

Fig. 3 shows the maximum tolerable average DGD (allowing
a 3-dB power margin for noise) for decision feedback equalizers
with various numbers of baud-rate forward and feedback taps
[24]. The results show that when combined with feedback equal-
ization, a 3-tap linear equalizer allows the receiver to tolerate a
much larger average DGD (hence, a much longer fiber) than a
2-tap linear equalizer. However, the addition of a 4th and 5th
tap provides little or no improvement. In fact, a 3-tap baud-rate
linear equalizer followed by one tap of decision feedback is suf-
ficient to eliminate PMD as the dominant length limitation in
typical installed SMF at 40 Gb/s [24]. Recently, 1-tap feedback
equalizers have been demonstrated up to 10 Gb/s in CMOS [25]
and up to 40 Gb/s in SiGe [26]. The remainder of this paper fo-
cuses on the design of a 40-Gb/s 3-tap programmable filter with
25-ps tap spacing for the linear equalizer portion of a receiver.
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Fig. 3. Maximum tolerable average DGD,�� , for various equalizer archi-
tectures allowing a 3-dB power margin for noise [24].

Such a filter is also suitable for the equalization of lossy trans-
mission lines, such as electrical cabling and chip-to-chip inter-
connect.

III. TRAVELING WAVE FILTER TOPOLOGIES

The TWF topology was first introduced over 30 years ago
[27]. It uses transmission lines as broadband passive contin-
uous-time delay elements. To achieve the delays required for a
40-Gb/s equalizer, an integrated microstrip, stripline or coplanar
transmission line would have to be on the order of several mil-
limeters long. As a result, the size of an integrated equalizer cir-
cuit would become prohibitively large. Long transmission lines
also introduce significant series losses.

To combat these problems, artificial transmission lines are
often used. These are made of lumped inductors and capacitors
in a ladder. Essentially, winding the transmission lines into spi-
rals increases their effective electrical length because of the ad-
ditional mutual inductance between windings. Thus, the overall
wire-length for a given delay is decreased, reducing the chip
area and resistive losses.

The conventional 3-tap TWF with artificial transmission lines
is shown in Fig. 4(a). The input and output transmission lines
must have a characteristic impedance matched to the system
impedance, , where is the value of the lumped
spiral inductors and is the total capacitance at each internal
node comprising mostly the tap amplifiers’ input and output ca-
pacitances. Since larger devices are required to increase the gain
in each tap amplifier, each node capacitance is proportional
to the maximum tap gain. The artificial transmission lines are
terminated on-chip to a small-signal ground by resistive loads,

.
The tap spacing is also determined by the size of the lumped

LC elements, . The cutoff frequency of a lumped
LC transmission line section is equal to . There-
fore, the tap spacing and bandwidth of a conventional TWF are
inversely related:

(5)

Fig. 4. Previous TWF topologies. (a) Conventional 3-tap FIR traveling wave
filter (TWF) using artificial transmission lines. (b) The 3-tap FIR filter using a
crossover TWF topology [6].

This inverse relationship between tap spacing and bandwidth is
particularly problematic when implementing an equalizer with
baud-rate tap spacing. Equation (5) predicts a cutoff frequency
of only 64% of the bit rate in this case, which is insufficient to
compensate for channel losses.

The crossover TWF topology using an artificial transmission
line is shown in Fig. 4(b) [6]. It is a slightly modified version
of the TWF topology, using a six-section transmission line to
implement a 3-tap filter. By crossing the outputs of neighboring
tap amplifiers, their gains add in phase at the filter output. Since
twice as many sections are used, the inductance and capacitance
per section are halved to provide the same delay per tap. Hence,
the bandwidth of this architecture is 2 greater than a conven-
tional TWF having the same tap spacing and tap gain.

Theoretically, it should be possible to increase the bandwidth
of the crossover TWF topology by further subdividing the delay
lines and using more than two amplifiers per tap. For instance,
Fig. 5(a) shows a single tap of a crossover TWF using three
amplifiers per tap. Unfortunately, the crossover routing is no
longer symmetric. The resulting mismatch and skew between
the paths of different length may introduce unacceptable ripple
into the frequency response.

In this work, we make use of an intermediate folded transmis-
sion line to perform the crossover routing with minimal delay
mismatch. A single tap of the “folded-cascade” TWF is shown
in Fig. 5(b). The tap spacing is the same as in Fig. 5(a). The delay
lines are all composed of 1/3rd-sized LC sections, so that the
bandwidth is 3 greater than a conventional TWF for the same
tap spacing. All paths through the network pass through exactly
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Fig. 5. Distributed tap amplifier topologies. (a) Extending the crossover TWF
topology to three or more amplifiers per tap resulting in asymmetric crossover
routing. (b) The folded-cascade TWF makes use of an intermediate transmission
line to perform the crossover routing with minimal delay mismatch.

five LC sections and two gain cells. Hence, the gain through all
nine such paths add in phase at the output, combining to serve
as one tap amplifier. Using this topology for each tap results in
the 3-tap FIR filter in Fig. 6. Notice that any two paths though
neighboring tap amplifiers differ in length by six LC sections.
Hence, the tap spacing is , just as in
the conventional and crossover TWFs [Fig. 4(a) and (b)].

An alternative interpretation of the folded-cascade TWF is to
recognize that each tap is really a cascade of two distributed
amplifiers. The filter’s input and output delay lines also serve
as transmission lines for the distributed amplifiers. The con-
ventional TWF topology is sometimes referred to as a “dis-
tributed” transversal filter because the input and output capac-
itances of the tap amplifiers are distributed over a passive net-
work to increase bandwidth [28], [29]; but, unlike the folded-
cascade TWF, the gain for each tap weight in a conventional
TWF is provided by a single active circuit.

The artificial delay lines in a folded-cascade TWF can, of
course, be further subdivided or even replaced with integrated
microstrip, stripline or coplanar transmission lines. Further-
more, it should be possible to generalize the folded-cascade
TWF topology even further by replacing the tap weight of
Fig. 5(b) with a matrix amplifier [30]. The potential for further
increases in gain or bandwidth using such structures require
further study.

The folded-cascade TWF topology has drawbacks. First, be-
cause it requires two cascaded stages per tap, the power and area
requirements are roughly doubled. Also, distributed amplifiers
generally have more group delay variation than lumped ampli-
fiers, and cascading them increases this variation. Careful design

is required to ensure that the group delay performance is ac-
ceptable. A detailed analysis of nonidealities in TWFs was per-
formed in [23], most of which is also applicable to the folded-
cascade TWF. For instance, the parasitic input and output ca-
pacitances of each gain cell (including any interconnect capac-
itance not accounted for during design) will change the charac-
teristic impedance of the artificial transmission lines. This, to-
gether with process and temperature variations in the on-chip
termination resistors can lead to reflections along the transmis-
sion lines. In [6], tuning capacitors were provided to compen-
sate for variations in the node capacitances along the transmis-
sion lines. However, because this design is pushing the process
technology to its limits, additional tuning capacitors could not
be accommodated. Fortunately, as explained in [23], first-order
reflections due to mismatches on the artificial transmission lines
appear within the filter span and, hence, can be managed by the
equalizer adaptation.

IV. PROTOTYPE CIRCUIT DESIGN

The prototype integrated circuit is a fully differential imple-
mentation of the folded-cascade TWF shown in Fig. 6. It is de-
signed for use with a 100 (differential) system impedance
with programmable tap gains. The supply voltage is

V. An analog voltage controls the gain of each tap. A fourth
control voltage controls the common-mode voltage at the far end
of the input transmission line, . Setting this voltage equal
to the input common-mode voltage (1.3 V, nominally), no DC
current flows through the input transmission line, resulting in
constant bias voltages along the length of the transmission line.

A. Transmission Lines

A total of five differential artificial transmission lines are used
in the design of this equalizer: one at the input, one at the output,
and one internal to each of the three taps. They are terminated
by polysilicon resistors on-chip.

The values for the inductance and capacitance of
each transmission line section are calculated to provide a char-
acteristic impedance of 50 per side (100 differential) and
a tap spacing of 25 ps (one bit period at 40 Gb/s). Since the
tap spacing is determined by six LC sections,
must equal to one-sixth of a bit period, or 4.17 ps. The resulting
values of and are 209 pH and 83 fF per side, respec-
tively. The node capacitances are made up purely of transistor
and inductor parasitics. The inductances are spiral coils. Addi-
tional half-sized inductors, pH, are required at the
ends of each transmission line as shown in Fig. 6.

The input differential transmission line is really two single-
ended transmission lines as shown in Fig. 7(a), each designed to
have a nominal characteristic impedance of 50 . This provides
good matching to single-ended test equipment. The two lines
are isolated to avoid coupling between the two paths.

The other four transmission lines, Fig. 7(b), are made of cou-
pled stacked differential inductors to minimize both area and
series losses. Differential inductors can be used for these lines
even if the input is driven single-ended because the first stage
of differential amplifiers converts an unbalanced input into bal-
anced differential signals.
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Fig. 6. A 3-tap folded-cascade TWF filter with programmable tap gains.

Fig. 7. Photographs of the artificial transmission lines in the prototype folded-
cascade TWF. (a) Input transmission line. (b) Intermediate and output transmis-
sion lines.

Modified-pi models that include skin-effect and substrate
losses were used for both the single-ended [31] and differential
spirals [32]. The model parameters were fit to ASITIC [33]
simulation results. The models can account for asymmetries
in the spiral layouts with unequal terminal capacitances or
conductances.

The transmission lines are terminated on-chip with 50 per
side. These resistances provide AC termination and a DC path
for biasing. The input transmission lines are terminated to an ex-
ternal DC common-mode voltage. All other transmission lines
are terminated to the supply voltage; gain cells sink bias cur-
rents through the termination resistors on those lines to set the
DC common-mode voltages.

B. Gain Cell

Each gain cell is a simple differential pair, as shown in Fig. 8.
Six of these differential pairs make up each of the three equalizer

taps. Because 40-Gb/s operation is only possible in this tech-
nology when distributed circuit techniques are used, more com-
plicated structures such as cascodes were not an option. Cascode
structures have an internal circuit node that is not connected to a
transmission line. The time constant at this node would limit the
speed unacceptably for this application. The differential pair de-
vices were sized so that their parasitic capacitances plus the in-
ductor parasitic capacitances equal the required artificial trans-
mission line capacitances, fF.

The gain of each of the gain cells is controlled by an analog
control voltage, , that is provided off-chip. There are
three control voltages, one for each tap. The control voltage for a
given tap is connected to the gates of the tail current source tran-
sistors of all six differential pairs making up the tap. By varying

, the currents through the differential pairs are varied,
thereby changing their transconductance. This tuning mecha-
nism is nonlinear as shown in the measurement results in Fig. 9.
However, it is monotonic over the range 0.5–0.8 V, which is all
that is required for convergence of gradient descent adaptation
algorithms [34].

The maximum total current through the output stage of all
three taps combined is limited to 20 mA. This is due to the re-
striction that the output common-mode voltage must not drop
any lower than approximately 1.3 V for all transistors to remain
in saturation while allowing differential signal swings in excess
of 1 from a 1.8-V supply.

Each of the three taps has a fixed polarity. The first tap is
positive, the second is negative, and the third is positive. This is
accomplished by connecting the differential outputs of the tap
2 gain cells to the output transmission line with opposite po-
larity compared with taps 1 and 3. It was not possible to use a
Gilbert cell mixer to implement signed tap weights [35] since
the addition of internal circuit nodes would limit bandwidth as
described above. It would have been possible to implement tap
weights with programmable sign using two parallel gain cells
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Fig. 8. Schematic of an equalizer gain cell. Six of these cells are used in each
tap of the equalizer.

Fig. 9. Normalized tap gain plotted versus control voltage measured for tap 1
with a 5-GHz sinusoidal input.

connected with opposite polarity, as in [6]. However, since the
total node capacitances are fixed, the size of each gain cell
would have to be halved along with the corresponding tail cur-
rents, resulting in a halving of the gain. Hence, fixing the polari-
ties provided a 6 dB increase in the maximum tap gains. This im-
poses a constraint on the adaptation of the tap weights for equal-
ization. Of course, in any integrated circuit equalizer practical
considerations restrict the tap gains to a finite range, but do not
cause instability in gradient-based adaptation. In this case, the
alternating polarities provide a high-pass response, as required
to equalize the typically lowpass channels. System-level sim-
ulations verified that when combined with one tap of decision
feedback, a 3-tap baud-rate FIR linear equalizer with alternating
tap polarities is optimal for a wide variety of PMD-limited SMF
channels.

C. Circuit Layout

A die photo of the circuit layout is given in Fig. 10. The
overall dimensions of the equalizer IC are 1 mm 1 mm. The

Fig. 10. Die photo of the prototype equalizer. The total area is 1 mm� 1 mm.

active area is approximately 900 m 600 m. The input pads
appear on the left, the output at the top, and power and control
signals at the bottom.

V. MEASUREMENT RESULTS

All circuit measurements were made on-wafer. The test setup
is diagrammed in Fig. 11. Bias and control voltages were gen-
erated externally. Due to the difficulty in avoiding skew be-
tween differential signal paths at these speeds, all testing was
performed single-ended. One side of the differential input and
output were terminated off-chip.

Fig. 12 shows the filter output with a 10 GHz sinusoidal input.
The measurement was made by turning on each tap individually,
with all other taps turned off. The tap spacing is 23 ps, just under
one baud interval at 40 Gb/s. Note that the polarity of tap 2 is
reversed compared with taps 1 and 3.

Fig. 13 shows the magnitude and phase response of each tap
measured with a two-port network analyzer. Each tap is mea-
sured at its maximum gain setting with all other taps turned off.
The phase response is linear up to 35 GHz. The group delays,
calculated from the slope of the phase responses at 20 GHz
1 GHz, are 31, 52, and 74 ps for taps 1, 2, and 3, respectively,
providing tap spacings of 21 and 22 ps. At 20 GHz, the mea-
sured phase difference between taps 1 and 2 and between taps
2 and 3 are 160 and 163 degrees (22 and 23 ps), respectively.
This is in general agreement with the time-domain measure-
ments at 10 GHz in Fig. 12 (23 ps). Since the measurements
are single-ended, the magnitude of the differential gains would
be 6 dB greater than shown Fig. 13(a). Significant loss and loss
variation is observed from DC to 40 GHz. ASITIC simulations
indicate a DC series resistance of approximately 2.5 per LC
section, increasing to 3.9 per section at 20 GHz due to skin ef-
fect, which accounts for the observed losses. It has been shown
that the deleterious effects of series losses can be mitigated by
terminating the transmission lines with a resistance less than
50 [23], but this was not done here. The gain decreases going
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Fig. 11. Test setup for on-wafer measurement of the prototype equalizer.

Fig. 12. Measured tap delays with a 200-mV peak-to-peak 10-GHz sinusoidal
input.

from tap 1 to tap 2 to tap 3 as the signal path goes through more
lossy LC sections. These effects can be partially compensated
for by appropriately setting all 3-tap gains, as would occur au-
tomatically in an adaptive equalizer.

Fig. 14 plots the magnitude of the input and output return
losses, both simulated and measured with a two-port network
analyzer. The input return loss is greater than 15 dB from 5 to
40 GHz while the output return loss is better than 16 dB up to
40 GHz. The input return loss degrades at low frequencies due to
resistive losses along the input transmission line which appear
in series with the 50 terminations at low frequencies. Still,
the measured input return loss is better than simulated at most

Fig. 13. Single-ended S magnitude and phase measurements made with a
two-port network analyzer: tap 1 ( ), tap 2 (4), and tap 3 ( ). (For differential
S magnitude, add 6 dB.)

frequencies, perhaps because the probe pad capacitances were
less than estimated.
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TABLE I
MEASURED RESULTS FOR THE PROTOTYPE FILTER AT 2 GHz

Fig. 14. Return losses of the prototype filter simulated (dashed) and measured
with a two-port network analyzer (solid): (a) input return loss, (b) output return
loss.

Tests were performed with a 2-GHz input to characterize the
filter’s maximum input swing. These are summarized in Table I.
They suggest that sufficient swing is available to accommodate
4-PAM input signals that might arise in chip-to-chip applica-
tions [1]. Tap 3 appears to accommodate a larger input swing
because its inputs are attenuated by a longer length of transmis-
sion line than taps 1 and 2.

For PMD-limited channels where , a linear equal-
izer should be capable of providing a notch in its frequency re-
sponse at roughly . Then, a nonlinear feedback equalizer
can restore the lost portion of spectrum with minimal noise en-
hancement. For instance, for a PMD-limited channel model with

, UI, and transmitter and receiver bandwidths
of 25 GHz, the frequency response of an ideal 3-tap baud-rate
FIR equalizer that minimizes mean squared error has a notch at
7 GHz, as shown in Fig. 15. By appropriately setting all 3 tap
gain control voltages, the prototype filter was able to provide the
notched frequency response shown on the same plot, demon-
strating the potential of the folded-cascade TWF for such appli-
cations.

Fig. 15. Single-ended measured S magnitude response for the prototype
filter (solid line) demonstrating a notch. The dashed line is the normalized
frequency response of an ideal 3-tap baud-rate FIR equalizer that minimizes
mean squared error in a receiver with DFE for a PMD-limited channel model
with  = 0:5, �� = 3 UI, and transmitter and receiver bandwidths of 25
GHz.

Fig. 16. Test setup for generating the 30- and 40-Gb/s data patterns.

The prototype was also used to equalize 30 and 40-Gb/s non-
return-to-zero (NRZ) data. The test setup for generating input
data patterns up to 40 Gb/s is shown in Fig. 16. The differential
outputs of two 10-Gb/s PRBS sources were skewed by different
length cables to provide four uncorrelated 10-Gb/s PRBS 2 1
patterns. The four patterns were then multiplexed to generate a
40-Gb/s data pattern. Although there was no way to properly
synchronize the 10-Gb/s patterns to produce a true PRBS se-
quence at the multiplexer output, the resulting 40-Gb/s pattern’s
broadband spectrum was verified on a spectrum analyzer. In all
of the equalization experiments, the filter coefficients were man-
ually adjusted to maximize the eye opening.

First, a short (approximately 2 m) coaxial cable was used to
generate ISI. Fig. 17 shows the input and output eye diagrams at
40 Gb/s over this cable. Oscilloscope measurements taken over
the center 0.2 UI of the eye diagram are shown; they indicate
an eye amplitude of 51 mV per side with a signal-to-noise ratio
(SNR) of 4.76 (13.6 dB). If a gaussian noise distribution is as-
sumed, this translates into a bit-error rate (BER) of less than
10 .

A longer 4 m coaxial cable was used to generate more ISI.
The 4 m cable’s frequency response is plotted in Fig. 18(a);
10 dB of loss is observed at 15 GHz and 17 dB of loss is ob-
served at 20 GHz. Also shown in Fig. 18(a) for comparison is
the frequency response of a PMD-limited channel model with

, ps, and transmitter and receiver bandwidths
of 25 GHz. Fig. 18(b) shows a 40-Gb/s single-ended unequal-
ized eye pattern at the end of the 4 m cable.
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Fig. 17. Single-ended eye diagrams at 40 Gb/s with a short (approximately 2
m) coaxial cable: (a) equalizer input (b) equalizer output.

Fig. 18. Measurements of the 4-m coaxial cable used for 30- and 40-Gb/s
testing: (a) measured cable frequency response (solid) along with the modeled
response of a PMD channel with  = 0:4 and �� = 25 ps (dashed); (b)
channel output (equalizer input) at 40 Gb/s.

Fig. 19. Single-ended equalizer output eye diagrams for 4 m cable at (a) 30
Gb/s and (b) 40 Gb/s.

TABLE II
PROTOTYPE SUMMARY AND COMPARISON WITH OTHER RECENTLY REPORTED

INTEGRATED CIRCUIT TRAVELING WAVE FILTERS

At 30 Gb/s, the equalized output eye is shown in Fig. 19(a).
Measurements taken over the center 0.2 UI of the eye diagram
indicate an amplitude of 50 mV per side with an SNR of 5.28
(14.5 dB). This translates into a BER of less than 10 if a
gaussian noise distribution is assumed. The output eye measure-
ment at 40 Gb/s [Fig. 19(b)] indicates a modest eye amplitude
of 39 mV per side with a SNR of 3.22 (10 dB), translating into a
BER less than 10 if a Gaussian noise distribution is assumed.

VI. CONCLUSION

This paper described a folded-cascade TWF topology
capable of alleviating the delay–bandwidth tradeoff that is
inherent in conventional TWF topologies. This topology is
particularly useful in long-haul single-mode fiber links, where
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a 3-tap baud-rate linear equalizer together with one tap of
decision feedback is sufficient for PMD compensation. A 3-tap
fully differential prototype is developed in 0.18- m CMOS.
The filter is faster than any previously reported CMOS equal-
izer, and at 70 mW it consumes less power than other 40-Gb/s
equalizers implemented in more advanced technologies. A
comparison with other state-of-the-art high-speed equalizers is
presented in Table II.
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