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Abstract

The use of Look-Upables (LUTS) is xended fom
binary to multiple-valued lgic (MVL) circuits. A multiple-
valued LUT can be implemented using both entimode
and voltaye-mode tetniques, educing the tnsistor count
to half compaed to that of a binary implementation.

Two main applications for multiple-valued LUTsear
multiple-valued FPGAs and intelégt memories. An

FPGA uses a LUT as aegeric l@ic blok to povide
programmability In an intelligent memory a multiple-

valued LUT is added in thedécoder section to facilitate

simple mathematical opa&tions on the sted digits. An

FFT opeation is used as anxample in this paper to

illustrate how a multiple-valued LUT can be beneficial.
1. Introduction

Look-up tables are known in the literature [1] as a
method of implementing an arbitrary binary logic function.
A truth table for a general 2-input 1-output combinational
logic functionisshownin Figure 1. In acombinational logic
expression, the output is uniquely determined by the current
input bits. Therefore, atruth table like that shown in Figure
1(a) can fully characterize the function. A look-up table
(LUT) is adirect implementation of the truth table. Figure
1(b) showsaLUT implementation for the truth table shown
in Figure 1(a). There is a one-to-one correspondence
between the rows of the truth table and the rows of the LUT.
For any given input bit-pattern, only one of the paths from
input f; to output Z has all of its transistors ON.

Referring to Figure 1(b), the intermediate nodes of rows
0 and 2 have the same voltage independent of the logic
values of A and B. The same is true for the intermediate
nodes of rows 1 and 3. That meansthe right-most transistors
of rows 0 and 1 can be shared with those of rows 2 and 4,
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Figure 1. (a) A truth table for a general 2-input
logic function, (b) A LUT implementation of
the function, (c) A LUT implementation with

reduced transistor count

respectively. The result is shown in Figure 1(c).

The ON path of abinary LUT carries binary information
(i.e. 0 or 1) in the form of voltage or current signa to the
output node. Elliott et a. [2] have shown that if proper
timing is applied to a binary LUT, binary data can be
transferred from one column of an array to a neighboring
column thus accelerating mathematical computations. The
main application of this is in an intelligent memory that
could perform data mining, pattern recognition, or image
processing. In this paper, we show that by using a multiple-
valued LUT, a higher rate of data transfer (relative to a
binary LUT) can be achieved with no area penalty. Section
[11 of this paper proposes using a multiple-valued LUT in
the Y-decoder section of a memory array to accelerate the
computation of a Fast Fourier-Transform (FFT).
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Figure 2. (a) A truth table for a general 2-input
4-valued logic function, (b) A LUT
implementation of the function in (a). The
delta literal 'A' is discussed in the text.

2. Multiple-Valued LUT

A general truth table for a 2-input 4ued
combinational logic function is shm in Figure2(a).
Parameters § to f= belong to {0, 1, 2, 3}. A CMOS
implementation of the table is illustrated in Figafe). The
multiple-valued LUT is a direct>@ension of the binary
LUT. Similar to the binary LUTthere is a one-to-one
correspondence between thersoof the truth table and the
rows of the LUT'A' refers to thedelta literal of A, and is
defined by:

DD if A= (eq. 1)
0 if A#i

If the logical \alue of A and B are 0 and 2, foraample,
the pass transistors ofw@ turn on, connecting the output
node to § .
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Figure 3. A LUT implementation for a general
2-input 4-valued logic function with reduced
transistor count

transistor turns ON or OFF depending on the literal output
being high or lav, respectiely.

The core of the LUT shvn in Figure 2 uses 8 input wires
and 32 transistors to implement a general 2-inpulded
logic function. A binary LUT uses the same number of input
wires hut requires twice as mgias transistors to implement
the same function. Therefore, adhyed LUT requires less
silicon area if the process technology is not metal limited.

The intermediate nodes ofws 0, 4, 8, and 12 kia the
same wltage independent of the logialues of A and B.
The same is true fowery fourth rav of the LUT. Therefore,
the right-most transistors of thesewsd can be shared
without afecting the logic function of the LUTFigure3.
shavs such an implementation of the LUT with awro
rearrangement. The transistor count for this implementation
is 20.

Although we are using 4alued logic in this section, the
arguments and the results are easiyerdible to higher
radices. The block diagram of an MVL LUT with radix r is
shawvn in Figured4. The inputs to the LUT can be loaded
from a memory or programmed directly in order to create a
programmable multipleatued logic function.

2.1 Voltage M ode

Table 1 shars the assignedoltage \alues for a 4-alued
logic system. A maximumoltage of 1.8V is assigned to

A delta literal generates a binary output that is connected-09ic 3, which is well bela the full Vpp (=3.3V). The

to the @te of an NMOS transistoiTherefore, a pass

voltage @p between tev consecutie digital \alues is
600mV This is a sufcient wltage for a typical CMOS
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| logic system. The maximum currentu@) is assigned to
Aar-1 i
' Og; ] 2-input, r-valued LUT logic 3.
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B ] Logical Value 0 1 2 3
|
rigr-ll | Current Value OpA 1pA 2puA 3pA

+ Table 2: Current values assigned to 4-valued logic
z

Using a 0.8m technology a 3UA current generates a
voltage drop in the order of 200mV across the drain-source
of each transistor This does not &ct the circuit
performance unless the number of transistors in series
exceeds 10.

Figure 4. Block Diagram of a general 2-input
r-valued LUT logic function

sense amplifier to discriminate betweerels.

Logical Value 0 1 2 3 A current-mode LUT is generalhaster than aoltage-
mode LUT In both cases, only one path turns on depending
on the logic alues of A and B. Heever, a change in logic
Table 1: Voltage values assigned to 4-valued logic ~ Vvalues of A and B requires less ap@maement in the
current-mode design since all internal nodeshralatvely

The delta literals (Equation 1) generate a fuljpv ~ low voltages (i.e. no chging and dischaing is required).
instead of Logic 3 (1.8V) to dre the gte of an NMOS Figures 6 and 7 shotwo ways of implementing a delta
transistor This guarantees the transistor to be fully ON |iteral AL) in current mode. The input current in Figére
independent of the Iogicawg of the sign'c_xl be_ing carried. In  js sourced to the circuit and compareaiagt two source
other words, the wvltage assigned to Logic 3 is nogdaded currents (0.BA and 1.5A). If the input current lies
by a threshold-eitage drop of theaje-to-sourcealtage of  petween these mimits, the output node is pulled to VDD.
the NMOS transistor Otherwise it is pulled to ground. Figufeshavs a diferent

Figure5 shavs a CMOS implementation of the delta implementation in which the input current is compared
literal 1AL, The circuit consists of tw woltage-mode  against a source and a sink current. This circuit eliminates
differential pairs that compare A with 0.3V (ha#fyy  the use of an irerter that wms necessary in the preus
between Logic 0 and 1) and 0.9V (hadfybetween Logic ~ implementation.

1 and 2). The output of the dW(_jifferentiaI amplifiers Inputs § to f- should be praided as current sources to
NORed together to generate the final outputo. the LUT. This is possible by using a current-mode multiple-

Inputs f, to f- can be implemented using altage  valued memory [4] or by using aokage-mode memory
divider technique [3]. As mentioned before, a reusable LUT
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current-mode delta literal Al LUT (y-decoder)
with a \oltage to current carersion prior to the LUT *
3. Applications to Data pin

A multiple-valued LUT ofers the same function as a
binary LUT hut occupies less silicon areav@ applications
that currently use binary LUTs are Field Programmable
Gate Arrays (FPGAs)[1] and intelligent memories [2].
FPGAs preide instant implementing of logic circuits with )
negligible cost [1]. Intelligent memories are used to perform & Memory array of 256 ws by 256 columns, 8 bits of
data mining, pattern recognition, or image processing [2]_address are allocated to thevrs_elgct, and the_ othgr 8 bits
Both of these applications can benefit from theaatages to the column sglect. Once a bit is selectesl,\{alue is put
of a multiple~alued LUT on the data pin for access by other chips (usually a

microprocessor).

Figure 8. Block diagram of an intelligent
memory

.1 Field Programmabl Arr
3 eld Programmable Gate ays In a memory with 1000 columns, there are 1000 sense

Binary LUTs are widely used as the logiglding blocks  ampilifiers that read the data of an entire.f@ommercially
for FPGAs [1]. This is because an n-input LUT can easily nowadays, 1, 8, or 16 of these sense amplifiers are accessed
be programmed to implementyaBoolean function of n vija the column select to transfer their data to 1, 8, or 16 data
inputs. In other wrds, a LUT diers a simple hardare  pins, respectiely. The rest of the sense amplifiers are left
implementation for all combinational logic functions. The ynaccessed due to a limited number of data pins on each
only difference between LUTSs that implemeatious logic memory chip. This leads to a discreparmetween the

functions lies in the contents of the LUGister Therefore,  internal and theailable eternal bandwidth of a memary
re-programming a LUT to implement améunction is as  also knovn as the @n Neumann bottleneck [6].oF
easy as loading mecontents into the LUT gister example, a memory chip with a 50ns access time and 1000

Using a multiple-alued LUT instead of a binary LUT ~ columns can pnade a bandwidth of 20Gbits/sec internally
saes silicon area due to the smaller transistor count,While it could only preide a bandwidth of 20Mbits/sec

ignoring the peripheral circuitryMoreaver, a multiple- externally through one data pin— a bandwidth reduction
valued LUT seems the only reasonable choice for a logicaf@ctor of 1000.

building block of a multiple-alued FPGA [5]. One way to oercome this bottleneck is touitd

3.2 Intelligent Memory processing elements close to the sense amplifiers inside the

memory chip (refer to Figure 9) [2]. The processing
A binary LUT is usually used as the y-decoder of a glements reside belothe sense amplifiers and at the top of
DRAM. Ignoring the processing elements in Figure 8, thethe |UT. A processing element reads the data of the
block diagram illustrates a standard memory in which acorresponding sense amplifigrerforms a mathematical
LUT selects one sense amplifier out of méamsually onthe  gperation, and stores the final results in a specified memory
order of 1000) to be connected to the data pin. This iS|gcation. Unlile the microprocessorthe —processing
usually done by allocating avfeaddress bits to the column  elements utilize the full internal bandwidth of the memory

select. The rest of the address bits are used to selest a roThe only price for this is the silicon area occupied by the
(wordline) in the arrayFor example, 16 bits of address are processing elements.

required to uniquely select one bit out of 64kbits. Assuming
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Figure 9. Bloc k diagram illustrating the 2
position of pr ocessing elements relative to the =
sense amplifier s and the LUT of an intellig ent
memory
LUTs provide cheap _ intecolumn communication Xo X1 Xp Xa  Xg Xe Xg X7 Xg Xo Xa Xa  Xc Xp Xe X
channels for the processing elements, sincg #heady
exist in the memory in the form of the y-decadreferring (b)

to Figurel(c), a simultaneous high signal on A aAd
provides a communication path between the processing Figure 10. Flo w graphs of (a) radix-2, 16-point
elements atgand %, and the processing elements,aarid FFT and (b) radix-4, 16-point FFT . Data flow is
f3, respectiely. downwar d only. PEs and the LUT are reused at
each stage to provide weighted sum of
incoming signals. Branc h weights are omitted
for graph c larity [6]

Intelligent memories can be used to perform
mathematical transforms such asastHourier Transform
(FFT). An FFT maps a set of discrete time-domain data to a
set of discrete frequepalomain data [7]. A 16-point FET
for example, maps time-domain data points (x(0) to x(F)) to

16 frequeng-domain data points (X(0) to X(F)). It is well a path between wneighboring processing elements, hence

e : providing a communication path for a 2-point operation. In
known [7] that a 16-point FFT can be performed using 8. Aalued LUT a single address digit turns on a path

radix-2 or a radix-4 approach. In radix-2 approach, the inputbetween four neiahborin rocessing elements. hence
data are arranged in groups of 2, and the FFT operation isrwiding a comml?nicatior? pr:';lth for ag4-point opération
performed on 2 points at a time. The results of the first stag oreaver, as discussed in Section II, the pathvisted by a

are then fed to the restage as shm in Figurel0(a) until . .
the final results are obtained. In radix-4 approach, the input4'ValueOI LUT 'is capable of transferring dhied data

data are arranged in groups of 4, and the FFT operation jgmong t_he processing elem_ents. Thisrdlasing 4-all_1ed
performed on 4 points at a time as illustrated in processing elements with the same architectural

Figure10(b). Note that the radix-4 approach completes thecompleqty. Finally, the memory array in a radix-4 FFT can

16-point FFT computations in 2 stages, as compared to AE Enzgslragfegle%o? ?Z:gﬁgsn;eggg Oa]\cr;ay to reduce the
stages required in a radix-2 approach. y y '

The structure of a binary LUT and a dhved LUT fits
the computational structures of radix-2 and radix-4 ,FFT
respectiely. In a binary LUT a single address bit turns on

In summary the use of a 4alued memory array4-
valued processing elements, and alt@d LUT increases
the density and speed of a radix-4 FFT implementation
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