A VLSI Implementation of a Cascade Viterbi Decoder with Traceback
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Abstract — A novel VLSI implementation of the Viterbi algorithm based on a cascade architecture is presented. Survivor sequence memory management is implemented using a new single read pointer traceback technique. The overall design for a 16-state, rate 1/2 decoder requires about 26000 transistors and a core area of 8.5 mm² in a 1.2 µm two-level metal CMOS technology.

1 Introduction

As the use of digital communications grows, advanced coding techniques and increased throughput are needed. Higher clock rates are required or the parallelism inherent in the decoding algorithm must be exploited in multiprocessor implementations.

Recently there has been increased interest in multiprocessor implementations of decoders for the class of error-correction codes known as convolutional codes. In particular, decoders that implement the Viterbi algorithm [1] are of interest.

A number of high-performance multiprocessor architectures have been proposed for Viterbi decoders, including one- and two-dimensional systolic meshes and the perfect shuffle layout [2, 3]. All of these architectures provide a throughput increase that is sub-linear (i.e., to increase the throughput by a constant factor more than a constant growth in area is required [3]). An architecture that is closely related to the perfect shuffle, known as the crenellated-FFT [4], is currently being implemented at the Jet Propulsion Laboratory in the receiver for the Galileo space probe.

The Viterbi decoder described in this paper demonstrates the viability of a “cascade” family of Viterbi decoder architectures [5] that employ small-to-medium scale parallelism to achieve a linear increase in throughput with only a linear increase in silicon area required, when compared with a uniprocessor implementation. For a 2^n-state decoder, the cascade architecture implemented here uses \( \nu - 1 \) processors, as compared with a fully parallel architecture that uses 2^n processors. The cascade architecture is targeted towards applications where a fully parallel decoder is not practical (large constraint lengths; \( \nu \geq 8 \)).

For these applications the cascade Viterbi decoder is considerably more area-efficient than other multiprocessor Viterbi decoder architectures [5, 3] that typically exhibit quadratic increase in silicon area with linear increase in throughput.

Viterbi decoders have two major components: an add-compare-select (ACS) data-path, and a survivor sequence memory management unit. In the ACS data-path, path metrics are updated by adding branch metrics associated with each possible state transition. The smaller path metric is the new path metric for the state and the resulting decision is stored in the survivor sequence memory management unit where the most likely path is determined.

The Viterbi decoder described here uses a ring-connected ACS data-path structure with high regularity. Deep pipelining inside each add-compare-select (ACS) unit combined with local unidirectional wiring in the ACS data-path results in a better throughput per unit area [5] compared to other known implementations. For the survivor sequence memory management, a novel traceback technique with multiple memory modules and a single read pointer [6, 10] is utilized. Figure 1 depicts the general structure of the decoder.

2 ACS Data-path

When describing a convolutional code with a trellis diagram the nodes correspond to the Add-Compare-Select (ACS) computations and the edges indicate dependencies between the ACS computations of the successive stages of the trellis. Given a number of individual ACS units we can derive a large number of possible assignments of the nodes of the trellis diagram to the physical ACS units. In this paper we concentrate on an assignment where all computations in a given stage of the trellis are performed on a single ACS unit. This particular assignment characterizes the cascade family of Viterbi decoder architectures. There is also a schedule of state updates that can be de-
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*The VLSI decoder being presented was intended as a small-scale demonstration of the superior features of the cascade architecture (modularity, local communications); however pipelining of the ACS units is not possible for \( \nu = 3 \) [5].*


the received codeword, a simplification suggested in [8] allows us to avoid the necessity of the multiply operation.

3 Survivor Management

In a Viterbi decoder, there are two known memory organization techniques for the storage of survivor sequences from which the decoded information sequence is retrieved, namely register exchange and traceback [9]. Our implementation uses traceback.

The traceback method stores path information in the form of an array of recursive pointers. It is advantageous to think of traceback memory as organized in a two-dimensional structure, with rows and columns. The number of columns is equal to the number of states \( N = 2^n \). Each row stores the results of \( N \) comparisons corresponding to one symbol interval or one stage in a trellis diagram. Since the stream of symbols is, in general, semi-infinite, storage locations are periodically re-used. Enough rows must be provided to guarantee minimum a traceback depth of \( T \geq 10^6 \). There are three types of operations performed in parallel inside a traceback decoder: writing new decision data into memory; and two read operations — traceback read and decode read. During either read operation previously stored decisions are used as pointers to re-construct the state trajectory in the trellis. Decision bits that have been read during the traceback operation are not output, but rather used to guarantee high probability of “path merging”. The final state of the traceback trajectory becomes the the starting point of the subsequent decode read operation. Decision bits read during the decode read operation are sent to the LIFO register for order reversal and finally output as the decoded bits.

For every set of column write operations (\( N \) bits wide), an average of one decode read must be performed. The overhead of the \( T \)-column traceback read can be spread over more than one column decode read operations. This includes both decode read operations and traceback read operations. In our design we have implemented a one-pointer variant [10].

4 Implementation

To determine the viability of the cascade architecture, a 16-state, rate 1/2 decoder was implemented using a 1.2 \( \mu m \) two-level metal CMOS technology. Figure 2 is a die photo of the chip. Fabricated chips have been received and shown to be functional up to a clock frequency of 32 MHz at room temperature. The maximum frequency attained was limited by the tester. Conservative design, using fully static circuits and a focus on testability, was used for this chip since it was implemented during a one-term course.
A more aggressive design will be capable of much higher clock rates.

The floor-plan of the chip closely approximates the architecture shown in Figure 1 except that the branch metric generators (BMG) are aligned in the data-path with the ACS units. The top half is the traceback unit (TB) and LIFO, and the bottom half is the ACS data-path. The ACS data-path handles data quantized to four bits and uses eight-bit path metrics. There are three processors and each processor implements two ACS operations as shown in Figure 3. For a clock rate of 32 MHz, this results in a data rate of about 10 Mbits/s.

The organization of the traceback unit is shown in Figure 4. In this implementation three $28 \times 16$ RAM modules are used to store ACS decisions. They are first clocked into shift registers and then written into the RAMs when one trellis stage has been completed, $2^v = 16$ bits at a time. During each traceback, 14 trellis stages are read from each of the three modules. This provides a traceback depth of $42 \approx 10^v$ for a 16-state trellis. Though dual-port memory modules were used in this design, single-port memory modules would scale better for large constraint length decoders [10].

Next to the RAMs are the read and write pointers (implemented as one-bit wide circular shift registers) that are used to select word lines in the RAMs (each word line corresponds to one stage of the trellis, or 16 bits). Read and write pointers move through the memory in opposite directions, with wraparound modulo-28. In addition to the read pointer and the write pointer there is a 4-bit state pointer and a last-in first-out (LIFO) register. The state pointer is updated as follows: when a 16-bit word-line is read, four bits of state pointer are used to control the 16-to-1 multiplexor. One of two possible predecessor states is now selected by a one-bit shift to the left (with MSB discarded) and adding the bit from the output of the 16-to-1 multiplexor to the LSB position. This operation is repeated at the other memory banks until $v - 1$ shifts and bit updates have been performed and a resulting $v$-bit state latched. The latched $v$ bits are made available at the input to the LIFO; they are either ignored (during the traceback) or loaded into the LIFO and re-ordered (during the decode) to generate the decoded output. It may appear that the traceback and decode operations are the speed bottleneck, since three memory reads occur for every memory write. This however is not a problem for traceback decoders with longer constraint lengths, since the number of state update reads grows proportional to $v - 1$, while the number of state decision writes grows proportional to $2^v$. As the word-length grows exponentially, a point is rapidly reached where the designer is forced to limit word-length growth and perform state decision writing in multiple cycles; consequently, writing the decisions, not reading ultimately limits the speed.

For testing, all of the ACS data-path registers are linked into a scan chain and provision has also been made to permit reading and writing of the traceback memory. There are a total of 34 pads with 22 pads devoted to testing making the chip pad limited.

5 Summary

The design described in this paper is highly modular, with only regular, local wiring required. As discussed in Section 2, available pipelining and processor utilization both improve rapidly for larger constraint lengths. At the same time, all high-speed on-chip data transport (processor-to-processor, processor-to-decision memory, and branch metric generator-to-processor) is local and uniform, with simple routing requirements. Our design can be expected to scale nicely to larger constraint lengths.

The implementation of a cascade Viterbi decoder architecture, which achieves a linear increase in throughput with a linear increase in silicon area compared to a uniprocessor, has demonstrated that this architecture is well-suited to VLSI implementation. This architecture is particularly well suited for applications where full-scale parallelism ($2^v$ processors) is either not required due to a low data rate, as in slow speed modems operating on high SNR channels, or is impractical or prohibitively expensive due to the fact that the number of processors ($2^v$) is very large, as in low SNR channels where the constraint length is large. A novel traceback architecture using a single-read pointer was implemented as a part of this chip.
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