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Abstract 2. FPGA Architecture and Circuit Design

This paper examines the electrical design of FPGA inte  We investigate SRAM-based, island-style FPGA architec-
connect circuitry. We explore the circuit design of pastures [1]; this is the style of FPGA employed by Xilinx, Lucent
transistor and tri-state buffer routing switches, determine whiTechnologies and the Vantis VF1. Fig. 1 shows the key circuitry
transistor sizing, metal width and metal spacing are best fin such an FPGA'’s interconnect. Routing switches are either
FPGA interconnect, and show that FPGA interconnect sholpass transistors or pairs of tri-state buffers (one in each direc-
be electrically heterogeneous -- some (~20%) of the routing tion), and allow routing wire segments to be joined to form
tracks should be designed for maximum speed while tllonger connections. Multiplexers allow routing wires to be con-
remainder should be more area-efficient. nected to the input pins of logic blocks, while demultiplexers (a
. set of pass transistors) allow routing wires to be driven by logic

1. Introduction block output pins.

While considerable research has investigated the optimiz  |n order to investigate routing transistor sizing, we must first
tion of FPGA routing architecture (the lengths of the routinchoose values for several topological aspects of the FPGA inter-
wire segments and the pattern of routing switches used to intconnect. We set these topological parameters to values that
connect them [1]), relatively little has been publishewere shown to be good choices in [7, 8]. As Fig. 1 shows, each
concerning theslectrical optimization of FPGA interconnect. routing wire can connect to three other wires (via three routing
Little is known about the best circuit design and transistor sizitswitches) at each of its endpoints, and can connect to one wire
for the routing switches themselves. Similarly, there has beat each internal point where it crosses an orthogonal channel.
no published work examining the layout of FPGA routing wir€ach routing wire can be driven by one output pin at each logic
segments, despite the fact that using the proper metal width dlock it spans. A key topological parameter of FPGA intercon-
spacing in deep-submicron processes is crucial to obtain nect is théogical length, or number of logic blocks spanned, by
best circuit speed [2]. The programmable routing accounts fa routing wire. In Fig. 1, for example, the routing wire shown is
most of the area and most of the delay in FPGAs [1], so fast éof length 4. In this work we will investigate appropriate transis-
area-efficient circuitry is essential. tor sizings for wires of many different logical lengths.

In this paper we explore four related issues: the circL  In order to evaluate the speed of FPGA routing, we must
design of pass transistor and tri-state buffer routing switcheknow thephysical length of a routing wire that spans L logic
the best transistor sizes to use in both types of switch, how roplocks. Throughout this work we assume each basic tile (a logic
ing wires should be laid out (what metal width and spacing block plus it’s associated routing) is 30 long, so a wire that
best?), anaectrically-heterogeneous FPGAs, in which some spans L logic blocks is B0OO pm long. The basic tile for an
routing wires are tuned for density and some for speed. FPGA architecture with good performance was shown to be 300

Considering the importance of the electrical design of ifum long (in a 0.3%im process) in [7, 8], and the length of a Xil-
routing to an FPGA'’s speed and density, there is relatively littinx 4000X layout tile is 34Qum (also in a 0.35m process), so
published prior work. In [3, 4], Chow et al discussed the impléhis value is reasonable.
mentation of an SRAM-based FPGA in a uth CMOS .
process, and highlighted many circuit desigrllJissues. In [52'1' L_eakage Current and G_ate Boosting )
Khellah, Brown and Vranesic performed some transistor-sizir . Fi9. 2a shows a potential problem with the use of pass tran-
experiments on pass transistor routing switches in aro.ro- sistors in FPGA mterconnect._A pass tran_5|stor‘s output voltage
cess. In [6], Dobbelaere, Horowitz and EI Gamal proposed ONlY rises to Viq- Vi, where \(is the transistor threshold volt-
innovative regenerative feedback circuit element to spe@g€ (including the increase in the nomingldue to the body
FPGA routing. effect [9]). In TSMC’s 3.3V, 0.35um CMOS process, for

This paper is organized as follows. The next sectia
describes the class of FPGAs we are investigating, and ¢

cusses two important circuit issues in the design of FPC | \-rﬁj l | H I I/ F\ilc)itletlng
routing switches. In Section 3 we determine which transist —

sizes lead to FPGA interconnect with the best area-delay pre N ME | -T_T 1. ) TT ’

uct, and in Section 4 we investigate the effect of differer o ~ N .

routing wire metal widths and spacings. Section 5 examin I | | I
“electrically-heterogeneous” FPGAs in which the spacin

between some routing wires is wider than others. 1 . Logicblock . « Logic block
[ or )
\ /

Channel
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3.3V 3.9V 2. For parallel computations, an FPGA's throughput is: (# of
L 22v v Both. L 273V functional units) x (functional unit speed). Phrased another
3.3V - transistors 3.3V - . .
Routing i & “on® Routing way, the throughput is proportional to (1/area per func-
wire L wire =L tional unit) x (1/delay). Hence minimizing the area-delay
(a) Leakage current irutfer (b) Boosted gte cuts leakag product of an FPGA maximizes its throughput on parallel
Fig. 2. Gate boosting to selVeakage current problem. algorithms.

example, the output voltage of the pass transistor will rise only 10 find the FPGA with the minimum area-delay product
to 2.2 V. This voltage is low enough that downstream buffechievable with agiven logic block and routing archltecturez we
(such as the “track buffer” in Fig. 1) which sense the state of tieould have to simultaneously vary the size of every transistor
routing wire will have both their pull-down and pull-up transis!n & basic tile of the FPGA, and determine the area and delay
tors partially on. This results in a large leakage current aﬁ&meved py the FPGA under each transistor sizing. Clearly this
unacceptable dc power dissipation - a typical 100 000 gdfe@ dauntingly large and complex search space. We can, how-
(8000 4-input look-up tables) FPGA would dissipate 21 W diVer, approximately minimize the area-delay product of an
static power due to this buffer leakage current. FPGA by minimizing the routing switch area - wire delay prod-
Fig. 2b shows one solution. By boosting the gate of routi t for each type of routing wire in th_e_ FPGA. This is the
pass transistors to 3.9V (one nominal threshold voltage abo¥Proach we take to routing transistor sizing.
Vg4, We increase the pass transistor output voltage to 2.73V, In the following s'ect|ons, all delay values are taken from
which is enough to turn off the pMOS pull-up transistor in angiMmulations of TSMC's 0.3pm, three-layer metal CMOS pro-
downstream buffer. This reduces the static power dissipationSS: We assume all wiring is laid out in minimum width,

a 100 000 gate FPGA to a much more reasonable 0.041 W. TRigimum spacing metal 3 in this section (we examine different
“gate-boosting” technique has been used by Xilinx in thelPetal widths and spacings in Section 4). We estimate the layout

FPGAs, and we use it throughout this paper. area required by the routing switches as a function of the num-
- ber and sizes of the transistors required to build them [7, 8],
2.2. Tri-state Buffers including the area of any controlling SRAM bits. Note that it is

Fig. 3illustrates two possible tri-state buffer circuits. Circuithe transistor area, not metal area, which determines the die size
(a) has one disadvantage: the buffer drive strength is reduesicturrent commercial FPGAs, so our area model is based on
(for a given transistor size) by the pass transistor on the outpuénsistor ared.
Tri-state buffers built using method (b), however, have several Recent research [10, 7, 8] has shown that FPGA intercon-
disadvantages. They have higher intrinsic delay, require masect should contain a mix of wires which connect via pass
area for moderate size buffers, and add more capacitive loadirgnsistors and wires which connect via tri-state buffers. We
(both from their input and their output) to the routing wires. Afvestigate sizing issues for both types of routing switch.
yvell, at each en_d of an FPGA routing wire ther_e are thr(_ae_ routy Sizing Pass Transistor Routing Switches
ing switches which all have the same routing wire as their input. . . .
As Fig. 3¢ shows, if we implement these switches using method e delay through a chain of N routing wires connected by
(a), we can build just one inverter chain, rather than 3, saviRgSS transistors grows %ssenUally quadratically with N [9]. In
considerable area. For these reasons, we have found that meff9§" Words, § U DgonfN=. We call Qyor, the dominant delay
(a) is generally the superior technique for building tri-state bufEonstant, and we wish to minimizef, to maximize the speed

ers in FPGA routing, and we use this technique throughout tifiPass-transistor-based routing.
work. Fig. 4 plots this dominant delay constant versus the pass

transistor width for routing wires of different logical lengths.
3. Transistor Sizing of Routing Switches The delay constant has been divided by the wire lengg, L
The metal capacitance of FPGA routing wire segments i@ allow all the curves to be shown on the same scale. The hor-
quite large in deep submicron processes, so one can sigrigPntal axis in Fig. 4 is the width, relative to the minimum
cantly increase FPGA speed by increasing the size (and hence
the drive strength) of the routing switches. However, since most 400
of the area in an FPGA is due to routing switches [1], the cost in 350
area-efficiency of increasing routing transistor sizes cannot be
ignored. We believe the best transistor sizing minimizes th@ominant
area-delay product of the resulting FPGA, because: Delay 250
1. Intuitively, we want to increase the routing transistor size-onstant .
until the incremental speed gained by further size increaseévire

is not worth the area penalty. Minimizing the area—delaﬂ?él/o';i?ic 150-

. —— Lyire = 16l0gic blocks
A - + - Lyjire = 8logic blocks
300 \ —a— Lyire =4 logic blocks
- o - Lyire = 1logic block

product makes this intuitive goal quantitative. 100
50— R A
SRAM oLl \ L | \ \ \ \

1 2 45 10 16 32 64
Wass (X Minimum Width); Log Scale

Fig. 4. Dominant delay constant vs. routing pass transistor width

cell ! 3
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(a) Tri-state iffer g - : .
(b) Tri-state tiffer (c) Inverter chain sharin 1. FPGA architects at both Xilinx and Alteravhaconfirmed to us that tran-
Fig. 3. Methods of tilding tri-state biffers. sistor area determines the die size of their FPGAs.
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Fig. 5. Switch area - wire delay product vs. routing pass transistor w Fig. 6. Delay per logic block spanned vs. routing tri-staftebsize.

contacted transistor width of Qurn, of the routing pass transis- ~ Fig. 7 shows the wire delay - routing switch area product
tors. As the width of the pass transistors increases, the wiringrve for four different wire lengths. For wires of length 4, 8
delay clearly drops significantly. For very large pass transistoagid 16 the best switch area - wire delay product occurs with a
the delay stops improving, since the switch capacitances (affer that is five times the minimum size. For a wire of length
Fig. 1 shows, there are many routing switches loading eaththe best area-delay product occurs with a buffer size of only
wire) become larger than the metal capacitance and the wivgce the minimum.
becomes self-loaded. For the longer wires, delay degrades onceNotice that the best routing pass transistor width was ten
the transistor width is more than about 30 times minimum, sintienes the minimum, while the best tri-state buffer size is only
the metal resistance becomes more significant than the péige times the minimum. There are two reasons for this behav-
transistor equivalent resistance. iour. First, as the size of a tri-state buffer is increased, more
Fig. 5 plots the area of a routing switch multiplied by thetages are added to the buffer chain. Thus some of the speed
dominant wire delay constant as a function of pass transisgained by the buffer’s increased drive strength is offset by its
width. Again, the curves are normalized by dividing by the wirécreased intrinsic delay. Second, since a tri-state buffer con-
length so they can all be plotted on the same scale. For wigins several transistors, it consumes more area at a given size
lengths of 1, 4, or 8 logic blocks, transistor widths of 10 and 1Ban a pass transistor. Consequently, as a tri-state buffer is sized
times the minimum are essentially tied for the best area - delayy, it more rapidly swamps the fixed area overhead of its con-
product. The higher end-to-end metal resistance of a length ttélling SRAM bit, so its area growth is closer to linear in the
wire, however, makes a pass transistor width of 10 preferablettaffer size than that of a pass transistor.
a width of 16. Although we assumed minimum spacing metal 3 wiring in
3.2. Sizing Tri-state Buffer Routing Switches Sections 3.1 and 3.2, laying out wires in metal 2 or using a dif-

i . ) . ferent metal spacing or width does not significantly change the
To determine the best size for tri-state buffer routin P g 9 y 9

. , point at which the best switch area - wire delay product occurs.
switches, we simulated the delay to pass through a routing

buffer and the wire it drives. As in the previous section, we per- 4. Routing Wire Layout

form this analysis for various routing wire lengths, and we use Section 3 assumed that routing wires used the minimum
our area model to assess the area cost of different size buff@igtal width and spacing. Increasing the spacing between metal
We build a buffer of minimum size with minimum contactablgyires reduces the metal capacitance, while increasing the metal
width (0.7pm) nMOS transistors, while the pMOS pull-up iswidth reduces the metal resistance, at the cost of some increase
1.9 times this width to achieve equal rise and fall times. Thg the metal capacitance. Of course, increasing either the metal
larger buffers are multi-stage buffers, and the stage ratio is k@@tth or the metal spacing increases the metal pitch; this may

as close to 4 as possible to yield good speed with a small agg@ise in an increase in the FPGA area (if the metal area
[9]. We define the size of a buffer as the ratio of the size of the

transistors in its final stage to those in the minimum size buffer 12
defined above. 10
Fig. 6 shows the wire delay divided by the wire length (i.e. B
the delay to pass one logic block) versus the size of the tri-statelay/ Lyire |
routing buffers. As buffer size increases from the minimum® SwitchArea
size, speeds improve for all wire lengths. Once the buffer is (Oelayper ol

larger than four times the minimum, however, the speed of‘?p')zsgak

length 1 wires starts to degrade. This occurs because thgwitchArea) 4
increase in buffer intrinsic delay as the buffer grows is larger

than the decrease in the time it takes the larger buffer to dis- 2

charge the routing wire (and attached switch) capacitance. ol | L L | |
Longer wires continue to see some speed improvement until the 1 2 45 10 16 32 64
buffer size reaches 16 times the minimum (for length 4 wires) Buffer Size(x Minimum Size);Log Scale

or 32 times the minimum (for length 8 and 16 wires). Fig. 7. Switch area - wire delay product vs. routing tri-stafeebsize.
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becomes too large to fit over the transistor area). In this section 46
we determine if FPGA routing wires benefit from greater than
minimum metal width or spacing. We again assume that routing
wires are laid out in metal 3. Critical 44|
Table 1 lists the speed benefit from either widening routing Path a3l
wires or increasing the spacing between wires to the point th b(cr:]isr)cuit
the metal pitch (width + spacing) becomes 1.55x the minimun; .. 42~
The upper half of the table lists data when the switches betwegRerage) 41—
wires are pass transistors, while the bottom half lists data for the

tri-state buffer case. We have intentionally presented results for o
a relatively long (length 16) wire, since such wires have the ¥/ L L
greatest potential for speed improvements through metal widen- 0 0102 03040506070809 1
ing. The routing transistors are sized for the best area-delay Fractionof TracksWidely SpacedOthersUseMin. Spacing
product in each case. Fig. 8. Speed of a realistic FPGA vs. routing wire spacing.
Table 1: Efect of metal width and spacing on speed of a length 16 wire. mjzes the increase in metal area required, but still yields almost
Switch Type [ Metal Width (um) [ Metal Spacel(m) | Relative Delay all of the achievable speedup. Note that a good timing-driven
0.6 (min) 0.5 (min) 1 router [7] is key to realize these speed gains -- the router must
Pass 1.2 (2x min) 0.5 (min) 0.86 correctly identify the critical connections and route them on the
Transistor | —— & min) 11 (2.2x min) 0.75 extra-fast wires. . . .
RG] D) - Instead of (or in addltlon.to) spacing out some routing
Tri-state ’ _ tracks, one could make the switches attached to the wires in cer-
Buffer 1.2 (2x min) 0.5 (min) 1.03 tain tracks extra large. From the results of this section, we can
0.6 (min) 1.1 (2.2x min) 0.76 predict that sizing up the switches on only 20% of the tracks will

Table 1 shows that increasing metal spacing yields greafgpduce almost as much speed gain as sizing up every switch.
speed gains than widening metal. In fact, for buffered routing 6. Conclusions
switches, widening the wire leads to a 3% delay increase, even __ ’ ]
for this fairly long, length 16, wire. Since buffers prevent the ThiS paper demonstrated a solution to the leakage current
“build-up” of metal resistance when several routing wires anfoblem caused by pass transistors, and showed which form of
switches are connected in series, widening wires connectedtfystate buffer is best suited to FPGA interconnect. We found
buffers is not very effective -- the increase in wire capacitané@at in a 0.3%m process it is best for routing pass transistors to
outweighs the benefits of decreased wire resistance. Widen#y approximately ten times the minimum contactable width,
wires performs even more poorly for shorter routing wires. and for tri-state b_uffe(s to be five times the minimum size. We

It may seem surprising that widening the routing wires is J0 found that widening FPGA routing wires does not improve
ineffective, since standard cell designs often use wider thH}eir speed as much as increasing their spacing. Finally, we
minimum metal traces. In standard cell designs, one c8howed that it is best to make FPGA interconnect electrically
increase the size of the buffer driving a wire to compensate fogterogeneous -- some (~20%) of the routing tracks should be
the increase in wire capacitance due to wider metal. In Fpcslgsigned for speed, with the others designed for area-efficiency.
_routingz however, we havg not one buffer or pass trans?stor driv- References
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