
Abstract
This paper examines the electrical design of FPGA inter-

connect circuitry. We explore the circuit design of pass
transistor and tri-state buffer routing switches, determine which
transistor sizing, metal width and metal spacing are best for
FPGA interconnect, and show that FPGA interconnect should
be electrically heterogeneous -- some (~20%) of the routing
tracks should be designed for maximum speed while the
remainder should be more area-efficient.

1. Introduction
While considerable research has investigated the optimiza-

tion of FPGA routing architecture (the lengths of the routing
wire segments and the pattern of routing switches used to inter-
connect them [1]), relatively little has been published
concerning theelectrical optimization of FPGA interconnect.
Little is known about the best circuit design and transistor sizing
for the routing switches themselves. Similarly, there has been
no published work examining the layout of FPGA routing wire
segments, despite the fact that using the proper metal width and
spacing in deep-submicron processes is crucial to obtain the
best circuit speed [2]. The programmable routing accounts for
most of the area and most of the delay in FPGAs [1], so fast and
area-efficient circuitry is essential.

In this paper we explore four related issues: the circuit
design of pass transistor and tri-state buffer routing switches,
the best transistor sizes to use in both types of switch, how rout-
ing wires should be laid out (what metal width and spacing is
best?), andelectrically-heterogeneous FPGAs, in which some
routing wires are tuned for density and some for speed.

Considering the importance of the electrical design of its
routing to an FPGA’s speed and density, there is relatively little
published prior work. In [3, 4], Chow et al discussed the imple-
mentation of an SRAM-based FPGA in a 1.2µm CMOS
process, and highlighted many circuit design issues. In [5],
Khellah, Brown and Vranesic performed some transistor-sizing
experiments on pass transistor routing switches in a 0.8µm pro-
cess. In [6], Dobbelaere, Horowitz and El Gamal proposed an
innovative regenerative feedback circuit element to speed
FPGA routing.

This paper is organized as follows. The next section
describes the class of FPGAs we are investigating, and dis-
cusses two important circuit issues in the design of FPGA
routing switches. In Section 3 we determine which transistor
sizes lead to FPGA interconnect with the best area-delay prod-
uct, and in Section 4 we investigate the effect of different
routing wire metal widths and spacings. Section 5 examines
“electrically-heterogeneous” FPGAs in which the spacing
between some routing wires is wider than others.

2. FPGA Architecture and Circuit Design
We investigate SRAM-based, island-style FPGA architec-

tures [1]; this is the style of FPGA employed by Xilinx, Lucent
Technologies and the Vantis VF1. Fig. 1 shows the key circuitry
in such an FPGA’s interconnect. Routing switches are either
pass transistors or pairs of tri-state buffers (one in each direc-
tion), and allow routing wire segments to be joined to form
longer connections. Multiplexers allow routing wires to be con-
nected to the input pins of logic blocks, while demultiplexers (a
set of pass transistors) allow routing wires to be driven by logic
block output pins.

In order to investigate routing transistor sizing, we must first
choose values for several topological aspects of the FPGA inter-
connect. We set these topological parameters to values that
were shown to be good choices in [7, 8]. As Fig. 1 shows, each
routing wire can connect to three other wires (via three routing
switches) at each of its endpoints, and can connect to one wire
at each internal point where it crosses an orthogonal channel.
Each routing wire can be driven by one output pin at each logic
block it spans. A key topological parameter of FPGA intercon-
nect is thelogical length, or number of logic blocks spanned, by
a routing wire. In Fig. 1, for example, the routing wire shown is
of length 4. In this work we will investigate appropriate transis-
tor sizings for wires of many different logical lengths.

In order to evaluate the speed of FPGA routing, we must
know thephysical length of a routing wire that spans L logic
blocks. Throughout this work we assume each basic tile (a logic
block plus it’s associated routing) is 300µm long, so a wire that
spans L logic blocks is L⋅300 µm long. The basic tile for an
FPGA architecture with good performance was shown to be 300
µm long (in a 0.35µm process) in [7, 8], and the length of a Xil-
inx 4000X layout tile is 340µm (also in a 0.35µm process), so
this value is reasonable.

2.1. Leakage Current and Gate Boosting
Fig. 2a shows a potential problem with the use of pass tran-

sistors in FPGA interconnect. A pass transistor’s output voltage
only rises to Vdd - Vt, where Vt is the transistor threshold volt-
age (including the increase in the nominal Vt due to the body
effect [9]). In TSMC’s 3.3V, 0.35µm CMOS process, for

Fig. 1.  FPGA routing circuitry.
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example, the output voltage of the pass transistor will rise only
to 2.2 V. This voltage is low enough that downstream buffers
(such as the “track buffer” in Fig. 1) which sense the state of the
routing wire will have both their pull-down and pull-up transis-
tors partially on. This results in a large leakage current and
unacceptable dc power dissipation -- a typical 100 000 gate
(8000 4-input look-up tables) FPGA would dissipate 21 W of
static power due to this buffer leakage current.

Fig. 2b shows one solution. By boosting the gate of routing
pass transistors to 3.9V (one nominal threshold voltage above
Vdd), we increase the pass transistor output voltage to 2.73V,
which is enough to turn off the pMOS pull-up transistor in any
downstream buffer. This reduces the static power dissipation of
a 100 000 gate FPGA to a much more reasonable 0.041 W. This
“gate-boosting” technique has been used by Xilinx in their
FPGAs, and we use it throughout this paper.

2.2. Tri-state Buffers
Fig. 3 illustrates two possible tri-state buffer circuits. Circuit

(a) has one disadvantage: the buffer drive strength is reduced
(for a given transistor size) by the pass transistor on the output.
Tri-state buffers built using method (b), however, have several
disadvantages. They have higher intrinsic delay, require more
area for moderate size buffers, and add more capacitive loading
(both from their input and their output) to the routing wires. As
well, at each end of an FPGA routing wire there are three rout-
ing switches which all have the same routing wire as their input.
As Fig. 3c shows, if we implement these switches using method
(a), we can build just one inverter chain, rather than 3, saving
considerable area. For these reasons, we have found that method
(a) is generally the superior technique for building tri-state buff-
ers in FPGA routing, and we use this technique throughout this
work.

3. Transistor Sizing of Routing Switches
The metal capacitance of FPGA routing wire segments is

quite large in deep submicron processes, so one can signifi-
cantly increase FPGA speed by increasing the size (and hence
the drive strength) of the routing switches. However, since most
of the area in an FPGA is due to routing switches [1], the cost in
area-efficiency of increasing routing transistor sizes cannot be
ignored. We believe the best transistor sizing minimizes the
area-delay product of the resulting FPGA, because:

1. Intuitively, we want to increase the routing transistor size
until the incremental speed gained by further size increases
is not worth the area penalty. Minimizing the area-delay
product makes this intuitive goal quantitative.

2. For parallel computations, an FPGA’s throughput is: (# of
functional units) x (functional unit speed). Phrased another
way, the throughput is proportional to (1/area per func-
tional unit) x (1/delay). Hence minimizing the area-delay
product of an FPGA maximizes its throughput on parallel
algorithms.

To find the FPGA with the minimum area-delay product
achievable with a given logic block and routing architecture, we
would have to simultaneously vary the size of every transistor
in a basic tile of the FPGA, and determine the area and delay
achieved by the FPGA under each transistor sizing. Clearly this
is a dauntingly large and complex search space. We can, how-
ever, approximately minimize the area-delay product of an
FPGA by minimizing the routing switch area - wire delay prod-
uct for each type of routing wire in the FPGA. This is the
approach we take to routing transistor sizing.

In the following sections, all delay values are taken from
simulations of TSMC’s 0.35µm, three-layer metal CMOS pro-
cess. We assume all wiring is laid out in minimum width,
minimum spacing metal 3 in this section (we examine different
metal widths and spacings in Section 4). We estimate the layout
area required by the routing switches as a function of the num-
ber and sizes of the transistors required to build them [7, 8],
including the area of any controlling SRAM bits. Note that it is
the transistor area, not metal area, which determines the die size
of current commercial FPGAs, so our area model is based on
transistor area.1

Recent research [10, 7, 8] has shown that FPGA intercon-
nect should contain a mix of wires which connect via pass
transistors and wires which connect via tri-state buffers. We
investigate sizing issues for both types of routing switch.

3.1. Sizing Pass Transistor Routing Switches
The delay through a chain of N routing wires connected by

pass transistors grows essentially quadratically with N [9]. In
other words, Td ≅ Ddom⋅N2. We call Ddom the dominant delay
constant, and we wish to minimize Ddom to maximize the speed
of pass-transistor-based routing.

Fig. 4 plots this dominant delay constant versus the pass
transistor width for routing wires of different logical lengths.
The delay constant has been divided by the wire length, Lwire,
to allow all the curves to be shown on the same scale. The hor-
izontal axis in Fig. 4 is the width, relative to the minimum

1. FPGA architects at both Xilinx and Altera have confirmed to us that tran-
sistor area determines the die size of their FPGAs.
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Fig. 4.  Dominant delay constant vs. routing pass transistor width.



IEEE Custom Integrated Circuits Conference, 1999 3 of 4

contacted transistor width of 0.7µm, of the routing pass transis-
tors. As the width of the pass transistors increases, the wiring
delay clearly drops significantly. For very large pass transistors
the delay stops improving, since the switch capacitances (as
Fig. 1 shows, there are many routing switches loading each
wire) become larger than the metal capacitance and the wire
becomes self-loaded. For the longer wires, delay degrades once
the transistor width is more than about 30 times minimum, since
the metal resistance becomes more significant than the pass
transistor equivalent resistance.

Fig. 5 plots the area of a routing switch multiplied by the
dominant wire delay constant as a function of pass transistor
width. Again, the curves are normalized by dividing by the wire
length so they can all be plotted on the same scale. For wire
lengths of 1, 4, or 8 logic blocks, transistor widths of 10 and 16
times the minimum are essentially tied for the best area - delay
product. The higher end-to-end metal resistance of a length 16
wire, however, makes a pass transistor width of 10 preferable to
a width of 16.

3.2. Sizing Tri-state Buffer Routing Switches
To determine the best size for tri-state buffer routing

switches, we simulated the delay to pass through a routing
buffer and the wire it drives. As in the previous section, we per-
form this analysis for various routing wire lengths, and we use
our area model to assess the area cost of different size buffers.
We build a buffer of minimum size with minimum contactable
width (0.7µm) nMOS transistors, while the pMOS pull-up is
1.9 times this width to achieve equal rise and fall times. The
larger buffers are multi-stage buffers, and the stage ratio is kept
as close to 4 as possible to yield good speed with a small area
[9]. We define the size of a buffer as the ratio of the size of the
transistors in its final stage to those in the minimum size buffer
defined above.

Fig. 6 shows the wire delay divided by the wire length (i.e.
the delay to pass one logic block) versus the size of the tri-state
routing buffers. As buffer size increases from the minimum
size, speeds improve for all wire lengths. Once the buffer is
larger than four times the minimum, however, the speed of
length 1 wires starts to degrade. This occurs because the
increase in buffer intrinsic delay as the buffer grows is larger
than the decrease in the time it takes the larger buffer to dis-
charge the routing wire (and attached switch) capacitance.
Longer wires continue to see some speed improvement until the
buffer size reaches 16 times the minimum (for length 4 wires)
or 32 times the minimum (for length 8 and 16 wires).

Fig. 7 shows the wire delay - routing switch area product
curve for four different wire lengths. For wires of length 4, 8
and 16 the best switch area - wire delay product occurs with a
buffer that is five times the minimum size. For a wire of length
1, the best area-delay product occurs with a buffer size of only
twice the minimum.

Notice that the best routing pass transistor width was ten
times the minimum, while the best tri-state buffer size is only
five times the minimum. There are two reasons for this behav-
iour. First, as the size of a tri-state buffer is increased, more
stages are added to the buffer chain. Thus some of the speed
gained by the buffer’s increased drive strength is offset by its
increased intrinsic delay. Second, since a tri-state buffer con-
tains several transistors, it consumes more area at a given size
than a pass transistor. Consequently, as a tri-state buffer is sized
up, it more rapidly swamps the fixed area overhead of its con-
trolling SRAM bit, so its area growth is closer to linear in the
buffer size than that of a pass transistor.

Although we assumed minimum spacing metal 3 wiring in
Sections 3.1 and 3.2, laying out wires in metal 2 or using a dif-
ferent metal spacing or width does not significantly change the
point at which the best switch area - wire delay product occurs.

4. Routing Wire Layout
Section 3 assumed that routing wires used the minimum

metal width and spacing. Increasing the spacing between metal
wires reduces the metal capacitance, while increasing the metal
width reduces the metal resistance, at the cost of some increase
in the metal capacitance. Of course, increasing either the metal
width or the metal spacing increases the metal pitch; this may
cause in an increase in the FPGA area (if the metal area
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becomes too large to fit over the transistor area). In this section
we determine if FPGA routing wires benefit from greater than
minimum metal width or spacing. We again assume that routing
wires are laid out in metal 3.

Table 1 lists the speed benefit from either widening routing
wires or increasing the spacing between wires to the point that
the metal pitch (width + spacing) becomes 1.55x the minimum.
The upper half of the table lists data when the switches between
wires are pass transistors, while the bottom half lists data for the
tri-state buffer case. We have intentionally presented results for
a relatively long (length 16) wire, since such wires have the
greatest potential for speed improvements through metal widen-
ing. The routing transistors are sized for the best area-delay
product in each case.

Table 1 shows that increasing metal spacing yields greater
speed gains than widening metal. In fact, for buffered routing
switches, widening the wire leads to a 3% delay increase, even
for this fairly long, length 16, wire. Since buffers prevent the
“build-up” of metal resistance when several routing wires and
switches are connected in series, widening wires connected by
buffers is not very effective -- the increase in wire capacitance
outweighs the benefits of decreased wire resistance. Widening
wires performs even more poorly for shorter routing wires.

It may seem surprising that widening the routing wires is so
ineffective, since standard cell designs often use wider than
minimum metal traces. In standard cell designs, one can
increase the size of the buffer driving a wire to compensate for
the increase in wire capacitance due to wider metal. In FPGA
routing, however, we have not one buffer or pass transistor driv-
ing a wire, but many possible drivers hanging off the wire along
its length. The area cost of sizing up all these switches to com-
pensate for the increased metal capacitance is significant.
Normally, therefore, these switches are small enough that their
equivalent resistance is higher than the metal resistance of even
a fairly long, minimum width wire.

5. Electrically Heterogeneous Routing
We have found that it is best to optimize some of an FPGA’s

routing for speed, while the remainder is optimized for density.
For example, Fig. 8 shows the average speed achieved by a set
of 20 benchmark circuits when implemented in a realistic
FPGA architecture by the VPR timing-driven routing tool [7,
8]. The vertical axis is the critical path delay while the horizon-
tal axis is the fraction of routing tracks per channel laid out
width a wide (2.5µm) metal spacing. The remaining routing
tracks are laid out with the minimum (0.5µm) metal spacing.
Notice that an FPGA in which all the wires are widely spaced
out is 15% faster than an FPGA in which all wires use the min-
imum spacing. Even more interesting is the fact that by spacing
out only 20% of the tracks we obtain a 13% circuit speedup.
Increasing the spacing of only 20% of the routing tracks mini-

mizes the increase in metal area required, but still yields almost
all of the achievable speedup. Note that a good timing-driven
router [7] is key to realize these speed gains -- the router must
correctly identify the critical connections and route them on the
extra-fast wires.

Instead of (or in addition to) spacing out some routing
tracks, one could make the switches attached to the wires in cer-
tain tracks extra large. From the results of this section, we can
predict that sizing up the switches on only 20% of the tracks will
produce almost as much speed gain as sizing up every switch.

6. Conclusions
This paper demonstrated a solution to the leakage current

problem caused by pass transistors, and showed which form of
tri-state buffer is best suited to FPGA interconnect. We found
that in a 0.35µm process it is best for routing pass transistors to
be approximately ten times the minimum contactable width,
and for tri-state buffers to be five times the minimum size. We
also found that widening FPGA routing wires does not improve
their speed as much as increasing their spacing. Finally, we
showed that it is best to make FPGA interconnect electrically
heterogeneous -- some (~20%) of the routing tracks should be
designed for speed, with the others designed for area-efficiency.
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Table 1: Effect of metal width and spacing on speed of a length 16 wire.

Switch Type Metal Width (µm) Metal Space (µm) Relative Delay

Pass
Transistor

0.6 (min) 0.5 (min) 1

1.2 (2x min) 0.5 (min) 0.86

0.6 (min) 1.1 (2.2x min) 0.75

Tri-state
Buffer

0.6 (min) 0.5 (min) 1

1.2 (2x min) 0.5 (min) 1.03

0.6 (min) 1.1 (2.2x min) 0.76
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Fig. 8.  Speed of a realistic FPGA vs. routing wire spacing.


