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Abstract

The logic blocks of most modern FPGAs contain clusters of look-up tables and flip flops, yet
little is knavn about good choices forvaral key architectural parameters related to these clus-
ters. There are three basic questionsv imsary look-up tables should a cluster containwho
should the flibility of FPGA routing change as the cluster size changes, andtaoy inputs
should the programmable routing piade to each cluster? &\first shav that logic clusters require
fewer inputs from the routing than current commercial FPGAsigeo Secondlywe shav that
for best area-étiency the flibility of FPGA routing should be significantly reduced as the clus-
ter size is increased. Finglie find that clusters containing between 1 and 8 look-up tables all
provide reasonable areafiefency, as long as the number of cluster inputs and the FPGA routing

flexibility are chosen appropriately

1 Intr oduction

All Field-Programmable Gate Arrays (FPGAS) contain both programmable logic blocks and
programmable routing. The logic block emyad strongly influences both the speed and density
of an FPGA. Since FPGAs are approximately 10 times less dense and three tiveeshsla
mask-programmedate arrays, we are madited to gplore nev logic blocks which help close
this density and spee@p. This paper westigates logic blocks composed of groups, or clusters,
of look-up tables and flip flops.

Most SRAM-based FPGAs use logic blocks based on look-up tables (LUTSs). A look-up table
is a logic block that can implemesanty function of its inputs; accordinglyook-up tables are nor-
mally described by their number of inputs. A look-up table with more inputs can implement more
logic, and hence one needsvé logic blocks to implement a circuit. Thisyea routing area, as

there are feer connections to route between logic blockswEl@r, look-up table compiaty
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grows eponentially with the number of inputs, so it is impractical to use a LUT witlga farm-
ber of inputs as a logic block.

Instead of creating a Iger logic block by increasing the number of inputs to a L& can
simply group seeral LUTs together and prile local routing to interconnect themeWall the
resulting logic block dogic cluster [1]. Figure 1 shars a circuit implemented in an FPGA in
which each logic cluster containsavourinput look-up tables. Notice that maconnections can
be made via the local interconnect within a clusAarthis local interconnect can be madstér
than the general-purpose routing between logic blocks, cloased logic blocks can impm®
FPGA speeds. As well, an FPGA in whickery logic block contains seral LUTs will need
fewer logic blocks to implement a circuit than an FPGA in which each logic block is a single
LUT. This reduces the size of the placement and routing problem consid&iablky placement
and routing is usually the most time-consuming step in mapping a design to an FPGA, cluster
based logic blocks can significantly reduce design compile time. As FPG#slager, it is

important to lkeep this compile time from gnong too lage or one of the dy adwantages of
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Figure 1:Implementation of a circuit in an FPGA with a cluster size of 2.
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FPGAs, rapid prototyping and design spins, will be lost.

The area impact of grouping multiple LUTs into a logic cluster is more caimgohel is the
focus of this paperOn the one hand, grouping related LUTs together into a single logic block
reduces the number of connections to be routed between logic blocks, wiashr@ating area.
Since the general-purpose interconnect consumes most of the die area in SRAM-based FPGASs,
this is a significant areasags. On the other hand, in the logic clusters we study the area required
by the local routing within a cluster gvs quadratically with cluster sizeoFsuficiently large
clusters, then, the area used by this local interconnect xgitleel the area wad in the general
interconnect.

We explore three questions concerning the design of chissteed logic blocks. First, o
mary distinct inputs should the FPGA routing piae to a cluster of LUTs? Reducing the number
of inputs to a logic block sas routing area,ub if the number of inputs is toovomary circuits
will be unable to use all the LUTs in a logic clustessting area. Secondlyon should the rout-
ing architecture of an FPGA be altered as the number of LUTs in a logic cluster changes? Finally
how mary LUTs should be included in a cluster to create the most diiegf logic block?
Recent FPGAs from Xilinx, Altera, Lucente@hnologies and Actel f1a all grouped sesral
LUTs together into logic clustersubthere has been little publishednk investigating aty of

these three questions.

2 Cluster-Based Logic Blocks

The logic blocks of most SRAM-based FPGAs are based on look-up tabl@asuBmresearch
[2] has shwn that a 4-input look-up table (4-LUT) is the most ardeieht LUT, and most com-
mercial FPGAs use LUTs of this size, so all the logic clusters we study are groups of 4-LUTSs.

While a 4-LUT enables FPGAs to perform combinational functions, we cannot implement
sequential circuits unless our logic blocks also contain flip flops. Figurea $tav most com-
mercial FPGAs combine a LUT and a flip flop to create a logic block that can perform both com-
binational and sequential functionseWall the structure in Figure 2basic logic element, or
BLE.

A complete logic block consists ofvaal BLES, plus the local routing required to intercon-
nect them, as sk in Figure 3. W call the entire logic blocklagic cluster. We describe a logic

cluster with tvo parameters, N and I. N is the number of BLEs per clustele | is the number
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Figure 2:Basic Logic Element (BLE)

of inputs to the clusteAs Figure 3 shes, not all of the LUT inputs (of which there are 4 x N) are
accessible from outside the logic clustestead, only Ixernal inputs are pwided to the logic
cluster -- multipleers within the logic block ali@ arbitrary connections of these cluster inputs to
the BLE inputs. The same multigkrs also connect to each of the BLE outputsyétig the out-
put of aty BLE within the cluster to be connected ty ari the BLE inputs. All N outputs of the
logic cluster can also be connected to the main FPGA routing for use by other logic clusters.
Notice that each of the BLE inputs can be connectedyt@fihe cluster inputs or grof the
BLE outputs. V& therefore call these logic clustéuily connected. It is simpler to write CAD
tools for fully-connected logic clusters than it is to write tools for clusters with ledsldléocal
interconnect. Br example, determining if a group of BLES can be implemented in a single cluster
is simple -- if the BLEs need no more distinct inputs than the number of cluster inputsy(l), the
can all go in one clusteAs well, in a fully-connected logic cluster all the cluster inputs and all the

cluster outputs aregically-equivalent. That is, all of the inputs are functionally identical, and all
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Figure 3:Logic cluster structure.
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of the outputs are functionally identical. This means that a net which is an input to a cluster can be

connected t@ny of the cluster inputs, and a net which isvén by a cluster output can be con-

nected taany of the cluster outputs. Therefore the router has a great deakibflitie in how it

routes intercluster nets. The logic block cluster used in the Altera 8K and 10K FPGAs is fully

connected, and the logic block cluster used in the Xilinx 5200 FPGA is nearly fully connected.
While a strictly hierarchical FPGA as irvesticated in [3], to our kneledge this is the first

work to investicate the use of logic blocks with advevel hierarcly within an otherwise flat

FPGA architecture.

3 Experimental Methodology

Our goal is to determine the cluster parameters that lead to the mostfiareatdfPGA
architecture. There are no detailed analytic models of FPGA architectures and cisouitry
must ealuate architecturexperimentally

We implement a set of twenty benchmark circuits into each FPGA architecture of interest, and
measure ho much area the circuits require in each architectueeifiglement each circuit using
an automatic CAD flv similar to that used by typical FPGA users: technology-mapping, place-
ment and routing. W/took considerable care to ensure that the CAD tools were of high quality
and fully eploited each FPGA architecture, as/iquality tools, or tools tha&afor some archi-
tectures, can lead to inaccurate conclusions. The benchmark circuits used are 20 géshe lar
MCNC circuits [4]; thg range in size from 500 to 3690 BLEs. These circuit sizes are typical of

the designs being implemented in current commercial FPGAs.

3.1FPGA Architecture Assumptions

The area-diciengy of a logic block depends not only on the number of transistors required to
implement the logic block itself,ub also on the number of transistors required to route all the
connections between blocks. Consequently must choose an FPGA routing architecture, as
well as a logic block architecture, in order to determine the afieeerty of an FPGA. All the
experiments in this wrk assume an island-style FPGA; both Xilinx and Lucesthihologies
FPGAs emply this type of architecture. As shio in Figure 4, an island-style FPGA consists of
an array of logic blocks surrounded by channels of wigeneats. The input and output pins of
each logic block are distuibed around its perimeteand programmable switches are used to con-

nect these pins to wireg®ents in the adjacent routing channels. V&g intersection of routing
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Figure 4: An island-style FPGA.

channels, there is a switch block [5], which is a set of programmable switches thatvalimg
seggments to be connected together in order to form longer connections.

To be as realistic as possible, we set the number of wirgilgesgs to which each gaent
can be connected at a switch block,[%], to 3, as this is thealue used in most commercial
FPGAs. There are wvother important architectural parameters to which we will refer in the fol-
lowing sections. \& define W to be the number of wiringgsgents in each routing channel, i.e.
the channel capacityVe define E[5] to be the number of wiring gments to which a logic block
input or output pin can connect in an adjacent channel. In Figure 4gioipée, W is four and F

is two.

3.2CAD Flow

Figure 5 illustrates the CAD floused in thesexperiments. First, the SIS [6] synthesis pack-
age is used to perform technology-independent logic optimization of each circuit. That is, SIS
attempts to simplify the logic and remeredundant circuitryNext, each circuit is technology-
mapped into 4-LUTs and flip flops by RMap [7]. In other words, FlavMap tales a description
of a circuit in terms of basicages and implements it using only 4-LUTs and flip flops, as these are
the only logic resourcesvailable in the FPGAs we stud@ur VFACK program [1] then maps
this netlist of 4-LUTs and flip flops into logic clusters with the specifeddes of N and I. At this

point, then, the circuit is described as a set of interconnected logic blocks abttaype that
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Figure 5: Architecture Ealuation Flov.

exist in the FPGA wek tageting. Finally the VPR placement and routing tool [8] is used to
place and route the circuit. Placement consists of choosing a position for each logic block within
the FPGA so that the length of the wires needed to interconnect the circuitry is minimized, while
routing consists of choosing which wires within the FPGA will be used t@ ma&h connection.

As Figure 5 shas, the circuit is repeatedly routed withfdient channel capacities until VPR
finds the minimum number of wire gments per channel required to successfully route the cir-
cuit. At this point we hae enough information to use our area model&iuate the architectuse’

area-eficiengy.

3.3Area Model

The area model is based on counting the number of minimum-width transistors required to
implement a benchmark circuit in each FPGA architecturggidransistors are counted ag-se
eral minimum width transistors)oTallowv averaging of results from circuits of tefent sizes, we
use a normalized area metric: number of transistors used per BLE in a ciehidvé/Nleeloped
a detailed model of the number of transistors required to implement both logic clusters and FPGA
routing in an SRAM-based FPGA [9]. This model triesuddoan FPGA using as\etransistors

as possible without unduly compromising speed.
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4 Experimental Results: Cluster Inputs Requied vs. Cluster Size

As discussed in the introduction, the first question we wish to answewisnagy distinct
inputs, |, should be pwided to a cluster of size N. Since the number of transistors required to
implement each of the multiplers shan in Figure 3 gras linearly with | (for lage 1), we
would like to male | as small as possible. On the other hand, if | is made too smayl,ahtre
BLEs in a logic cluster may become essentially unusable, reducing logic utilizatioraatiagw
area. & find the minimum a&lue of | that allas good cluster utilization by running benchmark
circuits through the first tavsteps shen in Figure 5, technology-mapping and cluster packing,
and measuring the resulting logic utilization forffeliént \alues of |. V& define logic utilization to
be the merage number of BLES per cluster that a circuit is able to ugkediby the total number
of BLEs per cluster.

Figure 6 shws hav the arerage logic utilization of our 20 benchmarksies with | for three
different logic cluster sizes. The horizontal axis is the number of distinct inputs to the cluster rela-
tive to the total number of BLE inputs in a cluste. I/(4N). For very low values of I, the logic
utilization is \ery low, as one wuld expect. It is interesting, leever, that when | is only 50 to
60% of the total number of BLE inputs, the logic utilization is essentially 100%. Clearly it is pos-

sible to pack BLEs together so thatythese mary common inputs and can reuse locally gener-
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Figure 6:Logic utilization vs. number of logic cluster inputs.
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ated outputs. The rela& amount of input sharing and output reuse increases slightly with logic
cluster size, causing the cesvin Figure 6 to shift to the left as cluster size increases.

The solid line in Figure 7 sias the \alue of | required to achre 98% logic utilization as the
cluster size, N, isaried, while the dashed line st® hav the aerage number of logic cluster
inputs that are actually usednes with cluster size. Although there are 4N BLE inputs in a logic
cluster of size N, the number of inputs required to aeh®3% logic utilization is only about 2N
+ 2. Furthermore, thevarage number of logic cluster inputs that are actually usetsgaen
more slovly. On average, a cluster of size 1 uses 3.5 of its inputs, while an cluster of size 16 uses
only 19.7 of its inputs. In otherands, while the logic per cluster has increased lactof of 16,
the arerage number of connections that must be routed to each cluster has increasetobyf f
only 5.6.

Our results indicate that commercial FPGAs can be more aggré@sseducing thealue of |.

For example, the Altera Fie8K FPGASs use logic clusters with N = 8 and | = 24, while our results
indicate that | = 18 sti€es for a cluster of this size. Similarthe Xilinx 5200 FPGA uses a logic
cluster with N = 4, and mak all 16 LUT inputs accessible, while our results suggest 10 inputs
are suficient. Reducing | in this manner simplifies the cluster input mukgrieand reduces the

number of logic block pins that must be connected to the FPGA routing, resulting in considerable

area saings.
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Figure 7:Variation in inputs required and inputs used with cluster size.
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5 Experimental Results: Routing Flexibility vs. Cluster Size

Before we can apply thxpgerimental flav of Section 3 to see Woarea-diciengy varies with
cluster size, we must choosg Fhe number of routing tracks to which each logic block pin can
connect. On the one hand, using a smal&ues of Rz reduces the number of programmable
switches in the FPGA routing, which impes area-diciengy. On the other hand, smalleailues
of F. make an FPGA less routable so thagkrchannel capacities,, Will be required to suc-
cessfully route circuits. This reduces arefg&ciEng by increasing the routing area. The goal is to
choose a alue of ;. that balances these awcompeting objectes and achies good area-fef
cieng.

For a cluster of size 1, a goodlue of F is W, i.e. each logic block pin can be connected to
ary routing track in an adjacent channedr Farger clusters, heever, setting kto W provides fr
more routing flgibility than is required, wasting area. Recall that the full conneityi of a logic
cluster means that a net which must connect to a logic block input can be conneanjeof the
| inputs. Similarly a net that must connect to a logic block output can conneny tuf the N out-
puts. As N increases theredping F fixed at W preides an gcessve number of \ays to connect
to each logic block. & example, a cluster of size one has 4 inputs and one outpyt Mthen,
there are 4W ways to connect to a cluster input and \&@y& to connect to the cluster output. A
cluster of size 16, on the other hand, has 32 inputs and 16 outputs, so there ar@y32@/oan-
nect to a cluster input and 16\V\ayss to connect to a cluster output if=FW.

We hare experimentally found that a more appropriateeleof routing fleibility results when
Fc is set to W/N, and all thexperiments in the ng section use thisalue. This choice of F
means that each of the W routing tracks can besdrby one output pin on each logic block,

ensuring that all the routing tracks in a channel can be readily used to interconnect blocks.

6 Experimental Results: Area-Efficiency vs. Cluster Size

We are nw in a position to xxamine which cluster size leads to the most arkeierit FPGA.
Throughout this section, the number of inputs, I, to a cluster of size N is chosen to be the mini-
mum \alue that allavs VRACK to achiee 98% logic utilization. Thisalue of | allavs our logic
clusters to be essentially fully utilized, while minimizing the comipjeof the cluster input mul-
tiplexers and the number of logic block pins to be connected to the main FPGA rowgingn A0

benchmark circuits through thgperimental flov described in Section 3, and determined the area
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Figure 8: Area-eficiency versus cluster size.

they required after placement and routing in each architecture.

Figure 8 shavs hawv area-diciengy varies with cluster size. Notice that all clusters with sizes
between 1 and 8 lia area-diciengy within a 10% range. Clearlwith proper choices of | and.F
ary cluster in this rangexeept perhaps a cluster of size 2,yules reasonable aredieiency.

As one increases the cluster size from 1 to 2, afezeeiy worsens because a cluster of size
1 requires no local routing (it is a single BLE), whereas a cluster of size 2 does. The addition of
this local routing to the FPGA requires a considerable number of transistors, and at a cluster size
of 2 it has not yet reduced the number of connections to route between clusters enough to com-
pensate. Further increases of cluster size, to N = 3 and 4,vengrea-diciency because the
local routing is able to more significantly reduce the amount of routing required between logic
blocks. As the cluster size rises past N = 10, aréaesfcy rapidly dgrades. The comptéy of
the input multipleers in a logic cluster gvwes quadratically with cluster size, and forfaiéntly
large clusters this samps the area imprements gined by reducing the routing required

between logic blocks.

7 Conclusions

There are three main conclusions to bemtdrdrom this work. First, the number of distinct

inputs required by a logic cluster g® fairly slovly with cluster size, N. A cluster of size N
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requires approximately 2N + 2 distinct inputs (foNL6). Secondlybecause all the input and
output pins of a cluster are logically eealent, one can significantly reduce the number of rout-
ing tracks to which each logic cluster pin can connegt,aB one increases the cluster size.
Finally, the area-diciency of logic blocks containing between 1 and 8 BLEs is within a 10%
range, so anlogic block in this range is a reasonable choice.

Clusterbased logic blocks ka two significant adantages wer single BLE logic blocks:
larger clusters reduce the size of the placement problem and tend to increase the FPGA speed.
Since a clustebased logic block with appropriatalues of N, I, and fFhas area-&tiency com-
parable to that of a single BLE logic block, an FPGA cain these adhntages without gnarea
penalty
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