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Abstract 
Analog Wferbi Detection for Panial-Response Signaling 

Mohammad Hossein Shakiba, Ph.D. Dissertation, 1997 

Along with the growth of signal processing capabilities, sequence detection of digital signals 

transrnitted over noisy channels has become the preferred choice in many applications. Conse- 

quently, researchers accelented their efforts toward addressing the implementation issues of such 

detectors. Naturally, almost al1 of the solutions were developed in a digital realization environ- 

ment, mainly because digital signal processing has been s h o w  to be powerful and flexible. At the 

same time, the idea of analog implementations of sequence detectors was introduced by a smaiI 

dedicated minority in the hope of finding areas where digital solutions fail to fulfil some of the sys- 

tem requirements. This hope becarne a reality when analog Viterbi decoders outperformed their 

digital counterparts in the exceptionally demanding satunted magnetic stonge application. The 

challenge was to realize the Viterbi algorithm such that the ever increasing requirernents of small 

size, low power, and high speed are satisfied. 

Described in this thesis, is another attempt for realizing the Viterbi algorithm in the analog 

domain. Partial-response sequence detectors with application to magnetic recording and data trans- 

mission over cables are of special interest, however, other subjects are dso addressed. Although 

the essence of an analog realization is to eliminate the power-hungry analog-to-digital converter, 

here it is shown that additional savings may also be accomplished if the algorithm is carefully 

exarnined from an analog implementation perspective. In particular, in this thesis, an analog archi- 

tecture for realizing a class-IV partial-response Viterbi decoder is introduced, integrated circuit 

implernentation of this decoder is described, and experimental results are presented. The operating 

speed and savings in the silicon and power consumption are well beyond the reach of any reported 

digital decoder, even in more advanced technologies in many cases. Furthermore, and supported 

by experiments, it is s h o w  that more complicated signaling schemes cm also benefit from an ana- 

log implementation. The idea was to deviate the transistor-level obstacles and encourage analog 

designers to explore new temtories for analog sequence detectors. Finally, some implernentation 

issues of reduced-state sequence decoders are addressed and analog solutions are introduced. 
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The traditional approach in detecting a digital signai transmitted over a noisy channel is the 

well-known symbol-by-symbol detection technique. In addition to the simplicity of implementa- 

tion, in many cases this scheme results in optimum performance. However, if each received sym- 

bol contains some information about others, a symbol-by-symbol approach will no-longer lead to 

the optimum detector. The optimum detector must consider the entire segment of the sequence 

which cooveys helpful information. in detecting each individual symbol. The drawbacks are, how- 

ever, increased complexity and delay in the detection process. 

Digital communication systems employing error-correction coding are examples of systems in 

which the optimum decoders are sequence detectors. These sequence detectors are usually imple- 

mented by realizing different variations of the Viterbi aigorithm. The Viterbi algorithm is a special 

application of dynarnic programrning to communication theory. The idea is to determine the most- 

iikely transmitted sequence having the minimum distance from the received signal, as compared to 



al1 other possibly-transrnitted sequences. The objective hinction to be minimized depends on the 

error criterion and is commonly the squared-Euclidean distance. 

The Viterbi algorithm was first proposed for decoding convolutional codes. Later on, it was 

extended to the detection of signals transrnitted over linear inter-symbol interference channels. 

Consequently, partial-response systerns, k i n g  interference signaling schemes in nature, received 

renewed attention. A partial-response system is a signaling system in which the signal undergoes 

some known inter-symbol interference before being transmitted. The idea is to shape the spectmm 

of the signal by relaxing the highly-demanding zero-interference condition. Spectrally shaping 

rn'dces better use of the available bandwidth possible, sirxe the transmitted energy c m  be more 

concentmted around the frequency bands in which the channel bas better characteristics. 

One illustntive example of a partial-response system is a system which pushes the energy of 

the signal away from DC, where many channels fail to establish a reliable link. A single specval 

nul1 at DC can be realized by differentiating the signal p ior  to transmission. In the discrete-time 

domain, this corresponds to subtracting each symbol from its previous one. The resulting system is 

called a dicode in the litenture. If, in addition, high-frequency concentration of the dicode system 

is not desirable, a complementary low-pass btock can be employed as well. A first order realization 

of this block, namely duobinaty, is obtained by adding two successive input symbols. The overall 

signaling scheme is classified as class-IV in classification of the partial-response systems. One c m  

take advantage of the high-frequency nul1 to maximize the symbol rate in the given bandwidth in 

practice. Due to the aforementioned advantages, the class-IV system has been one of the most- 

widely-used partial-response signaling schemes so far. 

Partial-response systems are mufti-level communication systems, in the sense that they 

increase the number of levels at their outputs. This increase was the reason for the initial reputation 

of their poorer noise performance compared to Nyquist systems. Later on, it was shown that this 

poorer performance is not an inherent drawback, but, is due to the non-optimality of symbol-by- 

symbol detection. In fact, if the coding property of these signaling schemes is exploited by the 

detector, the ioss in the signal-tenoise ratio can be combatted. 

Not as obvious as their spectrally-shaping behavior, is the coding nature of the partial- 

response systems. Availability of more levels at the output, without an increase in the symbol rate, 

is equivalent to having some redundant levels. Utilizing this redundancy c m  significantly improve 

the performance. This improvement is maximized by employing a sequence detector. The price 

paid, however, is mainly more complexity in the receiver. The decoding delay associated with 



sequence detection c m  be tolerated in many applications. 

Partial-response signaling applied to magnetic recording has drawn a lot of attention nowa- 

days. Trallitionally, the wntten information was retrieved by detecting the peaks of the read signal. 

To keep the error rate beIow a certain level, the adjacent symbols had to be far enough apart not to 

intenct significantly. This restriction had imposed a limit on the density of the storage systern. 

Viewing the read signal as a partial-response signai allows much more interference between the 

adjacent transitions. Moreover, if the coding nature of the read signal is exploited, a much better 

noise perfommce can be achieved. The better performance c m  be translated to the capability of 

increasing the density, since more interference is tolerated. Employing partial-response sequence 

detection techniques in the new genention of hard disks is one reason for the dnstic increase 

observed in the arnount of memory offered by these devices. 

Magnetic recording is not the oniy promising application of partial-response systems with 

sequence detection these days. High-rate data transmission over band-limited channels is consid- 

ered as well. Apart from achieving the Nyquist rate (which is not practically feasible in Nyquist 

systems), more increase in the symbol-rate is still possible by using M-ary partial response 

schemes. Here, again, a sequence detector substantialIy improves the performance of the commu- 

nication system compared to that of systems with conventionai symbol-by-symbol detectors. 

The above arguments have motivated researchers to search for simple implementations of the 

Viterbi algorithm in genenl, and for partial-response systems in particular. These efforts have Ied 

to severai implementation techniques. Coincicierice of these efforts with the growing digital signal 

processing methods directed almost every effort toward a digital solution. However, for applica- 

tions demanding high speed, low power, and small size, and not requiring a high degree of accu- 

racy, the possibility of implementing the algorithm in the analog domain has also been 

investigated. Analog Viterbi detectors are extremely suitable if the signai processing prior to the 

Viterbi detection is relatively simple and could be done in the analog domciin as weil. In these 

cases, the savings become significant, as there would be no need for an analog-to-digital converter 

in the detector. Magnetic recording and high-rate data transmission over unshielded twisted-pair 

cables are two such examples. Recentiy, the magnetic-recording industry has s h o w  a lot of inter- 

est in pursuing this viable alternative and many state-of-the-art computer disk drives now employ 

analog Viterbi detectors in their read channels'. Utilizing an analog Vitehi decoder h a  also been 

- - - - - - - - 

1. The first commercial implementation of an analog Viterbi detector within ri magnetic channet was 
reported during the course of this thesis work. 



considered for srnail size, Iow-power, lowcost, and high-rate transceivers for transrnitting data 

over 1 OOm of unshielded twisted-pair cables. These communication links are proposed to distrib- 

ute information in a fiber-distributed data interface system. 

The present work is a continuation of the atternpts made for realizing the Viterbi algonthm in 

the analog domain. Since anaiog implementations seem to benefit today7s most important partial- 

response applications, special attention has been directed toward these systems. However, other 

systems have not been forgotten. This thesis is organized as follows: 

In the next chapter, the genenl idea behind partial-response signaling and its differences with 

the more-farniliar Nyquist systems are described. The system mode1 used throughout this thesis is 

introduced and some practicîlly-important partial-response SC hemes are explained. Detection tec h- 

niques for decoding partial-respunx signals are discussed with more emphasis on the decision- 

feedback equalization, leaving the sequence detection for a separate chapter. A decision-feedback 

equalizer is categorized as a symbol-by-symbol detector and its performance is frequently com- 

pared with that of the sequence detector. An expression for the symbol-error rate in a first-order 

systeml is derived which includes the effect of the error propagation associated with the feedback. 

Being a good candidate for the magnetic-recording read channeIs and possessing a sequence detec- 

tor well-suited for an analog implementation, z class-IV scheme is emphasized throughout the 

chapter. At the end of the chapter, two important applications of partial-response signaling, narnely 

magnetic recording and high-rate data transmission, are explained. 

Chapter 3 describes the mmcimum-likelihood sequence detection technique realized by the 

Viterbi aigorithm. It then considers the detection problem in a two-state Vitehi decoder and intro- 

duces a general difference-metric approach. The approach is applied to the deiection of a first- 

order partial-response signal. A special version of this latter algorithm and its digital redizacions 

have already been known for decoding a dicode signal. Our approach, however, is different in the 

sense that an analog implementation has been desired from the first steps of derivations. From the 

analog-implementation stand-point, the dicode difference-metric dgorithm is further developed 

and a new derivation is obtained. The proposed algorithm is referred to c ? ~  the "input-interleaved 

algorithm", as it results in an input-inierleaved structure when impiemented in the analog domain. 

The implementation issues wiil be explained later in the next chapter. Also, as will be s h o w  in the 

next chapter, the input-interleaved decoder results in a high-speed realization. Chapter 3 proceeds 

with explaining a useful approach to determine the conditions under which partial-response codes 

. A first order partiai-response system is a system which involves only one inter-symbol interference rem.  



satisfj the full recovery of the associated losses in the signal-to-noise ratios. These are named 

"maximi-distance codesT* in this thesis. Although not al1 of the maximal-distance codes are useful 

in practice, the concept is used to show that partial-response systerns do not inherentiy perform 

worse than the uncoded systems. The idea also helps us to illustrate why not al1 of the codes pro- 

posed to be used in the magnetic-recording systems seem helpfùl in practice. The chapter ends 

with discussing some of the important pnctical issues a Viterbi decoder faces. The specific analog 

imperfections are left to the next chapter, where the anaiog realization is exclusively targeted. 

Chapter 4 is one of the main contributions of the thesis. In this chapter, the issue of an analog 

impiementation of a class-IV Viterbi decoder is discussed. Similar to digital realizations, the 

decoder cari be realized by time-interleaving two dicode decoders. Since only 6-bit accuracy is 

required, simple and fast analog circuits c m  be employed. The difference-rnetnc and the input- 

interleaved algorithms can be used to implcment each dicode decoder. It is shown that the differ- 

ence-metric algorithm results in a stmcture very similar to the threshotd device. The differences 

are adaptive adjustment of the threshold leveis and existence of the path memory in the sequence 

detector. Due to this similarity, the detector is called an "adqrive-threshold detecmr". Conse- 

quently, it is shown that the complexity of the decoder is much less than that of the analog-to-digi- 

ta1 converter, by itseif, in a digital realization. The structure is fast and can be realized in small 

silicon area. Also, it is s h o w  that the input-interleaved algorithm, proposed in the previous chap- 

ter, cm increase the speed while keeping the size and power consumption of the decoder aimost 

unchanged. The new Viterbi decoder is named an "input-inrerleaved decoder" and is the ba i s  for 

Our integrated-circuit class-N decoder. It is known that an analog design can be adversely affected 

by offsets, mismatches and charge injections. The performances of both of the aforementioned 

stmctures in the presence of these imperfections are evaiuated and their robustness is illustnted. 

To show the feasibility of the proposed anaiog realizations, two Wterbi decoders were imple- 

mented. The adaptive-threshold detector was first implemented by constructing a discrete proto- 

type. In the second step, an integnted version was designed based on the input-interleaved 

structure. The design was fahricated in a 0.8pm BiCMOS process. Both of these decoders were 

tested and the results, reflected in the chapter, confirm the validity of the approaches in practice. 

The integrated decoder occupies only 0.5mrn2 of area and consumes 3Om W from a single 3.3 V 

power supply while operating at 200Mb/s. 

To extend the advantages of an anaiog realization to any kind of Viterbi decoder (including 

other partial-response decoders), a general implementation technique was required. The goal was 

to derive a genenc approach which c m  be applied to various appiications. SimpIicity was a basic 



requirement. since speed. size, and power consumption were the major concerns. Chapter 5 starts 

with explaining the proposed technique followed by describing the required building blocks. Cir- 

cuit-realization issues and design methodologies are described next. The implementation method 

was applied to two different decoders. Despite k i n g  an inefficient method for decoding a simple 

dicode signal, a two-state dicode decoder was chosen to prove the concept. Also, a more cornpli- 

cated partial-response decoder, with eight States, was designed to illustrate the extendibility of the 

approach. The latter scheme is called EPR4 and is predicted to very soon find its first application in 

the disk-drive industry. The decoders were implemented on a cornmon silicon core and the chip 

was fabrkated in a 0.8pm BiCMOS process. To Save design time, digital path mernories were not 

included on the chip. By the time of writing, the dicode decoder has undergone experimentai tests 

up to 8 0 M b / s .  However, with an on-chip path memory, simulations indicate that speeds in the 

order of a few hundreds of megahertz cm be achieved. The power consumption of the decoder is 

estimated to be about 15m W/s tare  drawn frorn a 5 V single power supply. It should be empha- 

sized here that the approach proposed in this chapter is not restricted to partial-response systems 

and can be used in other systems such as digital communication employing error-correction codes. 

Also, the technique can be used to implement programmable (adaptive) sequence detectors. 

Implementation issues related to reduced-state sequence detection is the subject of chapter 6. 

This detection approach has been suggested to reduce the complexity of a partial-response decoder 

at the expense of some degradation in the performance. The idea is to combine the symbol-by- 

symbol decision-feedback detector with the sequence detector to tnde off some of the complexity 

of the sequence detector with the simplicity of the symbol-by-symbol detector. A circuit realiza- 

tion most benefits this complexity reduction if the link between the reduced-state detector and the 

decision-feedback equalizer is fully exploited. This is represented through two illustrative exarn- 

p1es at the beginning of the chapter. Recently, the detection method applied to quaternary class-IV 

has drawn some attention since this signaling scherne has been proposed for transmitting 

I25Mb/s in a bandwidth of about 30MHz over a piece of unshielded twisted-pair cable. The 

major portion of chapter 6 is devoted to developing the Viterbi aIgorithm in the presence of the 

complexity reduction resulted from the decision-feedback mechanism for this application. It is 

s h o w  that the detector can be implemented in the analog domain by employing a programmable 

version of either one of the adaptive-threshold or the input-interleaved detectors introduced in 

chapter 4. As well, it is predicted that the proposed algorithm results in some reduction in the com- 

plexity even in a digital realization. 

The thesis conclud :s with a final chapter on general conclusions of the present work and sug- 



gested directions for future research in this exciting area. These future works cover a variety of 

system-level and circuit-ievel aspects such as CMOS implementations, circuit realization of the 

decoders which were addressed without actud realizations, automatic-layout genention of anaiog 

Viterbi decoders, soft-output Viterbi decoders, combined equalization and sequence detection, and 

adaptive Viterbi decoders. 



Partial-Response 
and Applications 

Chapter 

Signaling 

Partial-response signaling (PRS) [Il, also known as corrdative level-coding, is a signaling 

scheme first proposed for data communications [2, 31. In contrat to a conventionai pulse-ampli- 

tude modulation system, in which no inter-symbol interference (ISI) is allowed, a PRS system 

introduces a controlled arnount of [SI to the signal. This ISI is known and c m  be removed at the 

receiver. By relaxing the condition of zero ISI, certain beneficial effects can be attained through 

convenient spectrally shaping. Two examples of these effects are providing more sirnilarity 

between the spectrum of the transmitted signal and the frequency response of the channel and real- 

king minimum-bandwidth transmission systems in practice. 

The operation of a PRS system can be understood by the model shown in figure 2.1. In this 

model, an FR filter is employed to introduce the ISI, whereas a low-pass filter band-limits the 

resulting signai. To have the ISI exclusively controlled by the FIR filter, the low-pass filter, H (a) , 

shouId be designed such that it preserves the relative sample values. 



Figure 2.1 : A partial-response encoder mode!. 

Note that in figure 2.1, the operator D reflects a time-step delay of T = l/f,, where f, is the 

sampling frequency. Using this notation, the resulting transfer hinction of the FIR filter becomes a 

polynomid of D 

where fN # O is assumed. We shall refer to the above polynomial as the "coding pofynomial" of 

the PRS system. 

From (2.1) it is clear that a PRS system results in an increase in the number of output levels. In 

addition to a drop in the power of the signal, the implementation complexity will increase as the 

number of these levels increases. As a result, this number should be kept to a minimum. Without 

any loss of generality, we shall normalize the peak values of the multi-level partial-response (PR) 

signal to + l  by considering a low-frequency gain equal to 

far the low-pass filter H (a) in figure 2.1. 

2.1. Minimum-Bandwidth Communication Systems 

Efficient use of the available bandwidth h a  always been one of the most important goals in 

designing a communication system. However, achieving this goal requires a compromise which 

may not necessarily be in favor of a minimum-bandwidth solution. Other usual components are 

feasibility of the system in practice and its complexity. In sections below, the role of PRS systems 

in this compromise wiIl be briefly explained. 

2.1.1. Nyquist Criterion for Zero ISI 

The basic principle underlying a Nyquist system [4] is that the received sample values should 



be functions of their corresponding data values, and not the adjacent symbols. In other words. the 

whole communication system (including transmitter, channel, and receiver) should behave like a 

memoryless channel. This zero-ISI condition. known as the Nyquist cnterion. necessitates that the 

sampled values of the impulse response of the system be zero at the non-corresponding data 

instants. This cntenon, rxpressed in the frequency domain, results in a constant value if the fre- 

quency response of the system is repeated with a penod equal to the sampling frequency [5 ] .  Fig- 

ure 2.2 illustntes the above criterion in the time and frequency domains. 

n Ï 
a. Time Domain b. Frequency Domain 

Figure 2.2: Nyquist zero-ISI criterion. 

2.1.2. Nyquist Systems 

To maximize the symbol rate in a given bandwidth, and eliminate the ISI, one is interested in 

the minimum-bandwidth solution to the Nyquist system described above. From figure 2.2 it is 

clear that such a solution exists. is unique, and equals an ideal low-pass filter with a brick-wall cut- 

off frequency of f , / 2 .  In the time dornain. this corresponds to a sine impulse response. as shown 

in figure 2.3. 

a. Impulse Response b. Frequency Rcsponse 

Figure 2.3: The minimum-bandwidth Nyquist system. 

Unfortunately, this system is not feasible in practice. The problem arises from the slowly- 

decaying tails of the impulse response which cause excessive ISI if any timing perturbation occurs. 

It has been s h o w  that the impulse response decays asymptotically as 1 / l t lK+ ' if the frequency 

response and its first K -  i derivatives are continuous and the K'th denvative is not [6] .  The 

above problem c m  be overcome by relaxing the minimum-bandwidth constra.int and using some 



excess bandwidth to achieve fiIters with smoother transition edges. Raised-cosine filters have been 

the most popular filters used in practice [SI. 

2.1.3. Minimum-Bandwidth PRS Systems 

The question of the feasibility of a minimum-bandwidth communication system was not 

answered until the duo bina^ signalling scherne was introduced [2]'. The basic idea is to relax the 

zero-ISI constraint by violating the Nyquist criterion. By controlling the ISI, the discontinuities in 

the frequency response of the system (and its derivatives) can be avoided, leading to perturbation- 

tolerant filters in pnctice. The duobinary technique is described by F (D) = 1 + D and has one 

nul1 at f,/2. The impulse response of such a system decays as 1 / Id2, resulting in a bounded (and 

reasonably low) unwanted ISI if any timing jitter occurs. The frequency response and the impulse 

response of the duobinary signaling scheme are i1Iusi.rated in figure 2.4. Note the fast decay of the 

impulse response compared to that of the minimum-bandwidth Nyquist system shown in figure 

2.3. 

a. Impulse Response b. Frequency Response 

Figure 2.4: The duobinary PRS system. 

The communication system cm be made more jitter-tolerant by widening the nu11 around 

fJ/2. In general, it can be shown <bat the first K - I denvatives of the frequency response are con- 

tinuous iff F ( D )  has a factor of ( 1  + D ) [ I I .  

2.2. DC Nulls 

A DC null, often desirable in a communication system, c m  be easily accomplished in a PRS 

system. Such a null is created by including at least one I - D factor in the coding polynomial of 

the system. AIthough muItiple zeros at DC widen the nul1 and cause a more gradua1 roll-off in the 

low-frequency content of the signd, a singIe zero is sufficient in many cases. A single zero at DC 

is generated by the coding polynornial 1 - D, known as dicode. Figure 2.5 shows the frequency 

1 .  This concept was then generalized [3], leading to the signalling technique narned partial-response. 

1 I 



response and the impulse response of the dicode PRS system. 

a. Impulse Response b. Frequency Response 

Figure 2.5: The dicode PRS system. 

As the above figure shows, the ISI is introduced by subtncting the adjacent symbol from the 

main symbol. This corresponds to differentiating the sampled-value signal. 

2.3. Class-N PRS Scheme 

Both of the aforementioned advantages of the duobinary and dicode systems, namely the feasi- 

bility of implementing a minimum-bandwidth system and the DC nul1 required in many applica- 

tions, crin be achieved by using the system described by the following coding polynornial 

Beside the communication applications, the above system, known as class-IV (also P R 4 ,  can 

be used to resemble the signal spectrum at the ouiput of a read head in a magnetic recording 

media1. We will address this issue in some detail later on. Here. note that the ISI is intentionally 

introduced by su btracting symbols two bit-intervals apart. The impulse response and the frequenc y 

response of the class-IV system are depicted in figure 2.6. 

In addition to the usefulness of the spectrally shaping attained from this signaling scheme, it is 

also attractive fiom an implementation point-of-view. A class-IV system results from time-inter- 

leaving two independent dicodes. This is simply based on the fact that the coding polynomial 

given by (2.3) is exchsively a Function of D'. which results in a time-interleaved structure without 

any cross-coupied branches [7]. Figure 2.7 illustrates the idea. 

Note that while the original class-IV system must be clocked at f,, each dicode in the time- 

1 .  Throughout this thesis, alwriys saturated magnetic-recording systems are considered. 



a. ImpuIse Response b. Frequency Response 

Figure 2.6: The class-IV (PR4) system. 

1-D 
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Figure 2.7: The class-IV system and its time-interleaved structure. 

interleaved structure will be clocked at f'/2. This decrease in the intemal openting rate wil1 be 

more appreciated if one considers the relatively sophisticated signal processing needed in the 

sequence detector. Sequence detection of PRS schemes will be considered in detail throughout this 

thesis. 

Finally, the above approach clearIy reveals that in a class-IV system the increase in the number 

of Ievels is equal to that in a single dicode and is minimum among al1 the first order PRS schemes. 

2.4. Detection of Partial-Response Signals 

The problem of detecting a PR signal is equivdent to removing the introduced ISI from the 

signal. It is well known that either a linear filter or a decision-feedback equalizer (DFE)' can be 

utilized to do the job [8]. However, to achieve better noise performance, one might decide to 

choose a more complicated detection technique. The decision mainly depends on the trade-off 

between the cornplexity of the receiver and its performance. In what follows, we shall briefly elab- 

orate on the detection problem of a PR signal contaminated by additive white Gaussian noise 

(AWGN). 

1. This DFE should not be confused with the adaptive DFE usually used in a communication system to 
equaiize the channel. Although, they may be combined. 



Symbol-by-Symbol Detection 

Traditionally, a symbol-by-symbol PRS detector ernploys a DFE to remove the ISI from the 

received signai. In this approach, the noise-enhancement of a linear filter is avoided by using esti- 

mates of the data in the feedback path of the equalizer. Also, pre-coding can be used to overcome 

the error propagation associated with the DFE [8]. With the coding polynornid given by (2.1). the 

syrnbol-by-symbol detector shown in figure 2.8 results. Note that with an M-ary original data, the 

slicer shown in this figure outputs one of the M possible Ievels at each symbol time. 

Figure 2.8: Symbol-by-symbol PRS detector based on a DFE. 

The noise performance of the above symbol-by-symbol detector can be evaluated by consider- 

ing the model shown in figure 2.9. In this figure, the AWGN represented by n is the channe1 noise 

and h is given by (2.2). 

Figure 2.9: PRS-system model for noise-performance analysis. 

Appendix A contains a brief review of the error analysis when the error-propagation noise is 

neglected. To include the effect of error propagation, the probability density function (pdf) of the 

contributed noise should be derived. This noise is a discrete random variable and c m  take up to 

(2M - 1 ) distinct values. This makes an andytic solution rather unwieldy for large M and N. In 

what folIows, we consider PRS schemes with only one ISI tem, however, with arbitrary number 

of input levelsl. The coding polynomial of these systems is given by 

F ( D )  = 1 + f N ~ N  (2.4) 

For the above Eystems, error-propagation noise given by (A.2) reduces to 

1. This category includes multi-level duobinary, dicode, and class-N schemes which are frequently 
addressed in this thesis. 



e ( k )  = f N ( x ( k - N )  - X ( k - N ) )  

which will take 2 M  - 1 values of 

From the above values, the first and the last M - 2 are very unlikely, since the probability of 

their occurrence is the same as the probability of shifting more than two levels at the output of the 

slicer. Also, note that the most-probable value, the median, has a probability of happening equd  to 

the probability of making no error in detecting x (k) . As a result, the pdf of the error-propagation 

noise can be approximated by 

SER 2 f ~  SER 2 f ~  
f e c r ,  ( u )  = -WU+ - 2 

j + (1  - S E R ) & ( u )  + -&(u- - 
M- 1 2 M -  1 1 

where 6 ( . . .) is the unit impulse hnction. 

Expanding (A.3) based on the total probability retationship [9] and using the above pdf yields 

which is a g e n e d  expression for syrnbol-error rate (SER) in M-ary PRS schemes of the type given 

by (2.4). Note that for binary signals, (2.7) is exact and there will be no approximation in deriving 

(2 .8 ) .  AIso, comparing (2.8) with (AS) shows an increase by rit most a factor of A4 in the SER due 

to error propagation. This is in agreement with [Il. 

It is useful to express SER as a function of signal-to-noise ratio (SNR) at the input of the 

detector. It c m  be shown that the power of the original signal consisting of M equi-probable 

equally-spaced symbols within the interval [- 1, 1 ] is equd to 

and that it results in a PR signal transmitted through the channel with a power of 

This expression can be used to calculate the SNR of the PR signal. 



To examine the vdidity of our approach, the dicode PRS system was simulatedl. Figure 2.10 

illustrates the SER performance as a function of SNR at the input of the DFE detector. Both the 

binary and quaternary schemes were considered. These plots show that the theoretical predictions, 

based on (AS) and (2.8), are in very good agreements with the simulation results. Note that these 

resuIts are directly applicable to class-IV schemes as well. 

Figure 2.10: Noise performances of binary and quaternary dicode PRS 
schemes with D E  detectors. 

In addition to the conventional decision-feedback equalization, the noise enhancement of a lin- 

ear filter c m  be overcome if the symbol-by-symbol detector is preceded by a sIicer. This quantiza- 

tion does not degrade the performance if the threshold levels are optimally spaced between the 

noiseless levels of the PR signal. As an example, with equi-probable equally-spaced symbols and 

L levels for the PR signai, the slicer consists of L - 1 threshold levels equdIy spaced in the inter- 

val [-1, 11. This symbol-by-symboI detector is depicted in figure 2.11. Note that the limiter in the 

feed-forward path of the filter can be absorbed in the summer. 

Figure 2.11 : An alternative to the conventional DFE-based symbol-by- 
symbol PRS detector. 

_ in 

The advantage of the above structure is that it relaxes the design constraints on the summer, 

since both of its inputs can take only some discrete values. Compared to the conventiona1 DFE, the 

overail complexity of the detector may show a reduction, especialIy if L is not much larger than 

M. 

L-ievei 1 1 

* Out 
Slicer 1 

1. For the system-level simulations throughout this thesis, C-code bzhaviotal models were used. 

- 1 -  



2.4.2. Sequence Detection 

It is known that because of the increased number of levels in a PRS system, a traditional PRS 

detector requires a higher SNR to perfonn as well as the conventional pulse-amplitude-modulation 

system [IO]. However, it has been shown that this poorer performance is due to non-optimality of 

the detection technique and is not an inherent drawback of the PRS system. In fact, almost al1 the 

S N R  loss c m  be recovered if the more complicated detection scheme known as maximum-likeli- 

hood sequence detection is emptoyed [II ,  121. As an example, the 3dB loss in the power of a 

binary dicode PR signal (equation (2.10)) c m  be totally recovered by a sequence detector. 

Sequence detectors and their reaiizations will be investigated in detail throughout this thesis. 

2.5. Magnetic Recording 

Mass storage of information has been dominated by magnetic-recording systems mainly due 

to providing high capacity at a much lower cost than that of semiconductor mernories. In a rotating 

magnetic-storage device, such as a computer hard disk, the areal density is the product of linear 

density and track density. WhiIe both of these densities have been increasing by improvements in 

the design of heads and disks, the linear density has been showing a substantial growth since the 

communication theory was practically applied to magnetic-recording systems. As a result, the stor- 

age capacity has continued to double every two or three years for the past thirty years [13]. 

Being one of the most prornising applications of PRS, magnetic-recording systems will be 

explained in some detail in this section. 

2.5.1. System Mode1 

A typical data-stonge system, s h o w  in figure 2.12, c m  be considered as a data-transmission 

system. The goal, however, is to reliably store as rnuch information as possible in a given area. In 

analogy to a communication system, this mode1 consists of three basic parts: transmitter (write 

channel), receiver (read channel), and communication channel (magnetic media). The communica- 

tion channel, like any other transmission media, has its own pulse-shaping behavior and adds some 

noise to the signal. 

Noise 

Writc Channel Magnetic Media R a d  C h n e l  

Figure 2.12: A typical magnetic data-storage system. 



In the wnte channel, coding operations such as emr-correction coding and run-Iength-limited 

coding are usually perfonned on the input data to achieve high immunity against noise, d i ab l e  

timing extraction, and reduction in ISI. However, some other coding schemes may be appliel as 

wei1 [14]. Prier to applying to the write head, the encoded data may undergo a pre-compensation 

operation to irnmunize the signai against shifting in the position of the peaks /15]. 

In the read channel, after filtering and amplification, the signal is equalized before detection. 

The goal of equalization is to combat the ISI introduced by the media by forcing it either to zero or 

to a known value, depending on the detection scheme. The output data is finaily obtained by 

decoding the detected signai. The decoder may be combined with the detector in some cases 1161. 

In addition to thermal noise, in a magnetic recording media other sources of interference are 

present. Interferences from adjacent tracks (off-track noise) and previously-written information 

(overwrite noise) are two components of the overall noise which are usually considered to be ran- 

dom signals [17, 181. The combination of thermal with interference noise results in typical channel 

SNR values around 17dB. The desired BER is typically IO-' without any higher-iayer error-cor- 

rection coding. 

2.5.2. Lorentzian Model of the Magnetic-Recording Channel 

The magnetic media tends to introduce sipificant arnount of ISI to the signd. This will be 

illustrated by approximating the step response of the channel by the following Lorentzian charac- 

teristic 

in which PW5, is the width of the step response between its two 50% of the peak value. Figure 

2.13 shows the Lorentzian pulse. 

Figure 2.13: The LorentUan pulse. 



At low densities, where the adjacent pulses are far enough apart, there will be no noticeable 

interference between them and the channel is dmost independently responding to the transitions of 

the wnte signal. However, as the density increases the tails of these pulses interfere. resulting in a 

potentialIy significant amount of ISI. Figure 2.14 illustntes a typicd write current and its corre- 

sponding read signal for two cases of very-low and relatively-high densities. 

Figure 2.14: Typical write and read signals for low and high densities. 

In general, interfering the adjacent transitions causes a reduction in the amplitude of the signal 

and deviates its sampIes from their nominal values. This can be translated in a drop in SNR. 

It is also interesting to look at the above phenornenon in the frequency domain. Using the 

Lorentzian model, and after sorne manipulations, one c m  show that at a dock rate of I /T  the 

pulse-response spectrum of the magnetic media cm be given by 

p wso 
TC- 

2T O 
S(0) = 2 

w, 
sin (-j.)  COS^ (- ( O  - R) ) 

2T 
, 0 5 0 1 ~  (2.12) 

P b 0  > - sinh (x- 
2T 

which is plotted in figure 2.15 for different values of PW,,/T. 

2.5.3. Detection Techniques 

It has been a common pnctice to employ peak detectors to retrieve the recorded information in 

a magnetic-recording system [15]. These peak detectors suffer from ISI at increased densities and 

are usually accompanied by high-frequency boost stages (also known as pulse slimmers) to corn- 

pensate for the low-pass effect shown in figure 2.15 [19]. DFE-based detectors are shown ta out- 

perform peak detectors by avoiding the noise enhancement caused by pulse slimming [20]. Afier 

introducing the application of partial-response signaling to magnetic recording [21], different PR 



Y . . . . . . .  I 
'0 O *  O i  0.15 02 02s O 3  0 s  0 4  O45 0.5 

- F m  

Figure 2.15: Pulse-response spectra of a Lorentzian magnetic channel. 

detection techniques were considered as well [22-251. Arnong different detection techniques [26- 

291, sequence detection based on partial-response interpretation of the media has drawn a lot of 

attention nowadays. Giga-bit density magnetic-recording systems with partiai-response maximum- 

likelihood ( P m )  read channels have recently k e n  reported [30,3 11. 

2.5.4. Partial-Response Read Channel 

Despite the fact that at low densities there would be no considerable interference between 

adjacent transitions, the magnetic media c m  still be considered as an ISI channel. Comparing the 

input and output signals of the channel in figure 2-14 reveals that at very low densities the media 

can be modeled as a dicode PRS system. At higher densities, other PRS modeis with higher-order 

polynomials c m  be used. In fact, a class-IV system was the first PRS system proposed to approxi- 

mate the spectrum of the read signal in a magnetic media [2 11. Recently, a more generd category 

has been considered to mode1 the magnetic channel at different densities [32]. These schemes, 

known as extended partial-response (EPR) in the magnetic-recording literature [33], are character- 

ized by 

and result in signal spectra shown in figure 2.16. Note that n = O and n = 1 correspond to dicode 

and class-N systems, respectively. For n 2 2, we shall follow the notation in [33] (Le. the system 

corresponding to n = 2 will be called " EPR4 ", since four symbols are involved.). 

Cornparing figure 2.16 with figure 2.15 shows that EPR schemes indeed resemble the mag- 

netic-media in a wide range of densities. These short-memory approximations result in significant 

reductions in the arnount of equalizations needed and hence their noise contributions [33-351. 
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Figure 2.16: Output signal spectra of the EPR systems. 

However, it should be mentioned that at extremely high densities the nonlinearity of the media 

becomes severe and the Lorentzk mode1 starts to collapse. This, in conjunction with the com- 

plexity of the pre-compensation circuit and the unrecovenble SNR loss dunng detection, imposes 

an upper bound on n in (2.13) in pnctice. We elaborate more on this issue in the next chapter. 

Recent developments in the signal-processing techniques (analog and digital) have convinced 

the disk-dnve industry to seriously look at partial-response read channels with sequence detectors 

as the best alternative in their high-density products [36]. 

2.6. Data Transmission over Band-Limited Channels 

As it was mentioned earlier, data transmission has aiways been one of the major applications 

of PRS. In addition to the capability of increasing the baud rate to near the Nyquist rate, a further 

increase in bit rate is possible by employing an M-ary signaling scheme. In fact, a quaternary 

class-N system was recently proposed for high-rate data transmission over unshielded twisted- 

pair (UV) cables 1371. 

Since this work has been partly motivated by the above application, it will be brkfly explained 

in the following section. 

2.6.1. UTP Cables in High-Rate Data Transmission Systems 

The cost of coaxical cables and optical transmission links and their installation have motivated 

researchers to look for low-cost alternatives to the distnbuting cables in fiber-distributed data inter- 

face systems [38] and local ara networks. Consequently, UTP copper cables are receiving 

renewed attention to provide the required connections [37, 39-44]. The transceivers should com- 



municate at rates of over lOOMbits/s. however, to achieve compliance with fedenl communica- 

tions commission (FCC) radiation limits, spectral components of the transrnitted signal should be 

welI suppressed above 30MHz 1451. 

In a prornising proposal. the use of a quatemary class-IV PRS (QPRIV) scheme has been sug- 

gested to achieve a data rate of 125Mbits/s [37,39]. At this rate, the spectnim of a QPRIV signal 

is lirnited to 3 1.25MHz. which facilitates satisfiing the aforementioned FCC requirement. Both 

voice-grade and data-grade cables can be utilized to carry the required baud rate. The data-grade 

cable eliminates the need for a near-end cross-talk (%]CD cancellation at the expense of a higher 

cabfe price (Provided that good terminations are aiso available.). 

2.7. Summary 

In a partial-response signaling system, a controlled arnount of inter-syrnbol interference is 

intentionally introduced to spectrally shape the signal. Transmitting over AC-coupled channels 

and achieving minimum-bandwidth communication are possible by inserting spectral nulls at DC 

and the Nyquist frequency. The resulting signaling schemes, known as dicode and duobinary, c m  

be combined leading to the class-IV systern wh i~h  is one of the most widely used partial-response 

signaling schemes. 

The problem of extracting the onginal data from a partial-response signai is equivalent to 

removing the introduced inter-symbol interference. This interference is known and c m  be 

removed by a decision-feedback equalizer with fixed coefficients, in a symbol-by-symbol detec- 

tion fashion. However. the noise performance of the detector c m  be substantially improved if the 

more complicated maximum-Iikelihood sequence detection scheme is employed. In fact, this 

detection technique combats the signal loss resulted from increasing the number of transmitted 

levels, compared to uncoded systems. For a symbol-by-symbol detector, an expression for symbol- 

error rate in a category of partial-response systems including dicode, duobinary, and class-IV is 

derived. The detailed description and analysis of the sequence detector is postponed to the next 

chapter, where it will be shown that it outperforms the symbol-by-symbol detector by 3dB for the 

aforementioned signaling schemes. This amount is equal to the loss in the power of the encoded 

signal. The above subjects comprise the bulk of the present chapter, however, some other imple- 

rnentation issues were addressed as well. 

The chapter was concluded with describing two important applications of partial-response sig- 

naling, namely ~iiagnetic recording and data transmission. Not being as obvious as data transmis- 



sion, partial-response signahg applied to magnetic recording has been considered in some detail. 

The basic idea is to approximate the read signai of a magnetic-recording system with a partial- 

response signai. The traditional peak detector can then be replaced with a sequence detector to 

improve the performance. This improvement can be translated to an increase in the recording den- 

sity. The increase is significant and has motivated researchers to Iook for Iow-complexity realiza- 

tions of sequence detectors for partial-response read channe1 applications. 



Chapter 

Maximum-Likelihood ......... - . .- -- . 

Sequence Detection 

In detecting a digital sequence, it is well known that if one received symbol contains some 

information about other symbols. symbol-by-symbol detection will no-longer Iead to an optimum 

detector [8]. The degndation &ses when the symbol-by-symbol detector removes the effects of 

the other symbols in the detection process, hence, ignoring some useful information. The detection 

scheme in which the detector takes full advantage of the above information in estimating the trans- 

mitted sequence is called maximum-likelihood sequence detection (MLSD). 

As a good example, one can consider transmitting a sequence over an ISI channel, which 

causes a time dispersion of the signal energy. Since the interference contains some information 

about the transrnitted symbols, for optimum performance, the whole received sequence should be 

used to detect any symbol or group of symbols. Partial-response signaling schemes fa11 in this cat- 

egory. Sequence detection of PR signals will receive most of our attention in this chapter. 



In the MLSD approach, the detector deterrnines the most-likely transmitted sequence having 

the minimum distance from the received signal, as compared to al1 other possibly-transrnitted 

sequences. The objective function to be minimized depends on the error criterion and is the 

squared-Euclidean distance in the case of additive-Gaussian noise. 

AIthough some early work had been done on optimum sequentid detection [46], it was not 

adopted in practice due to its computational complexity. The number of computations required in a 

brute-force approac h grows exponentiaily with the length of the sequence. Furthemore, computa- 

tions can not begin until the entire sequence has been received. Both of these obstacles have been 

removed in an algorithmic implernentation of the MLSD, known as the Mterbi algorithm (VA). We 

start with a brief explanation of the algorithm and will focus on its application to PRS systems. 

Some practicai issues in implementing an MLSD decoder, based on the VA, will be addressed as 

weil. 

3.1. The Viterbi Algorithm 
The Viterbi algorithm was first proposed for decoding convolutional codes [47] (also see (481). 

Later, it was shown that this algorithm is indeed a special application of dynamic programing [49j 

to digital communications [SOI. The significance of dynamic programming is that the number of 

computations grows Iinearly with the length of the transmitted signal [SI]. Also, the algonthmic 

nature of the approach enabtes the detector to start the computations as soon as the first sample is 

received. Although, ideally, no effective decision is made until the whole sequence is received. 

The Viterbi algorithm was extended to the detection of signals transmitted over linear ISI 

channels [II ,  121. Since then, PRS systems have received more attention due to the recovery of the 

SNR loss, associated with this signaling scheme, by the MLSD detector. In fact, it was shown that 

MLSD is the optimum detection technique for decoding a PR signal. 

The basic idea behind Viterbi detection is to consider the received sequence as a finite-state 

discrete-time Markov process contaminated by memoryless noise. A trellis diagram is conceptu- 

ally constructed by unwnpping the state diagram in time. The detector assigns a metric to each 

branch of the trellis, proportional to the error signal between the received value and the ideal signal 

resulting from that transition. The maximum-likelihood (ML) sequence is the one which results in 

the minimum accumulated error throughout the trellis. This approach is algorithrnic in the sense 

that at each time step, for each one of the States of the trellis, the accumulated error signal (also 

known as state metric) is caiculated using the previous state metrics and the branch metrics at that 



time step. 

In addition to state metrics, enough knowledge regarding the paths dong  which these optimum 

metrics have been obtained shouid also be saved. A block of memory, used with different manage- 

rnents [52j, c m  be utilized to Save the required information. This infamation. stored in the form of 

digital sequences and updated at the end of each iteration, enables the decoder to tnck  back the 

optimum paths ending to each state. Following the literature. we shall refer to this memory as path 

memory and its contents as survivor sequences. 

Assuming an M-ary input signal and a memory size of N for the channel (or the PRS 

encoder). the trellis diagram could have up to L = M~ different states. with a maximum of M 

transitions initiating from and/or ending to each state. Figure 3.1 illustrates a two-state trellis dia- 

gram for an unconstnined binary signal, starting from a known initial state. Some sarnple branch 

metrics are chosen and the state metrics in subsequent iterations of the algorithm are shown. At 

each time step. the state metnc of each state is calculated by adding the previous values to the 

branch metrics, comparing the resulting accumulated errors, and assigning the minimum enor ta 

that state as its new metric value. 

+I) 

Figure 3.1 : A two-state trellis diagram. 

In figure 3.1, the minimum-error path corresponding to the ML sequence is shown in bold line. 

the paths which have been discarded in the conipetitions at each time step are shown in dotted lines 

and those which were candidates but have becn discarded in next iterations are shown in solid 

lines. Note that the minimum-error paths of different states merge into a single path backward in 

time at some point. Up t s  ~ ! i s  time, the decoded sequence will not be affected by future decisions. 

From the above arguments it can be seen that the aithmetic involved in the VA is of the form 

of add-compare-select (ACS). These operations c m  be fomulated as 

i = O, 1, ..., L - 1 
mi (k) = min {mi (k - 1) + bji (k) } 

J ' j = 0 ,  1, ..., L -  1 



where mi ( k )  denotes the metric of state i at time step k and bji (k)  is the metric of the branch 

connecting state j at time step k - I to state i at time step k .  Note hat for those values of i and j 

for which there does not exist a transition between States, branch metrics equal to infinity should 

be considered. This does not increase the implementation complexity and has been assumed for 

the generalization of the above mathematical expression. 

The inputs to the algorithm are the branch metrics, which should be calculated based on the 

error criterion. Comrnonly, rninirnizing the square-Euclidean distance is the objective. In this case, 

branch metrics are of the quadratic form, but, can be reduced to linear combinations of the 

received sarnple and some constant values. The idea is to expand the quadratic terms and cancel 

out the common terms. Also. a fixed gain might be considered for d1 of the branches in the trellis. 

3.2. Difference-Metric Algorithm in a Two-State Treiiis 
The ACS operations given by (3.1) applied to a two-state trellis result in direct calculation of 

two state metrics 

However, by defining the difference between these state metrics as 

Am (k)  = m,(k) - m l  (k)  (3.3) 

one can conclude that the difference signal can be updated equivalently. To show this, we subtract 

m l  ( k  - 1 )  from al1 of the four terrns involved in (3.2). This subtraction does not afTect the out- 

cornes of the algorithm. however, the new state metrics are now expressed in terms of Am (k - 1 ) . 

Since the individual state metrics are no-longer required, there is no need to update them. The new 

value of the difference signal, Am (k)  , can be directly calculated by subtracting the expression for 

m l  ( k )  from that for m, (k) in (3.2). This leads us to four possible update equations and survivor 

extensions given below 

Am(&- 1 )  >b, , (k )  -b , (k)  

{ A m  ( k  - 1 )  > b l l  ( k )  -bol (k) 



From the two middle decision regions specified in (3.4). one never occurs. This impossible 

region is determined by the relative values of b,o ( k )  - b ,  ( k )  and b , ,  ( k )  - b,, ( k )  . Once the 

impossible region is determined, it c m  be discarded. As a result, the decision regions and the path- 

memory extension alternatives wilI be reduced to t h e .  We shall refer &O this simplified algorithm 

as the bbd$èrence-rnetric nlgorirhrnl". 

3.2.1. PRS Schemes and the Difference-Metric Algorithm 

A two-state trellis diagram results if a binary signal is appIied to the PRS encoder described by 

(2.4). Without any loss in generality, we only consider the system' 

F(D) = l + f , D  

The other systems result by time interleaving N independent systems given by (3.5). 

After normdizing the peaks of the uncoded and encoded signals to t 1 . the trellis shown in fig- 

ure 3.2 results. The normalizing gain, h ,  is given by (2.2) and is equal to 1 / ( 1 + r,f ) . 

Figure 3.2: Trellis diagram of the system characterized by (3.5). Each 
branch is iabeled with its corresponding pair of uncoded: 
encoded signals. 

Denoting the input sample at time step k by y (k )  , the branch metrics in the above trellis dia- 

gram will be equal to 

which after cancelling the common t e m  and applying a gain of 1 / 2 .  reduces to 

I .  The difference-metric algorithm described here c m  be considered as a generalization to the algorithm 
developed in [53] for decoding a class-IV PR signai. 

2. We dso restnct ourselves to vil 5 1 .  For > 1 .  the coding polynomial can be written as 
f,D ( 1 + ( I /f,) D- '1  , and the PRS system cm be treated as a noncausal version of the system considered 
here. 



Application of (3.7) to (3.4), results in the following difference-metric Viterbi aigorithm for 

decoding a two-state PR signal 

It is interesting to note that for fl <O, regardless of y (k) , b10 (k) - bw (k) is always larger 

than b , ,  (k)  - b,, ( k )  . and hence, the third decision region of (3.4) never occurs. In the case of 

fi > O. it is the second region which does not occur. This fact reduces the number of decision 

regions, update mechanisms. and path-memocy extension alternatives to three in both cases. 

Note that in the difference-metric approach, there is only one quantity propagating during the 

iterationsl. In addition to sirnplicity, propagating only one differential signal offers other advan- 

tages, in gened ,  and in an analog impiementation, in particular. Avoiding the algorithmic growth 

of the state metrics and the accumulative error in cdculating these vaiues, are two of the most 

important advantages. We shall elaborate on these issues later. 

3.2.2. Statistics of the Difference-Metric Signal 

In realizing the VA, knowing the upper and lower bounds of the signais is necessary to deter- 

mine the dynamic range o f  the circuits, in m analog reaIization, and the length of the registers and 

arithmetic units, in a digital realization [54]. Beside the received signai, which its statistics depend 

on the statistics of the transmitted signai and the channel noise, Am (k)  is the onIy signal required 

to be calculated and stored in the difference-metric algorithm. In a noiseless situation, the survivor 

sequences always rnerge. Equation (3.8) and the branch labels shown in figure 3.2 c m  then be 

invoked to show that the difference metric signal will always be equal to 

Am (k) = e h 2  (3.9) 

In the presence of noise, we prefer to distinguish two mechanisms by which the above signal 

1. In general, it can be shown that the minimum number of propagating quantities is equal to the number of 
States minus one. 



will be deviated from its nominal values based on the survivor extensions shown by (3.8). If at the 

end of the iteration two survivor sequences merge. the difference signal will be updated to 

2h (y (k) t f lh)  . One can show that these values are, in fact, values given by (3.9). contaminated 

by noise components with deviations equal to 2h times the deviation of the channel noise. On the 

other hand. if survivor sequences do not merge, the updated signai will be equal to 

2h (1 -Lfll)y(k) - Cfi/r,fil)Am(k- 1) .  which c m  be easily shown to be bounded to (and at 

moderate-to-high S N R  approximately equal to) 2 h (y ( k) I f1 h ) . As a result, the pdf of the differ- 

ence signai can be approxirnated by 

where f, ( . . .) is the pdf of the channel noise. This expression shows that the difference signal 

has a zero mean and, although unbounded, can be effectively bounded in an actual redization. 

Figure 3.3 illustrates distributions of the received and difference-metric signais for two cases 

of f, = -1 and f1 = 0.25. obtained by simulations. The channel noise is considered to be an 

AWGN with a standard deviation of 0 = 0.1. corresponding to SNR of 17 and 18.3dB respec- 

tively. Note that the deviation of the difference-metric signal around its nominal values is I h  times 

o. whiIe that of the received signal is equal to o. 

Figure 3.3: pdf's of the received and difference-metric signals 
obtained by simutations. 

3.3. The Input-Interleaved Algorithm 
Among the PRS schemes described by ( 3 . 3 ,  we are most interested in the dicode systernl. 

. -  . --- 

1 .  Refer to chapter 2. 



Setting f, = -1 in (3.8)- results in the following algonthm 

which is similar to the algorithm derived in [23]. 

Although an efficient analog realization based on (3.1 1) was recently proposed [ S I ,  a more 

interesting analog detector is obtained if the algorithm is further exarnined from an analog imple- 

mentation perspective [5611. A closer look at the recuaion given by (3.1 1) reveals that Am ( k  - 1 ) 

is equal to either a positive or a negative DC-shifted version of a previously-sarnpled input signal. 

Specificdly, if the previous sarnple is denoted by y G) then 

which, combined with (3.1 1), leads us to two possible update equations given below 

By defining u as a DC offset which can take one of the two values of 1 and O (corresponding 

to two possible alternatives), the two above expressions c m  be combined. Also, note that as long 

as y 0') and u are known, there is no need to calculate the difference signal. These two quantities 

cari be propagated instead'. As a result. the iterations c m  equivalently proceed as follows 

Expression (3.14) simply States that whenever y (k) is in between the threshold levels, no 

update is required. However, if y (k) falls outside this region the previously-sarnpled input signal 

should be updated to the current input, and the DC offset should be set either to O or 1, depending 

on y (k) being more than the upper or less than the lower threshold level respectively. 

We shdl refer to the above algorithm as the "input-inrerleaved algorithm," for, as wiIl be 

1 .  Thcse implementations will be described in detail in the next chapter. 

2. Note that one of these quantities is only a single bit digital signal. 



show later. it can be realized in the analog domain by an input-interleaved architecture. The most 

important advantages of the input-interleaved architecture are its inherent high speed of operation 

and circuit simplicity. These implementation issues will be addressed in the next chapter. The 

input-interleaved aigorithm seems to be a good alternative for a digital realization as well. 

3.4. Probability of Error 
Because we often refer to the noise performance of Viterbi detectors. a brief overview of the 

error anaiysis is given in the appendix. The analysis is based on the approach presented in [12]. 

Here. as an example. consider the binary PRS schemes given by (3.5)' and f, = 1 1 .  with normal- 

ized input and encoded signal peaks. The minimum-distance error events are illustnted in figure 

a, Dicode b. Duobinary 

Figure 3.4: Minimum-distance error events in the Viterbi detection of 
two binary PRS schemes. 

Using the branch labels in figure 3.2, one c m  show that the Euclidean distances of the error 

events shown in the above figure are equal to Ji. Equation (B.2) c m  then be invoked to calculate 

the pmbability of symbol error. The result is3 

1 ( T) 
SER = 4Q(-) = 4Q 10 

ho 
Comparing (3.15) with (2.8) (which for the PRS schemes considered here reduces to 

2Q ( 1 / (20) ) = 2Q ( ( 1 / &) 1 o""''~) at high SNR) and with SER in an uncoded system 

(which is simply equai to Q ( ! /O) = Q ( loSNR'") ) reveals that the noise performance of the 

MLSD decoder asymptotically outperfoms that of the DFE by 3dB and is the sarne as the perfor- 

mance of the ISI-free uncoded system. Figure 3.5 illustrates SER for the above three systems. 

The results are directly applicable to the systems described by (2.4) and 1, = 2 1 . 
Note that when f, #il, the minimum-distance error events have lengths of 2, however, as f, +il the 
Euclidean distances of some other error events approach da,, and the error events look more like those 
shown in figure 3.4. 

Note that when f, # I I ,  the leading coefficient in the expression for SER is different from that in (3.15). 
however. as f, + 11, some of the other error events, which had been ignored, shouid be considered as 
well, and there would be no inconsistency between the results obtained fiom both approaches. 
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Figure 3.5: SER for binary I f D PRS systems with DFE and MLSD 
detections and the binary uncoded system. 

3.5. Maximal-Distance Codes 
En section B of the appendix it was shown that at high SNR, the SER of a PR-,WSD decoder 

can be expressed as 

'min SER = KQ (=) 

where K is a constant, aZ is the variance of the noise, and dm,, is the minimum distance of the PR 

code, which depends on the coefficients of the coding polynorniai. Let's consider the codes for 

which there exist minimum-distance error events that have the minimum lengthl (Le. 

N, = N + 1 ). Figure 3.6 illustrates the minimum-length error event for an M-ary PRS scheme. 

The PRS system is charactenzed by (2.1) and A is given by (A.4). The transmitted PR signais are 

also shown to facilitate the caiculation of dm,. 

h ( -  1 + f l ~ - x y .  JO) h ( -  1 +p-x,** l~)  

Figure 3.6: The minimum-length error event in a PR-MLSD decoder. 

Assuming the above event is among the minimum-distant error events. dm,, is easily caicu- 

lated to be 

1. Note that the reverse statement rnay not be true. 
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Combining (3.17) with (3.16) and expressing the result as a function of SNR, through (2.1 O), 

results in 

SNR 

SER in an uncoded system is equd to that of a DFE in a PRS system with F (D) = 1 .  This 

probability can be caiculated by inserting h = 1 in (AS) and the result can be expressed in terms 

of SNR by employing (2.9) 

Comparing (3.1 8) with (3.19) depicts that the performance of the PR codes considered here is 

asymptoticaily equal to the performance of the uncoded systems. We shall refer to the PR codes 

which satisfy (3.17) as "maximal-distance codes". For these codes, the S N R  loss resulted from 

increasing the number of levels can be almost totally recovered if an MLSD approach is taken. 

3.5.1. First-Order Codes 

A first-order coding polynomial results in an M-state trellis diagram, shown in figure 3.7. 

Figure 3.7: Trellis diagram of an M - q  first-order PRS scherne. 

For the coding polynomial 1 +fi D, the encoded signal associated with the transition from 

state "- 1 + iA" to state "- 1 + jA" is equal to h (- 1 + jA  + f, (- 1 + iA) ) , where i, j can take 

any integer values from O to M - 1 . The trellis shown in figure 3.7 clearly shows that the minimum 

distance of the code is always equal to h~ Jz. In other words, the first-order code is a maxi- 



mal-distance code regardless of f ,  . This result is confimed by figure 3.8. obtained from simula- 

tions. This figure illustrates that the noise performance of the first-order system relative to that of 

the uncoded system remains bounded with increasing SNR. As f1 + f 1, more shaping in the spec- 

m m  of the signal takes place, and the role of the MLSD detector in exploiting the redundancy 

introduced by coding becomes more cntical. 

Figure 3.8: SER of different first-order PRS-MLSD systems relative 
to ttiat of the ISE-free system. 

3.5.2. Second-Order Codes 

To further venfy the validity of the concept presented here and also show how the maximd- 

distance codes can be derived, the second-order PRS system is considered as another exarnple. The 

trellis diagram in this case is much more complicated than the one shown in figure 3.7. However, it 

is not difficult to recognize that the minimum distance of the code can only be equal to either one 

of the distances of the error events shown in figure 3.9, whichever is less. 

Figure 3.9: Different error events in a second order PRS-MLSD detec- 
tor for cdculating dmi,. 

Caiculation of the distances of the error events shown in the above figure is straight-forward. 

Ignorhg the details, the result is da = h ~ d m ,  d ,  = h ~ J 1  + ( 1  + f l )  ? +  (fi + f2) 2+$ ,  

and d,  = h&/l + ( 1 -fi) ' + Cf, -fi) ' +g for the events of a, b, and c, respectively. Based on 

the different values off, and f,. - one of these three expressions will be minimum. The region in the 



f, -fi plane in which da is minimum and the PR code is a maximal-distance code is plotted in fig- 

ure 3.10. Here, we have restricted ourselves to r21 5 1 , based on a similar argument we made in 

section 3.2. 

Figure 3.10: The region in the fi - f, - plane in which the PR code is a 

maximal-distance code (unshaded area). 

Simulation results of a second order MLSD-PRS scheme, with different values of f ,  and fi. 
show that for the coefficient values outside the shaded region in figure 3.10, the SER performance 

relative to the performance of an uncoded system converges towards a constant value. Whereas for 

a11 the values inside this region, the relative performance diverges. Figure 3.1 1 illustrates some of 

the results. 

Figure 3.11: Noise performance of the binary second-order PRS- 
MLSD relative to that of the uncoded ISI-free system. 

Also, note that for the codes which are not maximal distance, there will be an unrecoverable 

SNR loss of min (db, d,) / ( h ~  . even when an MLSD technique is ernployed. 



3.5.3. EPR Codes 

In addition to the dicode PRS, of our special interest arc the EPR codes given by (2.13). Apart 

from codes for n = O, 1, shown tc be maximal distance, n = 2 results in a trellis diagram which 

c m  also be shown to satisfy (3.17). This may not lx tme for other values of n .  For example, 

n = 3,4, and 5 lead to codes for which not al1 of the SNR Ioss c m  be recovered. There would be 

a Ioss of 2.2 dB, 3.7 dB, and 4.5 dB for each of these cases, respectively [32]. This is one of the 

resons the widely accepted EPR codes for use in the magnetic read channels have been limited to 

n 1 3  [57]. 

3.6. Practical Non-Idealities 
It is often desired to trade the complexity of the MLSD decoder for some degradation in its 

performance. Finite precision in the digital calculations or of the analog circuitry. lirniting the sig- 

nal, and mncating the length of the path memory are of important reIated issues. Also, some other 

impairments in the receiver irnplementation, such as timing jitter, adversely affect the perfor- 

mance. These subjects are briefly expIained in this section. The effects of other analog imperfec- 

tions will be discussed later. 

3.6.1. Path-Memory Tivncation 

It was mentioned earlier that MLSD, employing the VA, can be started as soon as the first 

transmitted syrnbol is received, however, it c m  not be completed until the whole sequence is avail- 

able to the receiver. Apparently, in cases where the length of the transrnitted sequence is too long, 

the decoding delay may not be tolerated. In this case, one might prefer to start detecting without 

receiving every transrnitted syrnbol, at the expense of some degradation in the performance. The 

amount of degradation depends on the tolerable decoding deIay and c m  be made as small as 

required by increasing the depth of the path rnemory. UsualIy, the path memory is truncated such 

that the additional probability of error is negligible compared to the MLSD error probability. 

Aithough some criteria such as truncating to 4-6 times the constra.int lengthl has been suggested in 

some cases [58,59], the actual length of the path memory depends on the minimum desirable error 

probability and varies from one application to another. 

In PRS systems, the sensitivity of the MLSD performance to path-memory truncation depends 

1. Constraint length is defined as the size of the encoder memory plus one and is the length of the input data 
which affects the encoded symbol at each time. 



on the interaction between the involved input symbols in the ISI mechanism. For the systems con- 

rider here ( I + f , D ) .  this interaction is maximitecl if f, = t 1. fil + O. the PRS system moves 

towards an ISI-free system. Consequently, we expect that for the sarne amount of degradation. the 

1 I D systems require deeper path memones. Figure 3.12 illustrates performance degradation of 

the decoder due to truncating the path memory for difFerent values of f , .  obtained from simula- 

tions. 

Figure 3.12: Performance degradation of a 1 +fi D PRS system due to 

path-memory truncation, at SNR = 12dB. 

The above plots confirm our intuitive conclusion that as the interaction between the input sym- 

bols in generating the PR signal increases, and the spectrum of the signal undergoes more shaping. 

the decoder needs a deeper path memory to better construct the original sequence. 

A related issue to the path-memory truncation, is the method by which the memory is tncked 

back. In some practical situations, to decrease the amount of signal processing in the decoder, it 

might be preferred to choose any arbitrary state and track its state-transition back. In general, this 

Iocal-optimum track back results in a detected sequence which is different from that corresponding 

to a global-optimum track back. Toward the start, the locai-optimum and global-optimum 

sequences are most likely the same. because of the merging which takes place in the histones of 

different state-transitions. However. toward the end of the sequences the depth of the path memory 

decreases and the probability of diverging increases. Even with complete merging. the last n bits 

in a 2"-state decoder do not agree. As a result, if the path mernory is deep enough. the local-opti- 

mum and global-optimum track backs yield the same detected bits. Figure 3.13 depicts typical 

SER performances of a binary dicode Viterbi decoder in two cases where the global and local opti- 

mum sequences have been tracked back. 

As can be seen from this figure, the degradation associated with the local-optimum track back 



Figure 3.13: SER performance of a binary dicode Viterbi decoder at 

back. 

c m  be compensated by an increase in the 

the decoding deIay is not a criticai issue, 

increasing the length of the path memory 

3.6.2. Level Limiting 

In an actual realization, because of 

amplitude of the signals is unavoidable. 

S N R  = 12dB, as a function of the path-memory Iength, 
when local and global optimum sequences are tracked 

length of the path memory. In cases where the increase in 

the local-optimum track back might be preferable, since 

is straight-forward. 

the limited dynarnic range of the circuits, limiting the 

Depending on the distribution of these signals, Iimiting 

levels should be set such that any degradation becomes negligibIe. In this section, we elaborate on 

the sensitivity of the VA to input-level limiting, in a binary dicode signaling scheme. 

With the amplitude of the received signal, y ( k )  , limited to h!,, (3. II) c m  be invoked to eval- 

uate the performance of the decoder for different values of L. Without lirniting, y (k)  wouId be 

concentrated around O and + 1 . So, one would expect a negiigible degradation as long as L 2 1 . 

From the other side, (3.1 1) shows that if L < 0.5, there would be no updates during the iterations, 

and two suwivors never merge. This corresponds to detecting either an al1 "O" or an al1 "1" digital 

sequence, which increases the SER to its maximum value of 0.5. As soon as L becomes slightly 

larger than 0.5, the update mechanism activates and the decoder starts to detect the signal. The 

number of crrors suddenly drops and the error performance approaches its minimum value as L 

approaches infinity. In practice, values of L greater than 1 have negligible effect. The simulated 

performance of the decoder and its sensitivity to input-level limiting is plotted in figure 3.14. 

It is also useful to look at the statistics of the difference signal in this case. With no updates for 

L c 0.5, Am (k)  would always remain equal to zero. As L is increased beyond 0.5 up to 1, the dif- 



Figure 3.14: SER performance of  the difference-metric dicode decoder 
with level-limited input signal. 

ference signal will mostly take one of the values of L ( L  - 0.5) , however, with some one-sided 

deviations due to the effect of the level-limited noisy input signal. For L 2 1 ,  where the nominal 

values of the signal is not affected by the limiter, Am (k)  wouId be concentrated around +OS with 

a one-sided deviation limited to f (L - 0.5) . As a resutt, limiting the leveis of the received signal 

to &L always limits the difference signal of a dicode Viterbi decoder to f (L - 0.5) . Figure 3.15 

shows some typical distributions of the limited input signal and the difference signal developed by 

the VA. 

Figure 3.15: Distributions of the input and difference signafs in a 
dicode difference-metric decoder with input-Ievel limiting 
at SNR = 12dB. 

3.6.3. Quantization 

In a digital reaiization of the decoder, the limited number of bits used in binary representation 

of the signals adds another source of imperfection. The effect of this quantization is often consid- 

ered as an independent additive white noise uniformly distributed over an interval equd to the 



minimum resolution of the digitized signal [60]. Assurning that the amplitude of the input signai is 

limited to + I  , based on the above mode1 the power of the quantization noise injected by a q-bit 

quantizer will be equd to 

Depending on the relative power of this noise to the channel noise, and sensitivity of the noise 

performance of the decoder to an increment in SNR, the minimum-required number of bits is 

determined. The simulated SER degradation of the dicode difference-metric decoder, with an input 

signal qüantized to q bits, is plotted in figure 3.16. The results are also shown for the case where 

the signal was not quantized and the quantization noise was taken into account as an additional 

independent noise compcnent in the overall noise, with the power given by (3.20). Good agree- 

ment between two cases shows that the above approach in modeling the effect of quantization is 

applicable here, as well. Apparently, the mode1 becomes more accunte as q increases. Also, it can 

be concluded that a minimum number of 6 bits is required at moderate-to-relatively-high SNR. 

Figure 3.16: Noise performance of a dicode Viterbi decoder when the 
input signal is quantized. 

The required nurnber of bits in the binary representation of the signal, in a digital decoder, can 

be translated to the accuracy needed in the circuits of its analog counterpart. We shall elaborate 

more on this when we exclusively focus on the anaiog decoder. 

3.6.4. Timing Jitter 

It was mentioned in chapter 2 that any timing perturbation in sampling the signal in the 

receiver results in an excess ISI. The arnount of this ISI depends on the transmitted sequence and 

the impulse response of the system. For a class-N system this response is plotted in figure 2.6. 

From this figure. it cm be observed that in a binary scheme, an altemating sequence maximizes the 



unwanted ISI. Also, it can be verified that in this situation, as an example, a timing phase error of 

10" results in an error in the sampled value by about 10%. This conesponds to a maximum 

achievable SNR of 20dB. This limit increases to 40dB, 34dB, and 26dB for the more realistic 

timing errors of 1 O ,  2" ,  and 5 O ,  respectively. In addition to demonstrating the sensitivity of the 

performance of the PRS system to a timing jitter, the results can be used to determine the required 

jitter performance of the sampler which enables the receiver to operate below the desired error 

rate. 

Maximum-likelihood sequence detection of digital sequences has been shown to considerabiy 

outperform the traditional syrnbol-by-symbol detection technique. The difficulty is, however, the 

significantly higher volume of computations or, equivalently, the complexity of the detector cir- 

cuits. Sequence detection, based on the Viterbi algorithm, has been applied to cases where the dig- 

ital information experiences some inter-symbol interference during the transmission. Applying the 

Viterbi algorithm to a two-state trellis diagram, resulted from a first-order partial-response signai- 

ing scheme with binary input, reduced to a difference-metnc algorithm. The significance of this 

algorithm was that it resulted in propagating only one signal, which could be easily updated. In 

addition to the simplicity of implementation by itself, the difference-metric algorithm applied to a 

dicode partial-response signal was further simplified. It will be shown later that the resulting algo- 

rithm, cailed the input-interleaved algorithm, realized in an analog fashion, outperforms any other 

detector reported so far. 

AIso, it was s h o w  that almost al1 of the loss in the performance of the symbot-by-symbol par- 

tial-response detector, compared to the uncoded communication system, can be recovered by a 

sequence detector, if a maximal-distance code is used, AIthough al1 of the maximal-distance codes 

are not necessarily important in practice, the concept was used to prove that partial-response sys- 

tems do not inherently perform worse than uncoded systems. 

Finally, some practical issues in implementing a dicode sequence detector were investigated. 

As a result, some parameters, which are important in practice such as lirniting levels of the circuits 

and minimum required number of bits (or needed accuracy) in representing the signals. were 

derived. 



Chapter 

Class-IV Partial-Response 
Analog Viterbi Decoder 

Analog Viterbi decoders have recently been shown to be viable alternatives to their traditional 

digitai counterpxts. Analog detectors offer the advantages of reduced power and size primarily 

due to the elimination of the analog-to-digital converter (AID). For the applications considered 

here, the saving is significant. For exarnple, the 6-bit AID required in a fast and small digital 

PRML disk drive is likely to dissipate more power than the entire read-channel power budget. 

Also, since in this application high accuracy is not needed, simple analog circuits can be employed 

to realize the VA. Using simple circuitry often translates to analog implementations which operate 

faster and lead to further savings in power and area in implementing the decoder itself. For exarn- 

ple, 36 gates are required to perfom a Cbit digital summation, whereas two simple current sources 

perform the sarne function in the analog domain. 

The above advantages of analog implementations have been investigated and demonstrated 

[55,  56. 61-71] and a commercial reaiization for magnetic read channels is currently available 



[70]. Higher-rate analog products will IikeIy appear in near future [72]. AIthough digital signal 

processing has been considered for, and employed in, most of the advanced rad-channel chips 

(even with analog front-ends) (73-881, an industry-based survey indicates that analog realizations 

operate at considerably higher speeds and lower power consumptions when fabncated in sirnilar 

processes [16]. Table 4.1 summarizes some of the resuIts. Straight-forward design procedure and 

less dependency of the design to process parameters are the reasons most of the companies have 

pursued digital approaches so far. However, the fact that the required equalization and timing 

recovery can be also perfomed in the anaiog domain [66, 70, 79, 83, 891 and increasing dernands 

on the size, power consumption, and speed seems to force most of the companies toward analog 

realizations [go]. 

Table 4.1: Summary of the advanced read-channel chips. 

Published in 1991 1994 1994 I 1994 

1 Drtector II Digital Vitehi Digital Vtcrbi Analog Vitchi Digitai Vlerbi I I I I 
1 Pr-s II 1 .2 BiCMOS 1 0.8 CMOS 1 l BiCMOS 1 0.8 BiCMOSI 1 

1 0.8 CMOS 1 

(mm') 2 Chips 

Power (W)/ I 1 0.691 0.781 1.851 
Rate (MSls) 11 

27 ( 36 / 111 1 72 1 

P R 4  EPRJ 

1 BiCMOS 0.6 CMOS 0.5 BiCMOS s 
This chapter describes a high-speed low-power analog Viterbi decoder for class-IV PR signais. 

A new architecture based on input interleaving is introduced that su bstantially increases the speed 

of the analog circuitry. The decoder was fabricated in a 0.8ym BiCMOS process, consumes 

30mW power from a 3.3 V single supply while operating at 200MS/s. The chip contains two 

time-interleaved dicodes each consisting of a fully differential analog processing core and a digital 

path memory. The total core area is only 0.5mrnt. 

The chapter starts with deriuing the analog dgorithm and describes the designed decuder in 

detail from a top level down to layout. Expenmental results of a discrete prototype and an inte- 

grated-circuit (IC) implementation of two different decoders are also given. 



4.1. Analog Detector: An Adaptive Threshold ~evice' 
It was mentioned in chapter 3 that a class-IV decoder can be reaiized by time interleaving two 

independent dicode decoders. In addition to the benefit of openting each dicode at haif the symbol 

rate, in an MLSD decoder this decomposition is helpful in that it reduces the 4-state Viterbi 

decoder to two 2-smte decoders. Furthemore, the difference-rnetric algorithm described in section 

3.2.1 c m  be invoked to decode each dicode signal. This is pruticularly important in an analog 

implementation, since, as will be shown shody, the difference metric algorithm (and our new der- 

ivation, the input-interleaved algorithrn) c m  be efficientIy realized in the analog domain. 

The difference-metric algorithm applied to a dicode scheme results by inserting f, = - 1 in 

(3.8). This yields 

v ( k )  -0 .5 

[: 
Am ( k -  1 )  c y ( k )  -0.5 y 

A m ( k )  = A m ( k - 1 )  y ( k )  - O . S c A m ( k -  1) < y ( k )  +OS (4- 1) 
v ( k )  +.OS . y ! k )  + O . S c ~ m ( k -  1 )  & 

Alternatively, the decision regions can be descnbed by slicing the input signal to the decoder, 

y ( k )  . The result is 

i 
y ( k )  -0.5 y ( k ) > A m ( k - ! ) + O S  y 

~ m ( k )  = A m ( k - 1 )  . ~ m ( k -  I )  + O . S > y ( k )  > ~ m ( k -  I) -0.5 (4.2) 
y ( k )  + 0.5 , A m ( k -  1) - O S > y ( k )  & 

The latter representation is interesting in that it interprets the Viterbi detector as an "adaptive- 

threshold device" [55] ,  and mdces the cornparison between the traditional symbol-by-symbol 

detector and the sequence detector more interesting from an implementation point-of-view. The 

symbol-by-symbol detector shown in figure 2.11 employs a threshold device with threshold levels 

at + O S ,  for a temary dicode signal. Comparing this detector with that described by (4.2), shows 

that the difference-metric Viterbi detector can be viewed as a threshold device which adaptively 

biases its threshoId levels using Am (k  - 1) . Figure 4.1 illustrates the decision regions used by 

these detectors. 

One direct conclusion of the above cornparison is that the arnount of signal processing 

required in the Viterbi detector is not much more than that of the symbol-by-symbol detector. A 

sequence detector should be considered even when implementation complexity is an issue. Also, 

note that the path memory required by the Viterbi detector consists of a small number of simple 

1. The "adaptive threshold" referred to here. should not be confused with the "dynamic threshold" 
descrikd in [9 1 1. 



a. Symbol-by-Symbol Detector b. Viterbi Detector 

Figure 4.1 : Decision regions in dicode detectors. 

digital blocks. 

4.2. The Adaptive-Threshold Architecture 
The update mechanism given by (4.1) States that the new value of the difference metric signal 

is a hard-lirnited version of the previous value to the lirniting levels y (k)  + 0.5. Figure 4.2 depicts 

this relationship. 

Figure 4.2: Limiter interpretation of the adaptive-threshold Viterbi 
detector for decoding a dicodc signal. 

In addition to updating the difference signal, hard information regarding the decision region in 

which the previous difference signal fafls in, is also required. This information updates the con- 

tents of the path memory based on the survivor extensions s h o w  in (4.1). The two aforemrntioned 

goals cm be achieved by the simple block diagram shown in figure 4.3. In this block diagram, two 

DC-shifted versions of the input signal are generated and compared with the previous value of the 

difference signal stored by an intermediate multiplexing sample and hold (Sm). In the comparison 

phase, the outputs of the latched cornpantors are held at ground and both of the switches of the 

intermediate SM are open, retaining the previously-stored voltage. Based on the comparison 

results. and during the latch phase, the stored value is either updated to one of the generated signds 

or is not updated at all. Note that the multiplexing S N  may track only one of its inputs at each time 



step, as two comparators can not output a "1" at the same time. 

CLK 1 I 

Figure 4.3: B Iock-diagram realization of the adaptive-thres hold Vit- 
erbi detector for decoding a dicode signal (the adaptive- 
threshold architecture). 

The precision of the analog circuits is modest, since typically only six bit accuncy is needed in 

this type of decoder'. Also, as seen in figure 4.3. the complexity of the decoder is estimûted to be 

near to that of a 2-bit A/D. Comparing to a 6-bit A D  used in a digital realization. speed and power 

benefits are expected to be gained through this analog implementation. 

In addition to updating the difference signal by properly controlling the multiplexing SRI.  the 

outputs of the comparators are also used to update the path memory. For best performance, the 

final decision must be made only after al1 the paths in the path memory have merged. In practice, 

however, truncation is used to reduce the decoding delay and size of the required memory. The 

truncation lengdi is determined such that the excess SER is negligible2. The register-exchange 

method is a commonly used technique for storage of the survivor sequences in Viterbi decoders 

with low number of States [52]. In this method, one shift register with a length equal to the t an -  

cated length of the path memory is used for each state. The different shift registers are then inter- 

connected according to the trellis diagram such that the optimum paths throughout the trellis are 

directly mapped into digital sequences stored by these shift registers. Applying this method to the 

dicode decoder results in two inter-connected serial/parallel idout shift registers shown in figure 

4.4. The seriaYparalle1 loadings are controlled by the compamtor outputs at the end of each item- 

tion. 

The adaptive-threshold architecture shown in figure 4.3 was the fastest architecture at the time 

it sas proposed [55] .  The key point was it avoids using any analog signal in the feedback path of 

1. See section 3.6.3. 

2. See section 3.6.1. 



Figure 4.4: The decoder path memory based on the register-exchange 
meihod. 

the decoder. In addition to reducing the sensitivity of the structure to analog imperfections (to be 

discussed later), absence of analog signals in the feedback path eliminates the need for a delay in 

the analog signal and increases the speed. The delay is necessary to prevent a destructive feedback 

and was implemented by using a master/slave S / H  in 1691. Eliminating this SM greatly improves 

the speed, as the SM plays a major role in this regard 1671. Other minor advantages are dso  

present, as the front-end circuit in the presented structure is as simple as a DC-level shifter. AI1 

these improvements have been achieved by fully exploiting the difference-metnc algorithm in the 

proposed analog implementaiion l . 

4.3. The Input-Interleaved Architecture 
Although the adaptive-threshold architecture can lead to a fast malog decoder, higher speeds 

c m  be obtained by modifying the Viterbi algorithm into what we refer to as the "input-interleaved 

algorithm". The basic idea is to eliminate the intermediate SM in figure 4.3 to avoid latency due to 

its settling. This elimination is possible, as the value sarnpled by this S/H is a function of an 

alread y-sampled signal. 

Recall frorn section 3.3 that the input-interleaved algorithm proceeds by updating two quanti- 

ties y (j) and u according to the iterations given by (3.14). This expression is repeated here for 

convenience 

. ~ t i ) + u < y ( k )  "-T 
y u )  = y i ' 1 . u  = u .yu) + u - 1  c y ( k )  < y u )  + u  - (4.3) - 

y ( k )  < y u )  + u -  l 

Figure 4.5 depicts a graphical sketch of the input-interleaved algorithm. If r i  = 1, the decoder 

sets its threshold levels to y (j) and y 0') + 1. The previously-sarnpled input signal will be 

retained only if the input signai lies between two threshold levels, and will be updated to the cur- 

rent input if it fails outside these two levels. At the same time, the DC offset will not be changed if 

- 

1 .  In fact, (4.1) and (4.2) were derived from scratch in the search for a suitable analog realization. 
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the input is less than y G) + I and will be switched to O if it is more than y (j) + 1 .  The decoder 

uses the new values of y (j) and u in the next iteration, however, if the DC offset is switched to O, 

the new threshold levels will be y 0) - 1 and y ( j )  . The situation for 14 = O is simiiar, and is 

shown in figure 4.5.b. 

a. u=l b. u=û 

Figure 4.5: Graphical ilIustration of the input-interleaved algorithm. 

The above algorithm c m  be implemented by the block diagrarn shown in figure 4.6. The front- 

end consists of two SMs. While the input signal is sampled ruid stored by one of the SMs, the pre- 

vious input sampie is held by the other SM. The connections between these S/Hs resemble an 

interleaved structure, giving rise to the name "input-inferleaved" for the algorithm and the archi- 

tecture that realizes it. 

y01 

CLK 

Figure 4.6: Block-diagram reaiization of the input-interleaved Viterbi 
detector (the input-interleaved architecture). 

In figure 3.6, constructing the threshold levels and comparing hem with the input signal are 

accomplished by properly combining the current input, the previously-sampled input, and the DC 

offset, and checking the polarities of the resulting combinations. The two input signals are com- 

bined together in two separate branches, with the DC offset introduced to only one of them. The 

branch to which the offset is added, is determined from the results of the previous iteration. Thus, 

adding the offset to the upper branch corresponds to having u = 1 in (4.3) and figure 4.5, whereas 

adding it to the lower branch corresponds to u = O. The comparator outputs are utilized to gener- 

ate the required switching signal, S (to switch the DC offset between two branches), and the tog- 



gling signal, T (to toggle the input SMs if an update in y (j) is needed). as well as to update the 

contents of the path memory. 

The update mechanisms illustrated in figure 4.5 clearly determine the rule for generating the 

signals S and T. The input S/Hs should toggle whenever an update in y (j) is required (Le. when 

the input signai exceeds the region between two threshold levels.). In figure 4.6. it c m  be easily 

venfied that if the input signal lies in between these levels. none of the comparator outputs will be 

"I". and if y ( k )  exceeds this region, then one (and only one) of the comparaton will result in a 

"1 ". Consequently, a toggling should occur if either one of the outputs is "1 ". This is accomplished 

by ernploying a T Rip-flop toggled by both of the comparators. If the DC offset is already added to 

the upper branch. it should be switched to the lower branch only if y (k) is above the upper thresh- 

old. that is, if the output of the upper comparator is "1" (Note that the lower comparator outputs a 

"O".). The offset should only be switched back to the upper branch if y (k)  falls below the Iower 

threshold level. In this case, the Iower comparator will have a " 1" at the output and the upper com- 

parator outputs a "O". As a result, an SR flip-flop c m  be employed to switch the DC offset signal 

back and forth between two branches. This flip-flop should be set by the upper comparator and 

reset by the lower comparator. When y ( k )  lies in the middle decision region, none of the compar- 

ators output a "1". and the SR flip-flop retains its state. 

Note that in figure 4.6, in combining the sarnpfed-input signals, a sign change results whenever 

a toggling occurs. These sign changes are compensated by utilizing polarity switches which are 

controlled by the toggling flip-fiop. 

Findly, it should be mentioned that the path memory of the input-interleaved decoder is iden- 

tical to that of the adaptive-threshold decoder. This memory structure is illustrated in figure 4.4. 

4.4. Imperfections 
Analog implementations usually suffer from DC ofTsets. mismatches. and charge injections. 

Other imperfections such as finite precision in processing, truncating the path memory, limiting the 

input signd, and timing jitter in the sarnpling instances affect both digital and analog realizations. 

These effects were investigated in chapter 3. To examine the sensitivity of the proposed structures 

to analog imperfections, the derived algorithm were simulated in the presence of these irnpair- 

ments. In what folIows, major sources of errors are considered and performance degradations of 

the adaptive-threshold and input-interleaved decoders are evaluated. It wiIl be shown that these 

decoders show low sensitivities to these impairments. 



Note that in our evaluations, the arnounts of the impairments have k e n  often exaggented. 

This is to illustrate the robustness of the decoders against imperfections. This robustness rnakes the 

presented structures suitable for analog implementation. Finally, it should be mentioned that these 

non-ideal effects are expressed in percentage of the PR-signal peak-vaIue. 

4.4.1. Comparator Offset 

Due to the fact that comparators are one of the most important sources of DC offsets in analog 

designs, this offset and its effects on the performances of the anaiog decoders are considered here 

in more detail. in addition. it will be shown that some other impairments c m  be modeled by equiv- 

aient comparator offsets, and the results presented here can be directly applied. in Our analog 

decoders, an offset introduced by one of the comparators can be translated to a shift in the thresh- 

old level realized by that comparator. Figure 4.7 illustrates the concept when offsets equal to Vfp,,  

and V,,,/ are considered for the upper and lower comparators in figures 4.3 and 4.6 respectively. 

a. Adaptive-Threshold Decoder b. input-Interleaved Decoder 

Figure 4.7: Effects of comparator offsets on the threshold levels of the 
decoders (Figures 4.1 .a and 4.5). 

As can be seen from the above figure, the offsets do not affect the performance if the input sig- 

nal does not lie in the regions between the original threshold levels and the shifted Ievels. Other- 

wise, an error equal to either VoSu or V,,,, will occur in updating the threshold levels. Although the 

effect c m  be modeled as a noise added to the input signal, the fact that this additional noise is nei- 

ther Gaussian nor uncorrelateci makes simulations more appealing. The bit-error rate (BER) per- 

formances are plotted in figure 4.8. The Viterbi bound plotted in this figure is given by (3.15) at 

high SNR and obtained by simulations at low SNR. The threshold-device performance was evalu- 

ated in section 2.4.1 and is included here for cornparison purposes. 

Alternatively, the degradation c m  be expressed in the form of the loss in the coding gain. Fig- 

ure 4.9 is a sample plot which illustrates the achievable coding gain as a function of the compara- 

tor offsets at a BER of 104. 



Figure 4.8: Performance degradation of the analog decoders due to the 
comparator offsets. 

Figure 4.9: Performance degradation of the adaptive-threshold and 
input-interteaved decoders due CO the comparator offsets at 
BER = 1 0 - O .  The degradation is expressed in terms of the 
achievable coding gain. 

These resuIts show that the ndaptive-threshold and the input-interleaved decoders are toterant 

against comparator offsets and with a careful design (and for reasonable signa1 amplitudes) simple 

comparators without offset cancehtion techniques c m  be employed. 

4.4.2. Combiner Offset 

Offsets produced at the outputs of the combiners in figures 4.3 and 4.6 also affect perfor- 

mance. For the input-interleaved decoder, it can be easily seen that these offsets are equivalent to 

offsets in the corresponding comparators. However, for the adaptive-threshold decoder, the situa- 

tion is different. Figure 4.10 illustrates this decoder when offsets equal to V,,! and V(,,2 are 

present at the output of the combiners. These offsets can be represented by equivaIent voltage 

sources shown in figure 4.10.b. If the 1st-ctosed switch is the upper switch, V,,, has been sam- 

pled and stored by the multiptexing SM. This means that the output of the upper comparator will 

not be affected by the offset, but, the lower comparator, in conjunction with the equivalent sources, 



can be modeled by a cornparator with an offset equal to V,, , - VtIs,. However. if the lower switch 

is the last-closed switch, Vos? has been stored. the upper comparator models a comparator with 

offset Vox, - Vos,, and the lower comparator behaves onset-free. 

Figure 4.10: Offsets at the output of combiners (a) and their equivalent 
representation (b). 

The above argument shows that a differential offset has the sarne effect on the performance as 

an equai offset introduced by onIy one of the comparators does. In addition, the adaptive-threshold 

decoder is insensitive to any cornrnon-mode offset. This insensitivity can be also exptained by the 

common-mode rejection property of the structure, since any common-mode signal wiIl be sarnpled 

by the multipIexing SM and cancelled in the next iteration. 

4.4.3. Gain Mismatches 

Gain mismatches result if the relative weights associated with the inputs to the combiners 

deviate from their nominal values. In the input-interleaved decoder, however. there is less require- 

ment on the gain matching. Two sets of weights, associated with two cornbiners, can be scaled 

independentiy without afFecting the performance. The effect of gain mismatches c m  be quantified 

by considering gain deviation factors shown in figure 4.11. 

a. Difference Metric b. Input Interleaved 

Figure 4.1 1 : Gain deviation factors used to quantify mismatches in two 
types of analog decoders. 

Due to the symmetry in the input-interIeaved decoder, shown in figure 4. I 1 .b, this structure 



exhibits identical sensitivities to dl of the gain deviation factors. However, this is only m e  for 

deviation factors g and g, in the adaptive-threshold decoder, in figure 4.1 1 .a. Figure 4.12 depicts 

these sensitivities to different gain rnismatches. Note that both of these decoders exhibit low sensi- 

tivities to each one of the gain rnismatches. 

Figure 4.12: 
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Effects of different gain mismatches on the performance of 
the decoders. 

In figure 4-13, the overall effects of gain mismatches are shown when dl of these deviations 

are present. Frorn the different possible combinations, the worst case has been shown. 

4.4.4. Sensitivity to the Reference Voltage 

In an actual circuit, a reference voltage realizes the constant vaIues used in the decoder block 

diagrams. Recall that these values were obtained from normalizing peaks of the PR signal, and 

based on other requirements (such as supply voltage) the scaling factor is determined. 

Although it might not be clear from their block diagrams, the adaptive-threshold and the input- 

interleaved structures show identicai sensitivities to changes in the reference voltage. A change in 

the reference voltage is equivalent to having a differential offset at the combiner outputs in the 

adaptive-threshold structure. In section 4.4.2 it was s h o w  that the impact of such an offset is, in 



Figure 4.1 3: Worst-case performance degradation when al1 of the mis- 
matches are present. 

turn, equivalent to that caused by the same amount of offset introduced by either one of the com- 

paraton. If the input-interleaved decoder is examined from this point-of-view, the equivalency 

between a change in the reference voltage and the same amount of offset introduced by one of the 

comparaton becomes evident. Every time the DC voltage is added to one branch, the impact is 

identical to that of an equal offset in the corresponding comparator. 

Note that the above sensitivities are also applicable to the cases where the input signal under- 

goes either an unwanted attenuation or amplification. This is based on the fact that these decoders 

are only sensitive to the relative amplitudes of the input signal and the reference voltage. This also 

explains w hy the decoders have identical sensitivities to changes in the reference voltage. 

4.4.5. Charge Injection and Clock Feedthrough 

As any other SM, the S/Hs used in the analog decoders contribute to the errors by partly 

injecting their channel charges and clock signals to the stored values. The change in the voltage 

value is a function of the input signal. However, if the input signal fluctuation is small, the input 

dependency of the injected voltage can be negiected. This is the case in the decoders described 

here, where the peak-to-peak of the input signai is only a fraction of a volt. Ignoring the signal- 

dependent part of the injected value, one can conchde that the input-interleaved structure is insen- 

sitive to charge injection, since two injected signds cancel each other in the combiner. In the adap- 

tive-threshold structure, two sources of charge injection are present. The charge injected by the 

input SM does not have any effect as it appears as a common-mode signal. In contrat to this, the 

charge injected by the interrnediate SM degrades the performance of the decoder and c m  be con- 

sidered as equivalent offsets for the comparaton. It should be emphasized here that the signai- 

independent charge injection and clock feedthrough will be further reduced in a fully-differential 



realization. 

4.5. Integrated-Circuit Implementation 
The adaptive- thres hold stmc ture was evaluated in prac tice by test ing a discrete prototype, 

However, since achieving high speeds was the primlîry goal, the input-interleaved decoder was 

chosen for an IC realization. Note that the complexity of this decoder is only slightly more than 

that of the difference metric decoder, since the overhead circuitry is very simple and rnay be 

absorbed in the adjacent blocks as will be described lacer in this section. 

A possible circuit implementation of the input-interleaved structure is iIIustrated in figure 

4.14. Ali signais are differential to combat destructive effects such as common-mode noise and 

charge injection. 

Figure 4.14: Circuit realization of the input-interleaved Viterbi detector. 



In figure 4.14, the input SMs, consisting of a differential dual switch connected to holding 

capacitors, store the present and the previous input signals. These signals are converted to currents 

and combined with appropriate polarities by passing the currents through resistors via cascode 

transistors. The role of the cascode stages is to maxirnize the bandwidth when the voltage-to-cur- 

rent converters are connected to the load resistors. These stages are more helpful if a large gain is 

required and are not cntical in Our design. As shown in the block diagrarn in figure 4.6, a DC sig- 

nai should be added to either one of the above combinations. A DC voltage obtained from an off- 

chip differential reference is also converted to current. appropriately switched. and added to one of 

the parallel branches. The series resistances connected to the signal and DC input terminais are 

small and are used as cunent-limit protections. Each holding capacitor is divided into two paralle1 

capacitors to help achieving syrnmetry in the layout. 

The resulting differential voItages are apptied to two latched comparators which decide on the 

polarity of these signals. Cornparison results are used to update the path memory, and aiso to gen- 

ente  the toggling signal, T ,  and the switching signal, S. These signais are fed back to possibly 

update the previously-sampled input signal, by toggling the input SM, and the DC offset signal, by 

switching it from one branch to the other. 

a, to Oj, s h o w  in figure 4.14. are different phases of a clock signal. These phases are 

obtained from a master clock by a simple circuit which will be discussed later. 

Based on the realizations shown in figures 4.4 and 4.14, an analog Viterbi decoder chip was 

designed and fabricated in a BiCMOS process. The chip contains two input-interleaved dicode 

decoders which were internalty time interleaved to decode a class-IV PR signal. In what follows, 

the design issues of the different building blocks will be addressed and the circuits will be 

explained in detail. All the BJTs shown in the circuits have the minimum size and the gates of the 

MOSFETs have the minimum length of 0.8pm unless it is specified. Widths of the MOS devices 

(in Pm) and specifications of other components are given in each figure. 

4.5.1. Differential Dual Switch 

A differential dual switch was used in a variety of locations. This switch consists of four 

NMOS transistors, connected as shown in figure 4.15, and has one differential input and two dif- 

ferential outputs. Two complementary digital signals determine which output the input signal 

should be directed to. 

The above switch was utilized to implement the input SM, to switch the offset signal back and 
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Figure 4.15: The differentiai dual switch used in figure 4.14. 

forth between two branches, and to serve as a polarity switch for the reference voltage, a11 in a dif- 

ferential manner. Also, this switch was employed to perform the AND functions shown in figure 

4.14, as wil1 be described later. 

OnIy NMOS transistors are used. since the voltage levels of the signals handled by the 

switches are considerably lower than the supply voltage minus the transistor threshold voltage. 

4.5.2. Voltage-to-Current Converter 

A BJT diffe~nt ia i  pair, linearized by emitter degeneration, was used to realize the voltage-to- 

current converter (VA). Source follower input stages provide the required high input impedances 

as well as the necessary level shifts. As a result of these level shifts. the on-resistances of the input 

switches are minimized by reducing the input common-mode to near ground. The VA circuit is 

depicted in figure 4.16. 

In' - 1  2411.2 ln- 

Figure 4.16: Circuit realization of the VA block. 

As shown in figure 4.14, the resulting currents, after combining, are converted back to voltage 

by resistors. The voltage gain is dominantly set by the ratio of the load resistors to the degenention 

resistor in the VfI circuit. Good matching between poly resistors used in the IC implementation 

results in having very low gain mismatches and DC offsets when cornbining the signals. Note that 

rnismatches between biasing current sources also contribute to generating the offset. By employing 



BJTs and careful layout design, these mismatches can be kept very low as well. 

4.5.3. Latched Comparator 

In designing comparators, the use of a BiCMOS process aids a circuit designer. The resolution 

of a cornparator is often limited by its offset voltage and becomes more severe if the input dynarnic 

range is small. Offset anaiysis shows that, in g e n e d ,  CMOS latches exhibit much more offsets 

compared to bipolar latches [92]. This offset can be partly overcome by utilizing a high-gain 

preamplifier before the latch. Offset of this prearnplifier should be kept small, as, in turn, it con- 

tributes to the overall input-referred offset voltage of the comparator. In a CMOS realization, large 

size transistors andor  offset cancelation techniques can help in reducing the offset, however, the 

speed of operation will be reduced. On the other hand, a bipolar latch has a lower offset and per- 

m i t ~  a smailer gain in the prearnplifier, resulting in a correspondingly faster response. However, 

bipolar comparators do not have rail-to-rail output swings, required in many applications. Al1 of 

the above advantages can be attained in a BiCMOS process, where both of these devices are avail- 

able. The basic idea is to obtain a low input-referred offset voltage by ampIifying the signal with a 

high-gain wide-band low-offset bipolar preamplifier pnor to applying it to a CMOS htch [93]. The 

availability of bipolar transistors can further be appreciated if a bipolar latch is interposed between 

the prearnplifier and the CMOS output latch [92]. This relaxes the constnints on the preampIifier 

and is particularly helpful in high-speed iow-power designs. In fact, it has been concluded that to 

minimize the power-delay product. the amplification required in a comparator is best obtained by 

means of regeneration [94]. 

In the design presented here, as shown in figure 4.17, the differential signal is first amplified 

with a gain of less than 10. by activating one of the differential pairs of Q,  and Q, - or Q, and Q,. 

Rather, the amplification is mostly done by incorporating Q5 and Q6 in a positive feedback con- 

figuration. Regeneration initiates at the beginning of the latch phase. L. Slightly zifter this positive 

feedback is started and a large-enough signai is developed. a CMOS latch is activated to produce a 

rail-to-rail swing output signal. The output CMOS latch is controlled by a delayed version of the 

latch signal, L. Both of the regenerative stages will be reset during the next amplifying phase. 

Two cross-coupled differentid pairs in the preamplifier provide the capability of reversing the 

polarity of the signal. This capability allows us to compensate for the sign change, which results 

each time a toggling between the input Sms occurs, by biasing one of the differential pairs at a 

time. Note that this polarity change is in conjunction with a change in the polarity of the DL sig- 

nal, as shown in figure 4.14. 
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Figure 4.17: The latched-comparator circuit. 

4.5.4. Multiplexed-Input D Flip-Flop 

As shown in figure 4.4, the path memory of the decoder is composed of two interconnected 

strings of D flip-flops. Each flip-flop should be able to accept either a serial or a parallel input. This 

capability c m  be provided by using a regular latch with a 2-to-1 rnultiplexer at its input. Figure 

4.18 depicts a typicd circuit realization of the multiplexed-input D flip-flop. 

Seriid In 
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Figure 4.18: Multiplexed-input D flip-flop used to implement the path 
memory. Two small feedback inverters are shown inside 
the feed-forward inverters. 

As the above figure shows, a dynarnic Iatch is used to constnict the flip-fiop, however, this 

latch has been converted to a static latch by means of small feedback inverters [95]. These invert- 

ers are used to help the circuit to maintain its interna1 States, until a new load takes place, and 

should not have Iarge driving capabilities. A large driving capability will prevent the new data 

from overwriting the old data once a loading command is issued. This can be achieved by employ- 

ing smail transistors in the inverter circuit. 

Note that in the above realization, only one of the serial and parallel control signals, S and P, 

should become high at a time. The selected input will be transferred to the output at the positive 

edge of C. As will be seen shortly, the above fiip-flop functions as a master-slave flip-flop in the 



path memory structure. 

4.5.5. Path Memory 

The path memory consists of 2-by-12 multiplexed-input D flip-flops utilized in the structure 

illustrated in figure 4.4. Figure 4.19 depicts the result. 

Figure 4-19: Path memory implernentation using multiplexed-input D 
flip-fiops. 

In this figure. Ao. &, . Bo. Bo, A , .  . B I .  and & are outputs of the latched comparators, and 

their compiements, shown in figure 4.14. These signais control the serial and parallel loadings of 

the shift registers. Based on the decision regions sliced by the comparators (i1Iustnted in figure 

4.5 in conjunction with (4.3)). either a seriaVparalle1, a seriaYsenal, or a paralleVseria1 loading 

should occur in the contents of the upper~lower (corresponding to States "O/f ") shift registers, in 

figure 4.19. From both of the outputs of each one of the comparators, which are initially pulIed 

down to ground by transistors M I  and M, in figure 4.17. one and only one will be pulled up dur- 

ing the latch phase. These positive transitions can be used to perform the required loadings. Table 

4.2 sumarizes the loading d e s .  This table demonstrates that the serial loading of shift register 

"O" should be controlled by complernentary signals Bo and q, the serial loading of shift register 

"1" by B I  and the parallel loading of shift register " O  by A. and &, and the parallel loading 

of shift register " 1" by A ,  and Al . 
Table 4.2: Loading niles for the shift registers of the patti memory. 
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At each positive transition, one of the input sets of the corresponding shift register is trans- 

ferred into its internal nodes by overwriting the first latch stages of the D ffip-flops. The serial or 

parallel loading becomes complete at phase O,, when the second latches of the flip-flops are 

forced to follow the internal contents of the shift register. The last D flip-flops in two chains output 

the decisions made by the detector. The final decision is the one which corresponds to the optimum 

path. However, If the path memory is deep enough, two survivor sequences will merge at some 

point and both of the shift registers output identical decisions. This implies that, one of the outputs 

cm be arbitrarily selected as the final decision of the decoder, with negligible degradation. 

In section 4.3, it was stated that an SR flip-flop is required to switch the DC-offset signal 

between the upper and lower branches of the decoder. As s h o w  in figure 4.14, two cross-coupled 

NAND gates are employed to function as an SR flip-flop with and R inputs connected to Al and 

A,, respectively. This results in setting the flip-fiop by the upper comparator and resetting it by the 

Iower comparator, as expected- 

A T flip-flop, also shown in figure 4.14, generates the toggling signal to control the input S / H s .  

This flip-flop can be constructed from the D Iatch, depicted in figure 4.18, by inverting its output 

and feeding it back to both of the serial and parallel inputs. The serial and parallel loading controls 

cm then be utilized to implement the required OR function, also shown in figure 4.14, without any 

need to further circuitry. The finai signals used to toggle the SIHs, are derived by use of two AND 

gates. Fast AND gates c m  be implemented by adding only two transistors to the switch shown in 

figure 4.15. Figure 4.20 illustrates the final circuit which generates the toggling signals. 

f l o ~  and reauired - ire 4.20: Circuit implementation of the T Bip- 
gates shown in figure 4.14. 

, 

Clock Generator 

The different dock phases were obtained by the clock generator circuit s h o w  in figure 4.21. 

This circuit accepts a single-phase dock at its input and generates the appropriate phases a, to 

a, addressed in figures 4.14,4.19, and 4.20. 



Figure 4.2 1 : The dock generator circuit. 

In the above circuit. the required delays are obtained through the use of inverters. Figure 4.22 

illustrates a sarnple timing diagrarn. 

Figure 4.22: Timing diagrarn of the dock generator circuit. 

4.5.8. Biasing Circuit 

The analog circuits described so far are biased by an adjustable current genented off chip. On 

chip, this current is mirrored to generate the required biasing currents by NPN transistors. NPN 

transistors are preferred to NMOS devices to achieve better matching. However. to bias the source 

followers in figure 4.16 PMOS transistors are used due to non-availability of PNP transistors. 

These devices are employed in a cascode configuration with an improved swing capability [60]. 

Figure 4.23 illustrates the biasing circuitry. Note that a single input current generates ail the bias- 

ing voltages for the NPN and cascode PMOS current sources. This current c m  be provided by 

either LI off-chip cumnt source or an off-chip resistor. The nominal bias current is considered to 

be 100pA. 

Figure 4.23: The biasing circuit. 



4.5.9. Interleaving and De-interleaving 

Time interleaving at the input was accomplished by applying the class-IV signal to both of the 

dicode decoders and using complementary phases for the second dicode. The complementary 

phases were obtained by a dock generator sirnilar to figure 4.21 with the input inverter replaced 

with an RC low-pass circuit. The RC time-constant was chosen to accommodate the deiay of the 

eliminated inverter to a first-order approximation. 

De-interleaving the outputs was done by two 2-to- 1 multiplexers. Each multiplexer accepts 

two corresponding outputs from each one of the path mernories and combines them into one bit 

Stream. A single address line, extemally available, controls the multiplexers. If this line is clocked 

by the master dock of the decoder, two outputs of the path rnemories are de-interleaved, resulting 

in a full-rate cI~ss-IV decoded output with a decoding delay of 24 bits. However, by connecting the 

address line to either low or high, each individuai dicode outputs its own decoded signal, which 

runs at half the rate with an effective decoding deIay of 12. This capability was extensively used in 

testing the decoder in practice. 

Figure 4.24 depicts the output multiplexers constructed from transmission gates and con- 

trolled by a common single-bit address line. 
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Figure 4.24: The de-interleaving multiplexers. 

4.5.10. Output Buffers 

To be able to drive the pads and external loads, output buffers are necessary. These buffers can 

be very simple since lineuity is not a requirement. Open-collecter differential pairs were chosen, 

due to the high-current capability of bipolar transistors. To provide the required base currents, 

BiCMOS inverters were used. Open collectors can then be connected to the power supply by arbi- 

trary off-chip pull-up resistors. This gives the opportunity of having either a 50R or a 75R output 

impedance, if a coaxial cable connection is required, and at the same time setting the output swing 

to any desired value by adjusting the bittsing currents of the output buffers. As weIl, the output 



swing can be increased without increasing the current by choosing larger resistors if low output 

impedances are not needed. Figure 4.25 shows the circuit. 
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Figure 4.25: Open-collecter output buffer. 

Note that the biasing current cm be adjusted independently from the decoder biasing current 

through use of separate current mimors. By adjusting this current in conjunction with the pull-up 

resistors, any desired voltage swing (for example ECL compatible swing) c m  be obtained. 

Also, it was decided to make the outputs of the comparaton in figure 4.14 available for testing 

purposes. BiCMOS inverters, similar to those used in the output buffer, were utilized to provide 

enough driving capability to drive the pads. Figure 4.26 depicts the inverter. 

Out 

Figure 4.26: BiCMOS inverter capabk of driving the output transistors 
of the buffer circuit as well as the pad. 

4.5.11. Input Protections 

It is cornmon to limit the voltage leveis at the gates of MOSFETs which are directly connected 

to the input pads to protest the gate oxide from damages caused by eiectrostatic charges [95]. 

Reverse-biased diodes, formed from bipolar transistors, were employed to clamp the input volt- 

ages to one-diode drop below ground and above supply voltage. Smdl series resistors were also 

used to lirnit the currents through the diodes. 

Also, smaIl resistors ( 150 - 2ûûR) were inserted in series with input ports which connect the 

off-chip sources to the front-end circuits. These include the differential input signal and the DC 

reference signal. Onchip current-lirniting senes resistors are included in figure 4.14. 



4.5.12. CMOS Gates 

CMOS inverters, NAND gates, and transmission gates are the only basic digital buiIding 

blocks used in the IC irnplementation of the decoder. Circuit schematics of these gates are illus- 

trated in figure 4.27. Transistor sizes of the small inverters used in the feedback paths of the D flip- 

flop in figure 4.18 are given 

a. Inverter 

Figure 4.27: 

b. NAND Gate c .  Transmission Gate 

CMOS gates used in the decoder. The values inside brack- 
ets show the transistor sizes of the small feedback invert- 
ers in figure 4-18. 

4.6. Experimental Results 
This section contains the experimental results obtained from two decoders. The adaptive- 

threshold decoder was first prototyped using off-the-shelf components. No attempt was made to 

interleave two of these decoders, rather, a single dicode was built to illustrate the validity of the 

approach and its robustness against impaiments present in practice. In the next phase, the input- 

interleaved decoder was chosen for an IC implementation. The chip is a full class-IV decoder con- 

taining two time-interleaved decoders and the interleaving and de-interleaving circuitry. 

4.6.1. Discrete-Prototype 

A discrete prototype was designed and built based on the block diagrams shown in figures 4.3 

and 4.4. Figure 4.28 illustrates the measured BER performance of the decoder. 

The measured BER shows good agreement with the Viterbi bound (also shown in the figure) 

and confirms the validity of the proposed approach in implementing the decoder in the analog 

domain. It is expected that the slight deviation seen is mostly reIated to the different sources of 

noise, which are present in a discrete prototype, particularly since the circuit is not differential. 

This degradation was greatly reduced in the IC implementation. The length of the path memory in 

the discrete prototype was chosen to be 16, which is deep enough not to affect the performance in 

the SNR range of rneasurement. 



Figure 4.28: Measured BER performance of the discrete-prototype 
adaptive-threshotd decoder. 

4.6.2. Integrated Circuit 

The d e c d e r  descnbed in section 4.5 was fabricated and its BER performance was measured 

as a function of the input SNR. The class-N decoder was tested at up to 100MS/s. However, 

since each individual dicode was aIso tested at this speed, the class-IV decoder should be capable 

of operating at 200MS/s. Direct experiments at this speed were not possible due to the test equip- 

ment limitations which limited the rate of the PR signal to a maximum of iûûMS/s. The BER 

performance of the class-IV decoder was very similar to that of each individual dicode, as 

expected. Figure 4.29 depicts the measurement results at two different speeds. BER was measured 

by counting the number of errors in a fixed period of time. Due to the high-speed operation of the 

circuit, thousands of errors could be counted in onIy few minutes even at the Iowest BER. Such a 

large error count implies a high degree of confidence in the BER measurement results. 

Figure 4.29: Measured BER erformance of the integrated-circuit 
input-interleaved 8' ecoder. 

The resufts follow the Viterbi bound, with some expected degradation at high SNR. From 

chapter 3, recaIl that not al1 of this degradation is specific to the present anaiog realization. AIso, it 



is believed that a part of the degradation at high speeds is due to the input test signai which could 

not be generated as reliably as it could be generated at tow speeds. Figure 4.29 shows that at an 

effective rate of 2ûûMb/s and at a BER of IO", a coding gain of 1.7dB is achievable out of its 

2.7dB upper bound. This increases to 2.4dB at 1ûûMb/s. 

Figure 4.30 illustrates the experimental setup. In this setup, a pseudo-random generator gener- 

ates a binary sequence which is later encoded by the PR encoder. A controlled arnount of white 

Gaussian noise is then added to the PR signal. The power of the generated noise could be accu- 

rately controlled in steps of O. IdB and the amplitude of the PR signal could be precisely adjusted. 

These capabilities allowed a fine control on the input SNR. The output of the chip, after level 

adjustment, is compared against the original sequence and the number of mismatches are counted 

by an error counter. Before comparing, a delay equd to the total decoding delay of the decoder was 

introduced to the genented sequence to align the input and output signals in time. This delay was 

introduced by a chain of D flip-flops. To minimize the effect of timing errors on the performance, a 

global clock was used to drive both the encoder and the decoder. However, a relative phase adjust- 

ment on the clock signals is necessary to provide the required static phase difference between the 

encoder and decoder clock signals. In this setup, the phase of the decoder clock was manually 

adjusted for a minimum BER. Al1 the off-chip logic was implemented by ECL devices. 
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Figure 4.30: The experimental setup used to measure the BER of the 
decoder. The decoder is shown as the device under test 
(DUT). 

P scudo 
Riuidorn + E n c k  . A 

Gemtor  

in the present implernentation, the path memory is truncated to a length of 12 bits- The excess 

BER due to truncating the path memory is not negIigible compared to the decoder BER at the high 
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BER. To highlight the extremely low BER performance of the decoder, a different measurement 

technique was applied at high SNRs. The local track back was performed on both States of the 

dicode decoder. From the resulting local optimum sequences two bits were detected. The detected 

bits were compared against the corresponding original bit and an error was flagged only when both 

of the detected bits were not correct. Having two opposite detected bits is an indication that two 

survivor sequences have not yet merged. These sequences could have merged if a deeper path 

memory had been used. Note that even if these sequences had merged, still an emor could have 

occurred with a probability equal to the BER of the decoder. Ignonng these errors results in setting 

a BER target that is. in gened ,  below the BER of the Viterbi decoder. Any measurement now, 

should be compared to this fictitious target. However, simulations indicate that in the SNR and 

BER ranges of figure 4.29, and for the memory length of 12 bits, this target is hardly distinguish- 

able from the Viterbi bound and the above technique can be used for low-BER rneasurementsl. 

Figure 4.3 1 shows a typical pseudo-random binary signal (uncoded) and the decoded output at 

1 OOMbh for one dicode. The decoded output shows a delay slightly more than the expected 13 

bits (1 2 bits due to the length of the path memory plus one bit processing time). This extra delay is 

because of the latency introduced by the propagation time and was not observed at low speeds. 

. . , . 2 D W ~ J  w v * ~  n s I . +>..B-..-JBJ U S  
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Figure 4.3 1: A typical uncoded signal at I O O M ~ / S  (upper trace) and its 
decoded output (lower trace). 

Table 4.3 summarizes the specifications of the chip as well as some of the expenmental 

results. 

4.7. Layout and Related Issues 
Figure 4.32 shows the layout of the chip. fabricated in a 0.8pm BiCMOS process2. It contains 

1. Alternatively, straight measurements could have been compared to the performance of a Viterbi decoder 
with a truncated path memory. However, the above approach seems to better illustrate the functionality of 
the decoder at very low BER. 

2. The Northern Telecom (NT) BATMOS process, available through Canadian Microelectronics Corpora- 
tion (CMC). 



Table 4.3: A summary of the chip specifications and test results. 

1 Power Consumption II 30m W at 200MS/s, Z6m W at IOOMS/s 1 

Chip 

Coding Scheme 

Process 

Data Rate 
: 

Anaiog Viterbi Decoder 

Class-N Partial Response 

0.8prn BiCMOS 

2ûûMWs 

1 Coding Gain (BER = 1 0 - ~ )  11 1.7dB at 200MS/s ,  2.4dB at IOOMS/r 1 

Power Supply 

two dicode decoders openting in a time-interleaved fashion. Each dicode consists of an anaiog 

core, a digital path memory, and a control-signai generator. Note that the analog signal processor is 

very smdl (smaller than the path memory), demonstrating the efficiency of the proposed anaiog 

realization. 

3.3 V 

The analog and digital parts are separated by an N-well connected to the power supply via 

deep contacts. This b h e r  reduces digital noise, generated by the CMOS digital circuitry, from 

being injected into the analog part of the decoder. Also, separate supply and ground lines are used 

for analog and digital circuits. lsolating analog circuitry from its digital surroundings is crucial in 

mixed-mode processor designs 1961. Besides the common-mode rejection property of the fuily-dif- 

ferential implementation of the structure, in transfemng digital signals from one point of the lay- 

out to the other, complementary signals are aiso transferred. This approach cancels any 

feedthrough from digital lines to anaiog circuitry to a first-order approximation. Furthemore, an 

attempt was made to maintain symmetry to exploit the differential nahrre of the circuits in the lay- 

out level. To further reduce the noise injected to the analog signals, double-poly SM capacitors 

and critical poly resistors were put inside reverse-biased N-wells. Also, poly capacitors were 

employed to bypass the power and bias lines in unused areas throughout the layout. In addition. 

MOS capacitors were used to bypass the power lines by putting MOS devices underneath these 

Iines. This increases the bypass capacitance without occupying additional space. 

Analog Viterbi decoders result in signifiant savings in power and size, while operating at 

higher speeds compared to their digital counterparts. These advantages are rnostly achieved by 



Figure 4.32: Layout of the class-IV analog uterbi decoder, fabricated 
in the O.8pm NT BiCMOS process (BATMOS). 

etiminating the analog-to-digital converter. The problem of realizing a class-IV partial-response 

Viterbi decoder in the analog domain was addressed in this chapter. It was shown that such a 

decoder c m  be efficiently reaiized using a few simple building blocks. This goal was achieved by 

examining the difference-metric algorithm from an anaiog implementation point-of-view. The out- 

come was a new structure derived by exploiting the sirnilarity between a traditional symbol-by- 

symbol threshold device and the difference-metric Viterbi detector. The analog decoder, narned 



adaptive-threshold decoder was s h o w  to be structure-wise faster than other reported decoders. 

Since the speed of operation was our main concern, an attempt was made to further increase 

the speed before the analog decoder undergoes an integrated circuit fabrication process- However, 

to venQ the validity of the proposed approach and its robustness in practice, a discrete circuit was 

prototyped. Experimental results were encouraging and an integrated version was constmcted to 

demonstrate its high-speed operation. A substantiai increase in the speed of the analog structure 

was made possible by developing a version of the difference-metnc algorithm which elirninates the 

need of sampling and holding any intermediate signal. The new aigorithm led to an input inter- 

leaved strccture for which an integrated circuit was designed. The design was fabricated in a 

0.8pm BiCMOS process, was tested, and achieved a speed of 100MS/s  per dicode, corresponding 

to ZOOMS/s for the class-N operation. Direct experiments on the class-N decoder were lirnited to 

100 MS/5 due to the test equipment limitations. The power consumption of the chip was 3Om W 

from a 3.3 V single power supply. The core area is 0.5rnrn2, from which only 25% is dedicated to 

the analog circuitry. 

Also, it was shown that the proposed structures are robust against imperfections that an analog 

design faces in practice. The proven advantages rnake the analog detector an extremely attractive 

alternative in commercial products for high-speed, low-power and small-size applications such as 

magnetic disk-drive storage. 
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In the previous chapter, it was mentioned that analog Viterbi decoders have the potential of 

being srnall, fast, and power efficient. An analog class-IV partial-response Viterbi decoder was 

addressed in detail, experimental results from an IC implementation were presented, and it was 

shown that the decoder indeed achieves the aforementioned advantages. However, the anaiog 

class-IV decoder was made possible because of two simpIifications: The simplified (difference- 

rnetric or input-interleaved) algorithm and time interleaving. These sort of simplifications can not 

be done in genenl, nevertheless, the benefits gained through analog implementations c m  still be 

maintained. To extend the idea of analog realizations to general Vitehi decoders, a new approach 

should be taken. It is predicted that very soon this approach will find its first application in the 

disk-drive industry, where an ever-increasing demand in the storage density caIls for more sophis- 

ticated signal processing, and consequently sequence detection techniques with increased number 

of States. The Extended PRS Viterbi decoders are good examples of sequence detectors for which 



the aforementioned simplifications no-longer exist. Simplifications are possible, however. at the 

expense of a penalty in the performance [97]. 

Implementing Viterbi detectors in the analog dornain has already been suggested [6 1-7 1 1. The 

technique proposed in [63] is aiso applicable to decoding trellis codes [98]. However. in both cases 

the realization is practically limited to a hard decision detection. An attempt to extend this tech- 

nique to a soft decision detection leads to a large number of diodes connected in series and requires 

an unreasonably high-voItage supply. Furthermore, it does not elirninate the need for an A D ,  

which is a basic motivation for an analog irnplementation. 

The present chapter describes the attempts made towards exploiting the ability of simple ana- 

log circuitry in performing the required hnctions in the Viterbi decoder. Simplicity was a basic 

requirement since speed, size, and power consumption were the major concems. The chapter starts 

with a general overview of the approach, followed by details of its circuit-level implementation. 

The IC implementation of two decoders will be explained and experimental results for one decoder 

witl be given as a proof-of-concept. The decoders were implemented on a common Silicon core 

and the chip was fabricated in a 0.8prn BiCMOS process. To Save design time, digital path mem- 

ones were not included on chip. As a result, experiments were carried up to 80Mb/s.  However, 

simulations indicate that speeds on the order of a few hundred megahertz c m  be achieved. The 

power consumption of the decoder is estimated to be about 15m W/state drawn from a 5 V single 

power supply. 

It should be pointed out here that the implementation approach is general and c m  be used in 

error-correction coding systems (including convolutional codes), M-ary communications, and 

irregular trellises. For example, application of the technique to a quaternary dicode Viterbi decoder 

appears to be a likely candidate. The quaternary dicode scheme will be considered in detail in the 

next chapter, where the issue of an analog realization for a near-to-optimum decoder for a quater- 

nary class-IV system is addressed. 

The technique can be also used to realize a programmable Viterbi decoder. In the magnetic- 

recording application, the decoder can be programmed to detect signals having more spectral sim- 

ilarities to the spectrum of the actual read signal. As a result, less equalization would be required. 

The overall performance of the read channel improves, as noise enhancement of the equalizer is 

rninimized. As well, the decoder can be incorporated in a feedback loop resulting in an adaptive- 

sequence detector. This is similar to having an adaptive equalizer followed by a fixed sequence 

detector, however, with less noise enhancement. Although the idea of adaptive equalization does 



not seem to have met the industry requirements yet (most disk-drive companies presently make 

use of programmable equalizers), the idea is likely to be followed in future. 

Finally, the implementation approach is extremely suitable for automated design of analog Vit- 

erbi decoders. The anaiog automation tool can extend down to a layout level and enables the ana- 

log design to be easily transferred from one technology to another (991. 

5.1. Generai Overview 
In an algorithmic realization of MLSD, the meuic assigned to each state of the trellis is 

updated using the previous state rnetrics and the branch metrics. Each branch in the trellis corre- 

sponds to a transition between two states with its metric representing the distance of the received 

symbol from the noiseless signal resulting from that transition. In the case of additive white Gaus- 

sian noise, the error (distance) criterion is based on minimizing the squared Euclidean distance. 

The update mechanism takes place such that the accumulated error of the estimated sequence for 

each state is rninimized. In a trellis with L = M* states. there are M transitions initiating from or 

ending to each state, where M is the size of the alphabet and N is the memory size of the encoder'. 

As an exampie, figure 5.1 shows the trellis d i a m  for N = 2 and A4 = 2. 

Figure 5.1 : A typical trelIis diagram. 

From chapter 3. recall that the ACS performed by a Viterbi decoder can be described as2 

i = O* 1, . * . y  L - 1 
mi(k) = max {m,(k- 1)-bji(k)} 

i ' j = o ,  1, ..., L -  1 

where mi (k)  is the metric of the i'th state at time step k and b,, (k) is the metric of the branch 

connecting state j at time k - 1 to state i at time k. Also, recall that the branch metncs can be 

expressed as linear combinations of the received sarnple and some constant values. 

1 .  Although only regular treliises fa11 in this category, the idea can be easily extended to irregular trellises as 
well. 

2. Note that here, equivalently, the min fûnction has been converted to a max function with an inversion 
in the sign of the branch metrics. 



The above mathematical operation c m  be realized by the simple circuit depicted in figure 5.2. 

In this circuit, there is a one-to-one correspondence between diode branches and the branches of 

the trellis diagram. In other words. each branch of the trellis is represented by a diode branch. The 

threshold voltage of each diode is equal to the metnc of its corresponding branch. Note that for 

those values of i and j for which there exists no transition between the States, the diode branches 

should simply be omitted. The previous state mevics are translated to voltage sources, driving the 

bus lines. The new values of state metrics appear as voltages at nodes O to L - 1 . 

Figure 5.2: The diode network used to redize the ACS function. 

Assuming sharp i - v chancteristics for the diodes, only one diode tums on in each set and 

conducts current. For junction diodes and the accuracy needed in a typical Viterbi decoder, this 

assumption seems reasonable. We shall return to this point when circuit implementation issues are 

addressed. 

The threshold-programmable diode is shown in figure 5.3.a. This diode is composed of a 

diode-connected BJT and a voltage source placed in the loop. Note that the negative swing of the 

voltage source should be limited to prevent saturation. Also. note that with the aforementioned 

assurnption, the V B E  drops of the transistors will have negligible effect on the operation of the cir- 

cuit. The floating voltage sources can be implemented by resistors fed by current sources as illus- 

trated in figure 5.3.b. The current sources are proportional to the branch metrics and can be 

generated by cornbining the input sarnple with some DC values. 

Figure 5.3: Threshold-programmable diode. 
1 



To avoid any destructive effects on the stored state metrics, two-stage SMs should be 

employed when feeding the new mevics back. While one stage is in track mode, sarnpling the new 

value of its corresponding state metric, the other is in the hold mode, holding the previous value 

across the bus line. Although master-slave SMs c m  also be used, ping-pong SMs are preferred. as 

they provide the potential of doubling the speed. This is particularly important as the speed of 

operation is mainly Iimited by S M s .  Figure 5.4 illustrates the idea. Note that the output buffer 

should provide a very small output impedance as it will be used to drive one of the bus lines in fig- 

ure 5.2. Also, note that one such circuit is required per state. 

Figure 5.4: Two-stage SM, a. master-slave, b. ping-pong. 

As seen from (5.1), unbounded growth of the state metrics is an inherent problem of the Vit- 

erbi algorithm. To reduce the required dynarnic range in interna1 caiculations, several methods for 

normalizing the state metrics have been considered in a digital decoder [lûû]. Taking an average 

over the state metrics and subtncting it in each iteration, minimizes the required dynamic range. 

This optimum solution, not suitable for a digital realization, works well in our analog approach by 

employing a fast common-mode feedback (CMFE3) circuitry. The CMFB operates on the new state 

metrics by continuousIy monitoring these mctncs and trying to maintain a constant common-mode 

voltage for them. 

The cornparison results are the currents through the diodes. L conducting diodes, each from 

one group in figure 5.2, which carry the currents shouId be detected. To sense the branch currents, 

either rnirror transistors c m  be used or the collecter currents of the diodes c m  be directed rather 

than being drawn from the buses. Figure 5.5 depicts a programmable diode with current sensing. 

In the mirror-transistor approach, the collecter-emitter voltage variations of the different 

diodes are typically not large as in the other approach. This results in V B E  - iC characteristics less 

affected by the output circuits. However, this effect is usually negligible and the latter approach is 

almost always prefemd. 

The sensed currents should be used to update the contents of the path memory. Memory man- 

agement is beyond the scope of this chapter, however, the register-exchanged method, described in 



Figure 5.5: Sensing the current of a programmable diode by a. 
employing a rnirror transistor and b. directing the collector 
current. 

chapter 4, can be retained here as well. To guarantee that suitable digital levels will be developed 

from the sensed currents, the use of comparators (either current or voltage) is helpful. However, 

this approach is only suggested for binaq signaling schemes, since, otherwise these comparators 

should compare more than two signals. Altematively, in a binary scheme, the voltages at the two 

bases of the diode transistors can be compared to generate the required digital data, eliminating the 

need for sensing the currents. 

FinaIIy, it should be mentioned that each set of diodes in the diode network described here c m  

be viewed as a generaiized differential ce11 which compares the base voltages and directs the max- 

imum input (with a vBE drop) to the output taken from the common-emitter teminal. This equiva- 

lent approach has been taken in [71]. 

5.2. Circuit Realization 
Having introduced a general ovemiew of the analog implementation approach, more details of 

the functional blocks will be presented and circuit-level issues will be addressed in this section. 

5.2.1. Ping-pong SM 

The ping-pong SM, s h o w  in figure 5.4.b, consists of two basic S M s  operating on a common 

input signal. A commutator directs the previous sample value. held by one of the SMs, to the out- 

put while the other S N  samples the new value of the input. The output bufFer should exhibit a very 

high input and a very low output impedance. in a BiCMOS process. a combination of a MOS 

input-stage and a BJT output-stage is the best choice. Source follower and emitter follower stages 

were employed in our design. To keep the voltage swings within reasonable values, a PMOS 

source follower was chosen to alternate the level shifts introduced by two stages. As will be 

described shortly, the CMFB mechanism applies on the level shifts of the source-followers by 



adjusting their biasing currents. It should be pointed out here that instead of one source follower at 

the output, two identicai stages were used at the inputs of the commutator. This prevents charge 

transfer from the holding capacitors to the input capacitance of the MOS transistor. Figure 5.6 

depicts the S/H circuit. In this figure, 4) , and a, - are two non-overlapping phases obtained from a 

divide-by-two version of the master clock. The clock-generator circuit wiIl be discussed later in 

this section. 

Figure 5.6: The ping-pong S/H circuit. Input and output are the new 
and previous state metrics of Stace i. 

CMFB Circuit 

The need for a CMFB control and its efficiency in minimizing the required dynamic range of 

the circuits was explained earlier. In our implementation. shown in figure 5.7. this mechanism is 

applied by continuously monitoring the common-mode (CM) signal of al1 of the state metrics and 

adjusting a value added to al1 of them to keep the CM signal equal to a CM reference voltage. This 

is accomplished by changing the level shifts of the source-follower buffers in the SRI circuits 

through adjusting their biasing currents in a continuous-time feedback loop. 

Figure 5.7: The CMFB circuit- 

A simple smail-signal analysis of the C m  circuit is possible by connecting figure 5.7 to L 

SM circuits of figure 5.6 in a loop and considering the single-input equivalent circuit shown in fig- 



ure 5.8. Note that at each time. from 2L source followen. L fa11 outside the loop and their effects 

can be represented by their total gate capacitances. Also, note that in this circuit the sizes of tran- 

sistors labeled "xL" are L times the sizes of their corresponding transistors in figure 5.6. 

Figure 5.8: The equivaIent circuit for analyzing the CMFB in presence 
of a change in the CM signal. 

The smdl-signal dynamics of the above circuit c m  be better understood by breaking the loop 

and deriving a second-order approximation to the loop gain, G. The only high-impedance node of 

the circuit, node 1, gives nse to the dominant pole. Two other poles, associated with nodes 2 and 3, 

are predicted to be of equd order and their effect will be taken into account by introducing an 

equivalent pole, as described in [60j1. The pole at node 4 is not expected to have a significant con- 

tribution to the loop gain in the frequency range of interest and its effect will be neglected for sirn- 

plification. This is a reasonable presumption since the associated time constant is usudly smaller 

than the time constants at nodes 2 and 3. 

The dominant and two higher frequency poles are located at 

1 .  This approach is equivaient to approximating the third-order characteristic equation with a second order 
equation by neglecting the S' cerrn. This is a valid approximation for frequencies well below o, + CO,, . 



are the total capacitances from nodes 1, 2, and 3 to ground and r ,  is the output impedance of the 

differential amplifier. In these expressions, indexes 1 to 3 refer to transistors M, to M3 in figure 

5.6'. 

The DC gain around the loop is 

Go = g,rogm/  (%ml 1 

where g, is the tmsconductance of the BJT in the differential amplifier. 

Solving for 1 + G = O,  results in the following characteristic equation 

s2+o S+G,o o = O 
Peu P I  P t q  

(5.9) 

where 1 /a = 1 /op: + 1 /wp, ,  GO D 1. and o a o have been assumed. 
Pcq Pl P e q  

Equation (5.9) results in two poles which can be expressed in terms of their Q factor and pole 

frequency. After some manipulations, the result is 

Also, solving 1 G ua,) 1 = 1 for o, and plugging the result in PM = 180' + LG uw,) , 
yieIds an expression for the phase margin, PM. The result, expressed in terms of the Q factor, is 

5.2.3. Branch-Metric Generators 

It was mentioned that the branch meuics (error signais) are usually expressed as linear combi- 

nations of the input sarnple and sorne DC values. As an example. (3.7) gives four metrics for a fint 

order PRS Viterbi decoder. In constmcting these cornbinations, both polarities of their generating 

components are usually required and the combinations are needed in the f o m  of current signals. In 

1. Note that transistors M, and M, are subject to body effect. This can be taken into account by including 
the effect on the transconduc~ces. 



an efficient realization, differential transconductors might be used to convert the input voltages to 

differential currents. The resulting signals. with appropriate polarities, c m  be cornbined by sirnply 

interconnecting the outputs of the transconductors. Since high linearity is usually not a require- 

ment, differential pairs with degeneration are suggested because of their simplicity. 

n i e  error currents program the thresholds of the diodes s h o w  in figure 5.2 by developing pro- 

portional voltages across the resistors depicted in figures 5.3 and 5.5. To reduce the unnecessary 

DC voltage drops across these resistors (and even eliminate them altogether), constant current 

sources c m  be added to the combinations. These sources partially (entirely) bypass the biasing 

currents of the differential cells from the resistors. The technique 

requirement of the ACS circuitry and is suggested in Iow-voltage 

trates the idea. 

reducec the operating-voltage 

applications. Figure 5.9 illus- 

Figure 5.9: Reducing the DC threshold of the diodes by partially 
(entirely) bypassing the DC components of the enor sig- 
nais. 

5.2.4. Clock Generator 

A syrnbol-nte synchronous clock is needed to update the path memory at the end of each iter- 

ation. Such a dock is also required if comparators are employed after the ACS circuitry. Also, a 

divide-by-two version of the clock should be used to control the ping-pong S/Hs. Two phases of 

the latter clock are required as shown in figure 5.6. Non-overlapping is essential to guarantee pre- 

vention of the destructive feedback, explained in section 5.1. 

If comparators are used, their outputs shouId change only after the path rnemory is updated. 

Figure 5.10 shows a typical timing diagram in which the path memory should be updated at the 

falling edges of the clock. Track and Latch are used by the comparators which are assumed to be 

latched comparators. The non-overlapping phases, 0, and 4, - are aiso shown. These signals tog- 

gle the SfHs after outputs of the comparators are latched. 

The circuit depicted in figure 5.11 can be used to generate the required clocks from a single- 

phase clock. In this circuit, a T flip-flop, formed by feeding the cornplementary output of a D flip- 
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Figure 5.10: A typical timing diagram for the clock generator. 

flop back to its input. divides the frequency of the clock by two. The divided-by-two output is then 

converted to phases @, and a, by a a non-overlapping dock generator. To drive the D-Rip-flop, 
& 

two syrnbol-rate non-overlapping signals and their complementary overlapping signals are 

required. These signais are generated by another non-overlapping clock generator which works at 

the symbol rate. The symbol-rate clock signals required by the comparators are obtained from 

those outputs which satisfy the above timing diagram. 

CLK 

- - - - - * * * * -  A ; Non-Ovcrlÿpping G c m t o r  

Figure 5.1 1 :  The dock generator circuit. 

5.3. Design Examples 
To investigate the feasibiIity of the proposed implementation approach in practice, two PRS 

Viterbi decoders were designed and fabricated on ri common silicon core. Due to availability of the 

experimental setupl. a dicode decoder was chosen. Although this approach is not efficient in this 

special case2, i t  was fabricated to pmve the concept. As well. an extended PRS decoder was 

designed to show that the approach can be easily extended to decoders with considerably higher 

number of States. The EPR4 scheme was chosen due to its future application in the read channels 

of magnetic recording systems. This scheme was described in section 2.5.4. 

1. This setup was aiready used to test the decoder described in chapter 4. 

2. For a preferred analog implementation of a dicode Viterbi decoder refer to chapter 4. 



5.3.1. Binary Dicode: A Proof-of-Concept 

Recall from chapter 3 that the trellis diagrarn of a dicode PRS scheme is a simple bunerfly 

with four branch metrics given by (3.7) for f, = - 1  and h = 0.5. This trellis is s h o w  in figure 

5.12. The implementation approach presented here results in the diode network also shown in fig- 

ure 5.12. The threshold voltage of each diode is proportional to its corresponding branch in the 

trellis diagrarn. Furthemore, a constant value is added to prevent the threshold voltages from 

becorning negative. 

Figure 5-12: A dicode treI1is diapan (a), and i ts  corresponding diode 
network (b). 

Applying the implernentation method to the above decoder, the circuit depicted in figure 5.13 

results. In this decoder, the diode shown in figure 5.3.b is used (Le. without current sensing). Error 

signais are obtained by first converting the input signal, y ( t )  , and the DC signals to currents and 

then combining the currents with appropriate pohrities. The biasing currents of the transconduc- 

tance cells are absorbed by the bypass current sources, to prevent flowing excess DC currents in 

the resistors. As a result, the threshold voltages of two cross-coupled diodes fluctuate around the 

voltage generated by the DC components of the error signals plus the v,, drops of the transistors. 

Two outer diodes have fixed threshold voltages of v,,. The transconductance cells and the bypass 

current sources connected to these diodes result in a net current of zero and are included to rnain- 

tain matching. 

An intuitive explanation was given earlier that the vBE drops introduced by the "on" diodes 

will not have a significant effect on the performance of the decoder. To investigate the efFect, con- 

sider the generic circuit shown in figure 5.14. Assuming the exponential characteristic 

i E  = iSexp  ( v B E /  VT) for the transistors, straight-forward anaiysis of the circuit yields the foilow- 

ing expression for v, 
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Figure 5.13: The binary dicode decoder. 

Figure 5.14: The generic circuit for generating the 

Equation (5.13) c m  be applied to two metric generators in 

new state metrics. 

the dicode decoder1 and the results 

c m  be adopted by simulations to illustrate the effects of i - v dependency of the diodes on the per- 

formance of the decoder. Figure 5.15 depicts the simulation results in which the BER performance 

is plotted for different branch gains. As shown in figure 5.1 2, this gain is the proportionality coef- 

ficient in translating the branch metrics to threshold voltages of the diodes and is set by the 

transconductances of the V/I circuits and the resistors in the threshold-programmable diodes. 

1 .  Note that Is does not have any effect since the rhird term is constant and can be discarded in calcula- 
tions. 



Figure 5.15: Effect of the non-ideai i - v chardcteristics of the diodes 
on the performance of the dicode decoder for two branch 
gains. 

This figure shows that performance degradation due to the differences in the vB, of different 

transistors (which result if the "on" diodes are partially on and do not cary  al1 of the tail currents) 

is indeed negligible. However, this degradation becomes considerable as the branch gain is 

reduced. This is expected. since decreasing the gain results in having V B E  differences comparable 

to threshold voltages of the diodes. Figure 5.16 illustrates the BER of the decoder as a function of 

the branch gain at SNR = I2dB. 
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Figure 5.16: BER performance of the dicode decoder as a function of 
the branch gain at SNR = 12dB. 

As seen from figure 5.16, for very small gains the performance suddenly drops, however, even 

for practically-small gains the decoder nearly achieves its optimum performance. A gain of 0.2 

develops threshold voltages in the range of -0.1 to 0.3 V, whereas much higher swings can be han- 

dlcd even with the transistors in diode-connected configuration. Had the colIector of the transistors 

been connected to higher potential levels, higher-swing threshold voltages could have been estab- 

lished. 



In the two-state dicode decoder, two S/Hs are used to feed the new state metrics back to the 

buss lines. The CMFB circuit keeps the CM signal of these lines equal to a CM reference voltage. 

This feedback loop was anaiyzed in section 5.2.2. A 3 p F  compensation capacitor was used. From 

(5. IO), a Q factor of 1 and a pole frequency of 290MHz is anticipated for the closed-loop poles. 

Consequently, from (5.12). a phase margin equal to 52' should be obtained. Figure 5.17 iIIustrates 

the Bode plot of the actual open-loop circuit, obtained by SPICE. It can be seen that a 50" phase 

margin and more than 30dB gain margin has been achieved. 

Figure 5.17: Bode plot of the CMFB circuit in the binttry dicode 
decoder obtained by SPICE. 

Also, frequency and time domain SPICE simulations were carried on the actual CMFB circuit. 

Figure 5.18 depicts the results when the output is considered to be V,,,, in figure 5.7. From this 

figure, a Q factor of 1.15 and a pole frequency equd to 300MHz are derived. Note that the fast 

roll-off in the frequency response, resulting from high frequency poles, could indeed be neglected 

in the frequency range of our interest (up to a,,). 

Figure 5.18: Frequency and tirne domain SPICE simulation results of 
the actual CMFB circuit. 

The comparison results can be taken from the bases of the diode transistors. Two comparators 



should be employed to compare the signals and output the digital information to update the path 

memory. Figure 5.19 depicts the comparator circuit. The circuit consists of a preamplifier stage, 

which arnpIifies the input in the track mode, and a bipolar latch which develops two complemen- 

tary outputs, when the comparator is switched to the latch mode. 

Figure 5.19: The latched-comparator circuit. 

5.3.2. Binary EPR4: A Real Application 

In an EPR4 signaling scheme, the coding polynomial is represented by 

AIthough the above poiynomia1 c m  be realized by a time-interleaved structure [7], the parallel 

branches in this structure will not be independent due to the existence of cross-coupled connec- 

tions. This implies that in the decoder side a linear filtering should be perfonned prior to the 

sequence detection ' . The linear filter enhances the noise and degndes the performance. 

Yet another implernentation method for the EPR4 sequence detector is possible by viewing the 

signaling scheme as two concatenated systems. Consequently, the EPR4 signal can be decoded by 

two concatenated 1 + D and 1 - D' decoders. However, CO achieve the optimum performance, the 

1. In fact, it can be easiIy shown that time interieaving by two results in the following decoder 

which consists of a I - D filter and two independent ( i - D)' detectors. The filter cm be viewed as an 
equalizer which equdizes the received signal to a ( I - D )  * ( 1 + D )  ' = ( 1 - D') ' encoded signal. Since this 
polynomiai is a function of D', the decoder can be realized by tirne interleaving two independent ( i - D) = 
decoders. 



first decoder should provide the second decoder with enough information. For exarnple, if the duo- 

binary decoder is the first one, it should decode the five-level EPR4 signal to a temary signal. Fur- 

thermore it should output soft decisions, otherwise, the foIIowing class-IV decoder functions as a 

hard Viterbi decoder. Soft-output Viterbi decoders and their digital realizations have been studied 

in literature [ 10 1 - 1041. 

The complexity of the aforementioned irnplementations are not necessarily low. In fact, if the 

implementation approach introduced in this chapter is taken, one might conclude that the eight- 

state EPR4 decoder is more efficient than any one of the above soIutions. Toward this end, con- 

sider the trellis diagram of the EPR4 signaling scheme shown in figure 5.20. In this trellis, each 

branch is labeted with its metnc value. The branch metrics are obtained by applying the lineariza- 

tion method described in chapter 3. 

Figure 5.20: The treIlis diagmm of the b i n a y  EPR4 signaling scheme. 

Application of the implementation technique to the above trellis is an extension to the dicode 

decoder design. The procedure is straight-forward and will not be repeated here'. Eight binary out- 

p u t ~  update the contents of the path memory which, in a register-exchange configuration, consists 

of eight interconnected generai shiA registers. The decoded signal can be obtained by tracking the 

contents of one of the shift registers back to its very first stage. This shift register is selected by 

comparing eight state metrics and determinhg the maximum one. Altematively, and in favor of 

reducing the design complexity. any one of the shifi registers cm be selected for a track back if a 

- -  - -- 

1. For the same compensation capacitor, however, a slightly more damped CMFB loop results. 



deeper path memory is available' . 

5.4. Integrated-Circuit Implementation 
An IC containing both the dicode and the EPR4 decoders was designed and fabricated. To Save 

design time, the digitai path memory was not included on the chip. Rather, comparators were 

employed to provide the serial and parallel loading controls for updating the off-chip path memory. 

To be able to drive the pads and the extemal circuitry, the comparator outputs were driven off-chip 

through open-collecter differential pairs. Sirnilar to chapter 4, the idea was to maintain flexibility 

in adjusting the output impedances, the driving capabilities, and the signai swings at the outputs of 

the chip. 

The inputs to the decoders are the signals needed to generate the branch metrics. These are 

y (t)  and Vr,1/2 for the dicode and y ( f )  , y ( r )  /2,  Vr,1/2, and Vre1/8 for the EPR4 decoder. 

Obviously, y ( f )  / 2  and Vre,,1/8 can be obtained from y (t) and Vr,,-/2 in a real situation. The 

common-mode reference voltage was also input to the decoders. 

The bias voltages, addressed in figure 5.13 and 5.19 were obtained from the biasing circuit 

shown in figure 5.2 1. Except for the transistor sizes and the off-chip current source, the circuit is 

similar to the circuit described in section 4.5.8. 

w-4- bias I 

Figure 5.2 1 : The biasing circuit. 

The dock generator, depicted in figure 5.1 1, was used to generate the interna1 clocks fiom a 

single-phase off-chip master clock. This master clock, after phase adjustment, was also used to 

drive the path memory. The schematic of the inverter and transmission gates and the transistor 

sizes are given in figure 4.27. Those of the NOR gate is illustrated in figure 5.22. 

It should be mentioned that al1 the MOS transistors in figures 5.13,5.19, 5.21, 5.22, and 4.27 

are minimum-length. except indicated, and have widths in prn specified in the figures. Al1 the 

1. This approach was taken for the decoder described in chapter 4. 
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Figure 5.22: The schematic of the NOR gate used in the clock generator 
circuit. 

BJTs are minimum size transistors available in the process. 

As it was mentioned earlier, due to the availability of the expenmental setup, only the dicode 

decoder was tested. However, since the digital path-memory wris Ieft off-chip, the experiments 

were conducted at speeds much lower than what could have been achieved with a fully-integnted 

decoder. The path memory was implemented by wire-wrapping ECL shift registers. The local- 

optimum track back method. described in section 3.6.1, was followed. Figure 5.23 illustrates the 

experimentd results at a speed of 50Mb/s .  From this figure. it can be seen that the decoder per- 

formance indeed follows that of a Viterbi decoder. Almost similar results were obtained with a bit 

rate as high as 80Mb/s. However, with the off-chip path memory, carehil adjustment of the phase 

of the memory clock relative to the master clock was required. The reference performance curve 

plotted in figure 5.23 was obtained from simulations. The sudden drop in the performance is 

caused by the tmncated path memory and the local-optimum track back. 

Figure 5.23: Measured BER performance of the dicode decoder at 
S O M ~ / S .  Note that a relatively-short path mernory with the 
local-optimum tnck-back method has been used. 



5.6. Layout 
The dicode and EPR4 decoden were fabricated in a 0.8pm BiCMOS process'. The layout is 

illustrated in figure 5.24. The layout issues which improve the performance, and were addressed in 

section 4-7, were considered here as weIl. 

Figure 5.24: Layout of the dicode and EPR4 analog Viterbi decoders. A 
test dicode with test pads connected to some critical nodes 
is included in this layout as well. 

The dicode decoder consists of a two-state analog processing core, a dock generator, and two 

1. The NT BATMOS process, available through CMC. 



bipolar comparaton. TWO differential buffers are used to connect the outputs of the comparators to 

the pads. Also, a second dicode, with sorne test pads connected to its cntical nodes, is included in 

the layout. This dicode could be used during the tests if more investigation of the internai opera- 

tion of the decoder was necessary. 

As evident from the layout, the eight-state EPR4 decoder is a straight-forward extension to the 

dicode decoder. Eight comparators and output buffers connect the outputs of the analog processor 

to the outside world. The dock generator is a dupiicate of that of the dicode decoder. 

5.7. Summary 
In the previous chapter it was shown that a class-IV partiai-response Viterbi decoder could 

Save area and power and operate faster when implemented in the analog domain. To extend the 

aforementioned advantages to other Viterbi decoders, a generai approach to implementing Viterbi 

decoders in an analog fashion seems promising. The generality of the realization technique is 

essential, as simplifications c m  not aiways be done. This chapter started with proposing a new 

implementation approach. After describing the approach, its basic building blocks were considered 

in detail and some circuit-Ievel issues were discussed. 

To illustrate the feasibility of the realization technique, two design exampies were given. A 

two-state dicode decoder was used to address the implementation issues. The decoder was fabri- 

cated in a 0.8pm BiCMOS process. To Save design time, the digital path memory was not 

included. The decoder, with an off-chip path memory, was successfully tested and it was observed 

that speeds in the order of tens of Mbls can be easily achieved. Had the path memory been fabri- 

cated as well, higher speeds should have be attained. This was confirmed by simulations, where 

speeds in the order of few hundreds of Mbls were achieved. The power consumption of the 

decoder was measured to be about 15m W / s t a  te dnwn from a 5 V power supply. 

More complicated decoders are straight-forward extensions to the above simple decoder. To 

show how this extension could be done, an extended partial-response scheme was chosen. This 

scheme was chosen since its Viterbi decoder was a relatively complicated decoder with eight States 

and could be used to illustrate the extensibility of the approach. Furthemore, it was predicted that 

very soon the scheme will find its first application in the disk-drive industry. This second Viterbi 

decoder was briefly described and also fabricated in the same chip. However, experimentd results 

are yet not available. 

Finally, it should be mentioned that the implementation approach is general and can be used in 



error-correction coding systems, M-ary communications, and irregular trellises. The quaternary 

dicode scheme, which will be described in the next chapter, is a good example where application 

of the present approach in realizing its Viterbi decoder seems prornising. 
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Chapter 

Reduced-State 
Sequence Detection 

The Viterbi algorithm provides a practical means of realizing an MLSD at much less complex- 

ity than a brute-force approach. However, the complexity of a Viterbi decoder is usually much 

more thm that of a symbol-by-symbol detector. For example, in an N'th-order PRS scheme with 

an M-ary input signal, the irnplernentation complexity of the Viterbi decoder is roughly M~~ ' 
times that of a DFE [105]. Ln general, in detecting a PR signal, DFE and VA are at the two 

extremes of the spectrurn from a complexity point-of-view. 

There has been a significant arnount of work to achieve a near-to-optimum performance in 

detecting a signal which has been subjected to severe ISI at a reduced complexity [ 1 OS]-[ 1 151. In 

the reduced-state sequence detection (RSSD) approach, the complexity reduction is achieved by 

reducing the number of states in the trellis diagram. The idea is to group the states of the original 

trellis and replace each group with a single hyper-state. A decision-feedback mechanism is then 

incorporated to resolve the ambiguities resulted from these state groupings. This mechanism 



causes the decoder to perform as a hybnd between a full-state sequence detector (with no state 

grouping) and a decision-feedback equalizer (when ail of the states are grouped into one hyper- 

state). The sub-optimum degradation is minimized if the states are grouped in such a way that the 

minimum distance of the error events is maximized [1163. 

We start this chapter by establishing a strong connection between RSSD and DFE techniques. 

We will then show how this connection c m  be exploited to simplify the impiementation problem 

of the RSSD decoder, through an illustrative example. The RSSD applied to quaternary class-IV 

PRS scheme will receive most of our attention in this chapter- Our pnmary motivation has been the 

search for a near-to-optimum, simple, fast, and Iow-power decoder for the Q P W  signai. It will be 

s h o w  that dl of these features can be achieved with an analog detector, similar to the one 

described in chapter 4. The results, however, can be used in digital reaiizations as weI1. 

6.1. One-State Decoding: The DFE 
RSSD cm be viewed as an intermediate detection technique between two extremes of MLSD 

and DFE. To make this point clear, we start this chapter by analyzing the performance of the 

MLSD when al1 of its states are combined into one single hyper-state. The trellis diagnm consists 

of only one state, connected to the sarne state at the previous time step with 2 N ~  parallel transi- 

tions. However, this number c m  be reduced to M if a decision feedback mechanism is used to give 

an estimate of the combined states from the previous time step. Assuming such an estimate exists 

and is represented by the vector [X (k  - N) . . .X (k - 1 ) ] . where .t (j) denotes the decoded output 

at time step j, the trellis diagrarn shown in figure 6.1 results. 

Figure 6.1: The trelIis diagrarn of a one-sute sequence detector. The 
bnnch labels are the inputs leading to the corresponding 
transitions. 

For the PRS system characterized by (2.1), the encoded signal associated with the tmsition 

labeled xj (k) will be equal to h (xi (k) + CI= ,A+ ( k  - i) ) . where j = O, . . ., M - 1 and h is the 

normalizing gain given by (2.2). Correspondingly, there will be M branch metrics which based on 

the Eudidean distance measure can be expressed as 



where y (k) is the sampled received signai and is contaminated by white Gaussian noise. Now, the 

VA can be invoked to update the hyper-state metric and the survivor sequence. From (3.1) the 

update mechanism results 

Mo(k) = min {M,(k- 1) + B , ( k )  1 , j = O, ..., M- 1 
1 

(6.2) 

The above minimization problem can be equivalently solved if the terms which are indepen- 

dent of j are dropped from the equation. As a result, and after some simplifications, (6.2), in con- 

junction with (6. l), reduces to 

In an M-ary signahg scheme with input symbols equally spaced in the interval [-1, 1 )  , the 

symbols are given by x, ( k )  = - 1 + jA ,  where A = 2/ (M - 1 ) is the sepantion between two 

adjacent symbol levels. For this system, one can easily show that if the metric value for j = r is 

smaller than those obtained for j = r I 1 , that is if it is a local minimum, it will be the global min- 

imum in (6.3). This, implies that finding the global minimum is equivalent to finding j such that 

Expression (6.4) c m  be realized by a slicer with M equally-spaced levels. Note that for j = O 

the left-side inequdity should not be checked, as al1 of the values below - 1 + A/2 are detected as 

a "-1 ". A similar situation holds for j = hl - 1, where the right-side inequality should be dis- 

carded, as al1 of the values above 1 - A/2 should lead to a " 1 ". 

Comparing the above expression with what the DFE implements (figure 2.9), reveals that the 

one-state sequence detector indeed functions as a DFE in recovering the data from the PR signal. 

Also, since the value of the state metric will not be propagated during the iterations, one does not 

need to calculate it at d l ' .  The results of the cornparisons expressed by (6.4) are only reguired. 

The survivor extension simply takes place by adding the input symbol corresponding to the 

branch which minirnizes (6.2) to the previous survivor sequence. Since there is no other competing 

sequence, the updated survivor gives the final decision made by the RSSD. Also, this decision will 

serve as the new estimate of the combined states once it is fed back. 

1 .  Recall from chapter 3 that the number of propagating quantities can be as low as the number of states 
minus one. 



6.2. Two-State Decoding of Binary PRS 
Considering RSSD as a detection technique between MLSD and DFE, the next question arises 

is how one can take advantage of this fact to reduce the cornplexity of the detector. Since DFE is 

located at the lower-compIexity end, a g e n e d  answer to the above question is to exploit the feed- 

back mechanisrn of the RSSD. To ilIustrate this issue, two-state decoding of binary-PRS. based on 

a trellis diagram obtained by grouping even and odd states into two separate hyper-states, is con- 

sidered in this section. Regardless of any applications, which may exist or not, the example seems 

to be very useful in i1Iustrating the concept. 

For a PRS system characterized by (2.1), with norrndized signals, the two-state trellis is 

s h o w  in figure 6.2 

Figure 6.2: Two-state trellis of a binary-PRS system resulted from 
grouping even and odd states. The branch labels show the 
pairs of normaiized uncoded; encoded signals. 

In the above figure, the last N -  1 decoded outputs for hyper-states O and 1 are denoted by 

[ . t , ( k - h r )  Z , ( k - N +  1 )  ... . t , ( k - 2 ) ]  and [ X l ( k - N )  X , ( k - N +  1 )  ... X l ( k - 2 ) ]  

respectively, and h is given by (2.2). 

From the encoded signals shown in figure 6.2, the branch metrics can be calcutated. Applying 

these metrics to the difference-metric algorithm results in the update mechanism given by (3.4) 

with 

V 

b, ( k )  -bol ( k )  = 2h' ( k )  + f, - C/,io ( k  - i) 
1 . :  

and the decision regions separated by threshold IeveIs 



t 1 oV 
b I  - 2 - 1  y - i  - , - 2  + - ( - + - - i l -  - ,.: 1 = T + A T  (6.10) 

where 

Starting from any set of two initial states of 2j; 2 j  + I for j = 0. 1, . . ., N/2 - 1 (Le. 

c:= ?/, (XO (k - i) -2, (k - i) ) = 0). (6.9) and (6.10) result in two threshold levels of TkZf h'. 

Depending on the polarity of f,. one of the middle decision regions in (3.4) will be discarded. 

Assuming f, > O, only one of the three survivor extensions s h o w  below c m  take place' 

Figure 6.3: Survivor extensions in the binary PRS two-state RSSD, 
starting from states 2 j  and 2 j  + 1, and assurning fi > 0. 

where ( ( u )  ) denotes the residue of i i  divided by v. 

From the three new sets of states, two are of the form of the starting set. The other set can be 

categorized as 4j  + 2 ;  4j  + 1 for j = O, 1, . . ., N / 4  - 1 . This category for which 

x(= (ZO (k - i) -il (k - i) ) = 2f2 is. in mm, bootstrapped to serve as the starting states in the 

new itention with the threshold levels of ~ k 4 h '  (f, - f,) . obtained from (6.9). (6.10). and (6.1 1). 

Similady. the new survivor extensions depend on the polarity of f1 - f,. As an example, for 

fl -fi > O these extensions are shown in figure 6.4. 

Figure 6.4: Survivor extensions in the binary PRS two-state RSSD, 
starting from states 4j + 2 and 4j + 1 , and assurning 
fi -fi > O- 

From the three estimates of the new states. two belong to the starting category. The other esti- 

mate described by 8j + 2; 8 j  + 5 for j = 0, 1, . .., N/8 - 1 ,  leads to a new category with threshold 

levels q u a i  to ~ 5 4 h '  Cf, - f, + f,) . Again. based on the polarity of fl - f2 + f, survivor exten- 

1. For f, < O a similar approach c m  be taken. 
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sions and consequently the new state estimates are deterrnined. This process is repeated N times, 

where at the end none of the estimated sets is new. This cornpletes al1 of the pairs of the estimated 

states through which the RSSD aigorithm ever passes. It can be s h o w  that al1 the remaining sets 
'(N- 1 )  (out of 2' ) will not occur, since, these States eventually lead to the categories described 

above, where a reverse transition does not exist. Note that al1 of the update values required in the 

update mechanism c m  be calculated from (6.5) for each one of the estimated sets. 

The above discussion shows that the two-state RSSD c m  be viewed as a difference-rneuic 

aigorithm with threshold and update values determined from the previous state estimates. This 

tightly relates the decision feedback part of the RSSD with its sequence detection nature from an 

irnplementation point-of-view. 

Binary EPR4 

EPR4, characterized by F (D) = I + D - D' - D ~ .  is chosen as an example to illustrate what 

the RSSD architecture, described above, looks like in a typical realization. Following the generai 

procedure, the first step initiating from states O; 1,2;3,4;5, and 6;7 either keeps the RSSD decoder 

in one of these states or leads it to one of two pairs of 2; 1 and 6;s .  These new states, in mm, result 

in either an estimate from the starting category, or the pair 2;5, through the second step. Finally, 

from this new estimate, the decoder is either returned back to the starting category, or remains in 

the current states. This last step wnps up the procedure, resulting in only 7 possible estimated 

pairs of states from which the RSSD decoder passes through during the iterations. Al1 other 9 

remaining sets will bring the RSSD decoder to one of the above 7 sets, where a reverse transition 

does not exist. 

Furthemore, the update values and the threshold levels required for each one of the estimated 

pair of states c m  be calculated from (6.5), (6.9), (6. 10). and (6.11). After some manipulations, the 

results c m  be summarized in the following update equation 

where T, AT, a, and the new state estimates are given in table 6.2 for al1 of the above 7 state pairs. 

Note that this significant reduction in cornplexity has b e n  achieved at the expense of a penalty 

in the noise performance of the decoder. By combining 8 states of the MLSD decoder into only 2 

states. the minimum distance of the error events will &op frorn 1 to 1 / f i ,  corresponding to 3dB 



Table 6.1 : RSSD of the binary-EPR4 based on the difference-metric algorithm 
applied to the two-state tretlis. 

loss from the 6dB coding gain. Figure 6.5 illustrates the BER performance of the MLSD and 

RSSD decoders, obtained from simulations. That of the DFE is also shown. 

str i tcc~t imes 

T 

AT 

a 

new cstimtes 

Figure 6.5: Noise performances of the MLSD and RSSD applied io 
the binary-EPR4 scheme. 

6.3. Two-State Decoding of Quaternary Class-IV 
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It was mentioned in chapter 2 that a QPRN system has been recently proposed for high-rate 

data transmission over unshielded twisted-pair cables. For the specific application considered here, 

extremely Iow-cost transceivers are desired [117]. Therefore, MLSD, realized by the VA, is 

favored only if a detector solution of low-enough complexity exists. Although it was shown that 

for a binary class-N system such a solution is known, a sub-optimum decoder seems to be more 

promising in the case were multi-level signals are employed. Towards this goal, reduced-state 

sequence detection of mutti-level PRS has been studied [115], resulting in a difference-metnc 

algorithm for mutti-level class-IV signals [ 11 81. Furthemore, a VLSI implementation for a 

QPRIV transceiver employing a reduced Zstate Viterbi decoder is recently proposed [42]. 

The purpose of the work here is to deveiop the Viterbi algorithm for decoding a quaternary 
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class-IV signal from an analog implementation point-of-view. As it was demonstrated in chapter 4, 

for the binary scheme analog impiementations offer viable alternatives to their digital counterparts 

and result in high-speed decoden with significant savings in the size and power consumption. 

Here, the goal is to extend the binary-decoder structure to the quaternary system by first reducing 

the number of states of the trellis to two and then applying the difference-metric algorithm, or 

more appropriately the input-interleaved algorithm. to the two-state trellis. Also, it is shown that 

the derived algorithm here is a simplified version of the difference-metric algorithm described in 

[Il81 and can be dtematively used in a digital realization. We shall refer to this algorithm as the 

"reduced-state sirnplified difference-metric algorithm" in this thesis. 

6.3.1. Reducing the Number of States 

A quaternary dicode signaling schemel leads to a trellis diagraxn shown in figure 6.6.a. It has 

been shown that if the four states of this trellis are reduced to two, by combining the even states 

into one hyper-state and the odd states into another hyper-state, a significant reduction in the com- 

plexity of the sequence detector results with a negiigible penalty in the performance [1151. How- 

ever. the reduced-state trellis will contain some parallel branches, as shown in figure 6.6.6. 

a. Full-state trellis b. Two-state trellis 

Figure 6.6: Full-state and two-state trellis diagrams of the quaternary 
dicode scheme. Branch labels represent the pairs of the 
normalized uncoded; encoded signals. 

Similar ta the approach presented in chapter 3, one can easily show that the branch metrics of 

the full-state decoder are given by 

j - i j - i  j = O ,  1,2, 3 
b,, (k) = T ( y ( k )  + 6 )  

* i = O ,  1 ,2 ,3  

However, combining the states leads to ambiguities in deriving branch metrics in the reduced- 

state decoder, since now there is more than one transition between each two subsequent states. The 

branch metrics, B,, (k)  , c m  take any of the values 
- 

1 .  Recall that a class-iV system is usualIy realized by time-interleaving two independent dicodes. 
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The above ambiguities can be only avoided if the algorithm is provided with enough informa- 

tion to resolve four parallel transitions between each two subsequent hyper-states. These parallel 

transitions are further illustrated in figure 6.7. 

Figure 6.7: Parallel transitions resulted from state grouping. The pairs 
of nonnalited-encoded signal; brmch merric are also 
shown. 

Using estimates of the combined states for each hyper-state at time step k - 1 . eliminates two 

of each four paralle1 transitions. Two remaining transitions c m  be resolved by applying a threshold 

decision on the received signal. Starting from known initid states, a decision-feedback mechanism 

completes the loop by boot-stnpping the new state estimates to be used in the next iteration. 

6.3.2. Reduced-State Simplified Difference-Metric Algorithm 

The first step mentioned above in resolving the ambiguities in the branch metrics of the 

reduced-state decoder, namely estimating the combined states, leads to four different cases (four 

different combinations of the estimated states) in which the Viterbi algorithm can potentially pro- 

ceed. This reduces each set of four parallei transitions to a set of two. Further resolution is possible 

through the second step which gives the most-likely transitions in a sub-optimum manner by slic- 

ing the input signal1. The threshold levels of the slicer can be detemined from the encoded signals 

shown in figure 6.7. Having resolved the parallei transitions, the difference-metric algorithm given 

by (3.4) (with bji and Am replaced by Bji and AM, respectively) c m  be invoked. Tables 6.2 to 6.5 

summarize the results. Each table corresponds to one of the four different combinations of the esti- 

mated states with entries representing the resolved branch metrics. Survivor extensions are also 

shown. In addition to updating the path memory, estimated states required for the next iteration of 

the algorithm, should be also determined from these extensions. 

1. Note that the slicing descnbed here is equivalent to resolving the first three bits in the binary representa- 
tion of the signal in [ 1 181. 



Table 6.2: Resolving paraile! transitions in the RSSD of the quaternary dicode 
PR signai. Estirnates of hyper-states O and 1 = states O and 1 .  

Survivor 
Extension 

Table 6.3: Resolving parallel transitions in the RSSD of the quaternary dicode 
PR signal. Estimates of hyper-states O and 1 = states O and 3. 

B &) B * ,(k) Survivor 
Extension 



Table 6.4: Resolving paralle1 transitions in the RSSD of the quaternary dicode 
PR signal. Estimates of hyper-states O and 1 = States 2 and 1. 

Survivor 
Extension 

Table 6.5: Resolving parallei uansitions in the RSSD of the quaternary dicode 
PR signai Ëstimates of hyper-states O and 1 = statës 2 and 3. 



To further explain how these tables are obtained, consider, as an exarnple, state O as the previ- 

ous estimate of the hyper-state 0. This reduces the four candidates for the transition from hyper- 

state O to the same hyper-state, shown in figure 6.7.a to only those two which initiate from state O. 

Considering the fact that O and 2/3 are two encoded signals associated with these transitions, 

applying a threshold level of 1 /3 to the received signal, y (k) . uniquely specifies the final transi- 

tion and consequently the corresponding branch metnc the reduced-state decoder should use. As a 

result, the entries of the first column of table 6.2 are detennined. The ending state resulting from 

this particular transition is dso  resolved. This fact is being used in deriving the last column which 

illustrates the survivor extensions. All the other entries of the above tables c m  be obtained in a 

It is interesting to note that the case described by table 6.3 will never occur sirnply because 

there exist transitions from this case to other cases (tables 6.2, 6.4, and 6.5), but, not vice versa. 

This is in agreement with the adjacency relation in [Il81 which states that two most-likely states 

should remain adjacent during the iterations. Also, note that some of the adjacent decision regions 

given in these tables need not to be resolved at all. The last three rows of table 6.2 show an exarn- 

ple. Similar situations can be found in other tables. Extending the decision feedback to update the 

ttireshold Ievels of the threshold device, effectively reduces the number of comparators required in 

the analog implementation. 

The rows of tables 6.2, 6.4, and 6.5 can be divided into two categories. Category-I, for which 

the new estimated states are independent of the computations and only depend on the decisions 

made by the threshold device and categoiy-II, for which these estimations depend on the results of 

the algorithm, as well. As an example, the first and three Iast rows of table 6.2 belong to category- 

1, whereas two other rows fdi  in category-ïI. The difference-metric algorithm described by (3.4) 

applied to the rnembers of category-1 reduces to very simple update mechanisms each with only 

three survivor extensions. It is not difficult to see that these update mechanisms and their corre- 

sponding survivor extensions can be expressed by one of the two following expressions 

where T is a threshold level derived from (3.4) in conjunction with tables 6.2,6.4, and 6.5 for each 

one of the members of this category. 



In contrast to the above, applying the difference-metric algonthm directly to category-II does 

not lead to a sirnilar simplification. However, such a simplification is indeed possible if y (k)  is 

further resolved. The required resolution imposes four additional threshold levels of f 11'6 and 

f l /2 to the above tables. This extra one-bit resohtion is available in a digital realization, since 

the number of bits in the binary representation of the signal almost always exceeds 4. It is not dif- 

ficult to see that in each one of the resulted sub-regions, the decision criteria given by (3.4) will be 

reduced to only three. As well, in each one of the two sub-regions resulted from each member of 

category-II, one of the two following expressions applies 

AM (k) = A M ( k  - 1 )  iCT 
T 

AM(&) = -AM(k-1) 1- 7- 

where T is a positive threshold level, again obtained from (3.4) in conjunction with tables 6.2, 6.4, 

and 6.5 for each one of the sliced sub-regions. 

The results of the above arguments are summarized in table 6.6. Assuming that estirnates of 

the combined States are available from the previous iteration, the appropriate update equation, the 

threshold level, T, and the new estimates of the hyper-states can be obtained from this table. These 

information are given for different ranges of the received signal (nomalized to noiseless peaks of 

+1) determined by applying it to a slicer with threshold values given in the first colurnn of the 

table. Note that for the sliced regions which fa11 in category-II, only one of the state estimates is 

available before any calculations. The other state can be estimated at the end of the iteration. 

As an example, the decision regions, the aigorithm output, and the survivor extensions for the 

first row of the first colurnn, the-first rows of the second colurnn, and five-first rows of the third 

colurnn of table 6.6 (first, two-first, and three-first rows of tables 6.2, 6.4, and 6.5, respectively), 

from category-1, and for the second and third rows of the first column of table 6.6 (second row of 

table 6.2), from category-II, are illustrated in figure 6.8. 

6.3.3. The Anaiog Architecture 

The above arguments suggest that the problem of Viterbi detection of a quaternary dicode can 

be changed to that of a binary one1. However, the difference-metric algorithm should be supplied 

1. See section 4.2. 



Table 6.6: The reduced-state simplified difference-rnetric algorithm applied to 
the two-state trellis of a quaternary dicode PRS scheme. 

O, 1 3, 1 2, 3 

NCW eqn, T New eqn. T New 
Est imtcs Estimates Estimates 

with threshold levels derived from the previous state estimates and the results of slicing the input 

signal. These threshold levels are shifted venions of the sampled input signal (possibly with a sign 

change) and are easy to calculate. The fint step is to slice the input signal. y (k)  . and generate six 

digital signals corresponding to six rows of table 6.6. Five comparaton, which compare y (k )  with 

five equally-spaced threshold levels. followed by four AND gates provide six mutually exclusive 

outputs. The slicing boundaries should al1 be biased with a DC value depending upon the previous 

estimates. Figure 6.9 depicts the idea. In this figure, the pairs of estimated states O; 1, 2; 1, and 2;3 

are indicated by 1, IIi, and V respectively. 

A simple look at the threshold values, T, given in table 6.6 shows that the appropriate polaxity 

of the input signai and the required DC shifts to constmct two upper and lower threshold levels c a .  

be ruled by the slicer outputs and the previous state estimates. The signals for controlling the 
1/6, LY/2, L:/6 polarity of y (k)  . P, and P,. and selecting the DC shifts, L;"',  LI^'^. LU , L ; ~ " ~ ,  

~ ~ 1 1 2 ,  ~ ~ 1 1 6 ,  L : ' ~ ,  and L:", can be genented by the typical combinational circuits shown in fig- 

ures 6.10 and 6.11. Hem, subscripü are used to distinguish between the upper and lower threshold 



Figure 6.8: Difference-meuic algorithm ap lied to the: a. first row of 
the first colurnn (fint row of talle 6.2). b. three-fint rows 
of the second column (two-first rows of table 6.4), c. five- 
first rows of the third colurnn (three-first rows of table 
6.5), d. second row of the first column (second row of 
table 6.2 for 1 /2 c y (kj c 2/3),  and e. third row of the first 
column (second row of table 6.2 for r 13 (k) c 112 ) of 
table 6.6. 

Figure 6.9: Slicing the input signal with five cornparators and by mak- 
mg use of the previous state estimates. 

levels, whereas superscnpts denote the values of the required DC shifts. 

Limiting mechanisms expressed by (6.15) to (6.18) are used to update the difference signal. In 

updating this signal, the polarity should be positive if either (6.15) or (6.17) appties, negative if 

either (6.16) or (6.18) applies and the difference signal does undergo an update, and reversed if 

either (6.16) or (6.18) applies but the difference signal does not undergo the update. As a result, the 

polarity of the updated difference signal can be set by a control signal generated by the circuit 



Figure 6.10: A ty ical combinational circuit for generating signals 
whicR set the o ~ x i t  of the input signai in consuucung 
the upper and gwer Aeshold levels. 

Figure 6.1 1 : A ty ical combinational circuit for generating signals 
whicK set the DC values in construcunp the upper and 
lower threshold levels. 

shown in figure 6.1 2. In this figure, E, is a signal which indicates when either (6.15) or (6.17) is 

effective, and Qu and Q, correspond to the latched outputs of the comparators in the adaptive 



threshold detector (figure 4.3). 

I III v Qu QI 

--- 
' Pd 

CLK 

Figure 6.12: Generating the control signal which sets the polarity of the 
difference-metric signal. A "1" at the output corresponds 
to a positive polarity and a " 0  CO a negative polarity, AND 
grites are redrawn from figure 6.1 1. 

At the end of each iteration, the new estimates of the combined states should be bootstrapped 

to be used in the next iteration. Again, table 6.6 c m  be employed to genente these estimates. 

While for the first and last rows of this table (category 1) estimates are available soon after the start 

of the iteration, for the middIe rows (category II) they depend on the caiculations. However, to pre- 

vent any destructive feedback effect. the results should be latched and only fed back at the start of 

the next iteration. It is straight-forward to see that the circuit in figure 6.13 is capable of generating 

the new estimates based on the information given in the above table. 

Finally, path memory of the decoder should be updated at the end of each iteration. Wtth qua- 

temary signals, this memory should be constructed from two-bit storage elements interconnected 

similar to what was s h o w  in figure 4.4. In fact, path memory is a two-bit. but deeper, version of 

this circuit. Figure 6.14 illusuates the path memory structure. Update rules corne from the memory 

extensions shown by (6.15) to (6.18) and the new inserted words for each hyper-state are the esti- 

mates genented by the circuit of figure 6.13. In the usual cases where the quaternary scheme has 

been chosen to reduce the baud n t e  of the overall binary communication system, the inserted bits 

c m  be selected such that the detected two-bit words are directly mapped to the original binary data 

by converting them into a serial bit Stream. Note that unlike the binary decoder, the comparator 

outputs do not directly control the registers, but through the simple logic circuit depicted in figure 

6.15. This circuit adds simultaneous parallel loading of both shift registers, required in the quater- 

nary decoder, to other loading features of the binary path memory. 

It should be mentioned that the circuits shown here are typical and the control signals can be 



III  

Figure 6.13: A ty icaI circuit for generriting new estimates of the com- 
bine: stateî. 

Figure 6.14: Prtth memory of the reduced-state quaternary decoder. 

generated by implementing the logic functions extracted from table 6.6 in different ways. A cir- 

cuit-level block diagram of the quaternary dicode decoder is further illustrated in figure 6.16. The 

Q P W  decoder consistç of two independent time-interleaved dicode decoders. 

6.3.4. Performance Evaluation 

When resolving the parallel transitions by the sIicer, the decisions made by these devices are 

reliable since the distance between two branches initiating from each state is larger than the mini- 

mum distance of the error events of the sequence detector. Consequently, the performance degra- 



Figure 6.15: Generating signals for updatin the. path memory. Each 
signal controls the se~al/panllehoading of 1- correspond- 
ing shift register. A "1" corresponds to a senal shifi and a 
"O * to a parailel load. 

Out 
-b 

Figure 6-16: Circuit-level block diagram of the analog quaternary 
dicodc decoder. Bold lines indicate multi-signai connec- 
tions. 

dation of the decoder and the error propagation effect are expected to be negligible. This, can be 

confirmed by comparing the minimum distance of the error events in the two-state trellis diagram 

with that in the four-state diagram. Figure 6.17.a shows typical minimum-distance events (starting 

from state O). which give rise to errors in both of the full-state and reduced-state decoders. How- 

ever, due to cornbining state 2 with state O in the reduced-state decoder. there stiII exist other error 

events wi th the sarne distance. These additional error events are s h o w  in figure 6.17.b. 

Foilowing the error analysis in appendix B, the probabilities of events shown in figures 6.17.a 

and b can be calculated as (3/4) "Q ( 1  / (3f io) ) and ( 1  /2) (3/4) "Q ( 1  / (3&0) ) . respec- 

tively. Here, similar to the appendix. n = Ne - N represents the length of the error sequence corre- 

sponding to the error event with the length of Ne. SER of the full-state and reduced-state decoders 

can be calculated by employing (B.2) and considering the fact that each minimum-distance error 



Figure 6.17: Minimum-distance error events in the fuIl-state (a) and 
reduced-s~te (a and b) quaternary-dicode decoders. 

event entails n symbol errors. This yields 

SNR 

S E R  ( M L S D )  = (1 10") 
d 

SNR 

SER ( R S S D )  = BQ (f 10") 
J 

in which (2.10) has been employed to express the results in terms of SNR. 

fre-coding, used in systems with DFE detection approach, is useful in reducing the SER even 

with MLSD when multi-level signals are employed [12]. This technique applied to the quatemary 

scheme, results in error events with one incorrect symbol at the beginning and another incorrect 

symbol at the end of the event [118]. Consequently, (6.19.a and b) in the presence of pre-coding 

reduce to 

SNR 

S E R ( M L S D )  = 12Q(-!--10") 
d 

SNR 

SER ( R S S D )  = 18(3(f 10") 
J 

The above equations cIear1y show that the SER performance of the RSSD decoder is only 

62.5% worse than that of the MLSD decoder. Furthemore, in the presence of pre-coding this deg- 

radation drops to 50% (a minor decrease). More sensitivity of the reduced-state decoder to error 

propagation due to the decision-feedback mechanism accounts for this decrease. However, this 

error-propagation effect is negligible, as expected. 

Figure 6.18 illustntes the noise performances of the Ml-state and reduced-state decoders, 

obtained from simulations, as well as theory. In simulating the RSSD, the architecture shown in 

figure 6.16 was used. The results are shown both in the presence and absence of pre-coding. From 

this figure, it c m  be seen that the reduced-state decoder presented here follows the theoretical pre- 



dictions, causes a negligible degradation in the coding gain compared to the Full-state decoder, and 

has a performance equivalent to that of the aigorithm described in [ I  181. 

Figure 6.18: Noise performances of the quaternary dicode RSSD and 
MLSD decoders, obtained from theo and simulations. 
That of the DFE ia dso shown. The e%rmances are Iot- 
red in the absence (a) and presence 6) OF pre-coding. Rote 
that (6.20) and (6.2 1) are not accunte at low SNR. 

Reduced-state sequence detection is a sub-optimum detection technique which reduces the 

implementation complexity of the maximum-likelihood sequence detector at the expense of some 

penalty in its noise performance. The reduction in complexity is achieved by decreasing the num- 

ber of States of the trellis diagram. A decision-feedback mechanism is then incorporated to prevent 

total loss of information. This mechanism causes the decoder to perfonn as a hybrid between a 

full-state sequence detector (corresponding to the full-state trellis) and a decision-feedback equd- 

izer (corresponding to the single-state trellis). From an implernentation stand-point, the realization 

problem of the reduced-state sequence detector can be answered by demonstrating its connection 

with the decision feedback equalizer, from one side, and the maximum-likelihood sequence detec- 

tor, from another side. 

In this chapter, after investigating the aforementioned connections, it was shown that by prop- 

erly exploiting the decision-feedback mechanism and employing it in the Vitehi algorithrn, the 

goal of implementing the decoder at the desired reduced complexity can be achieved. 

Being a suitable scheme for high-rate data transmission over band-limited channels, quater- 

nary class-IV drew most of Our attentions in this chapter. Since this scheme results in a relatively 

complex trellis diagram. sub-optimum decoders are particularly useful in this case. Also, to obtain 

a high-speed low-complexity decoder, anaiog implementations are strong alternatives. As a result, 



the Viterbi algorithm for decoding a quaternary cIass-IV signai with a reduced-state trellis was 

developed from an analog implementation point-of-view and an analog architecture for redizing 

the reduced-state algorithm was proposed. The goal was to extend the existing binary-decoder 

structure to the quatemary system by applying the difierence-metnc algorithm. or more appropri- 

ately the input-interleaved algorithm described in chapter 4, to the reduced two-state trellis of the 

quatemary system. Although the preliminary motivation has been an analog implementation, the 

resuits c m  alternatively be used in digital realizations as well. 
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Future Directions 

Partial-response signaling, first proposed for data transmission, has now found more applica- 

tions in other m a s  such as magnetic recording. Consequently, sequence-detection techniques, and 

in particular the Viterbi algorithm. for detecting a partial-response signal in a noisy environment 

has drawn a lot of attention. The challenge is to redize the Viterbi algorithm such that the cornpat- 

ibility with other parts of the system is maintained. These usually include small size. low power, 

and high speed in today's most, if not all, applications. Magnetic recording and miniature data 

transceivers are two important examples in which the aforementioned requirements are essential. 

Toward realizing the Viterbi algorithm in an efficient way, analog implementations have 

s h o w  to be viable alternatives to their traditional digital counterparts. The key idea is to eliminate 

the power-hungry analog-to-digital converter at the front-end of the receiver. However. other sav- 

ings may be accompanied if the algorithm is carefully examined from an analog-implementation 

perspective. 



Described in this thesis was another attempt for realizing the Viterbi algorithm in the analog 

domain. Partial-response sequence detectors were of special interest, however, other applications 

were addressed as well. Beside chapter 1, which was an introduction to the work, a brief summary 

of what was covered in this thesis is presented in the next section. Some potentid areas of research 

and future directions are then suggested- 

7.1. Conclusions 

In chapter 2, the partial-response concept, modeling, and applications were explained. The 

symbol-by-symbol detection technique based on decision feedback equaiization for detecting a 

noisy partial-response signal was reviewed and an approxirnate approach for the error analysis, 

which takes into account the effects of error propagation, was introduced. The approach applied to 

binary and quaternary class-IV partial-response schemes was verified by simulations. 

Maximum-likelihood sequence detection of partial-response signais was considered in chapter 

3. In particular, a generd difference-rnetric &terbi algorithm applied to a two-state trellis diagram 

was developed. From this algonthm, a new derivation of the difference-metric algonthm for 

decoding a dicode signal was proposed. The proposed algorithm was narned the input-interieaved 

algorithm, since it was shown in chapter 4 to result in a very fast and efficient analog realization 

with an interleaved input structure. AIso introduced in chapter 3, was the maximal-distance 

approach to the partial-response codes. It was shown that if the coding poIynomial of the system 

satisfies some certain properties, the loss in the signal-to-noise ratio c m  be asymptotically recov- 

ered by the sequence detector. This loss is due to the increased nurnber of levels and can not be 

combatted by the syrnbol-by-symbol detector. Implementation issues such as path-memory tninca- 

tion, signai Iimiting. and computational accuracy were discussed at the end of the chapter. 

Chapter 4 described one of the most important contributions of the current thesis. Two novel 

analog architectures for realizing a class-IV partial-response Vitehi decoder were introduced. 

These were the adaptive-threshold architecture, based on the adaptive-threshold interpretation of 

the decoding algorithm, and the input-interleaved architecture, based on the new input-interleaved 

algonthm. The robustness of these structures to analog imperfections such as offsets and mis- 

matches was investigated. Two actuai realizations of these decoders were reported. A discrete pro- 

totype, based on the first architecture, and an integrated decoder, based on the latter architecture, 

were constmcted and tested. The experimental results confirrned the vdidity of the approaches and 

their feasibility of implementation. The integrated decoder was fabricated in a 0.8prn BiCMOS 

process in a 0.5rnrnz silicon area and was shown to be able to decode a 2ûûMSyrnboIs/s class-N 



signal with a totai power consurnption of 30m W drawn from a 3.3 V single power supply. 

To extend the idea of analog realizations to the Viterbi algorithms for which simplifications of 

the sort of the difference-metric algorithrn are not applicable, a novel implementation technique 

was introduced in chapter 5. The technique was shown to be quite geneml, covering a variety of 

other applications such as convolutional coding and M-ary digitai communication. Two partial- 

response decoders were designed and fabricated in a 0.8pm BiCMOS process. A prove-of-con- 

cept dicode decoder was chosen to illustrate the feasibility of the approach. Also, an extended par- 

tial-response scheme was fabricated to demonstrate the extendibility of the approach to relatively 

complicated sequence decoders. The latter scherne was chosen as it was predicted to find its first 

application in the new generation of cornputer hard disks. The experimental results of the dicode 

decoder were presented, confirming the feasibility of the approach. The second decoder has not 

been tested yet due to test-equipment limitations. It should be mentioned that digital path memo- 

ries were not included on the chip for these decoders to Save design time. As a result, speeds up to 

80Mb/s were achieved. Simulations, however, show that much higher speeds are attainable if the 

path memory is included on the chip. 

Since the work presented in chapter 4 couId also be applied to sorne reduced-state sequence 

detectors, chapter 6 was devoted to the implementation issues of these sub-optimum detectors. The 

cornplexity reduction compared to the maximum-likelihood sequence detector was investigated by 

fully exploiting the decision feedback mechanism in the decoder. This was iiiustrated through 

examples, where it was shown how the analog sub-optimum decoders benefit these exploitations. 

Finally, a quaternary class-IV partial-response scheme and its reduced-state decoder (which in fact 

had partly motivated the work) were explained as the major part of this chapter. A new algorithrn, 

shown to be suitable for an analog implementation, was developed. Furtherrnore, the algorithm 

was shown to be equivalent to an existing one, but, less complex. It shouId be pointed out here that 

the full-state decoder for this signaling scheme could be alternatively impiemented following the 

general approach introduced in chapter 5. 

In conclusion, it was shown through system-leveI and circuit-level analysis and simulations as 

well as experiments that anaiog approaches are not only feasible in irnplementing digital sequence 

detectors, but they outperfom their digital counterparts in a variety of applications. Although the 

primary motivations were applications whic h do not demand a sophisticated signal processing 

prior to detection, the simplicity of the analog decoder may compensate for the possible increase in 

the complexity of the preceding circuitry if the idea of analog decoders is extended beyond these 



applications. 

7.2. Future Directions 

In addition to searching for new applications where analog sequence detectors are beneficial, 

more tightly related subjects can be proposed as extensions to the work presented in this thesis. 

These cover a variety of system-level and circuit-level aspects of which some are briefly addressed 

below. 

CMOS implementations of the implemented decoders (chapters 4 and 5) are desired by many 

industrial companies. Lower cost and more compatibility with the existence of digital circuits and 

processes are the most important advantages over BiCMOS implementations. Nevertheless, the 

leading Company in this area employs an advanced BiCMOS processes for state-of-the-art produc- 

tion. 

In addition to being motivated by the existence of a real application, a compfete circuit realiza- 

tion for the reduced-state quatemary class-IV decoder discussed in chapter 6 seems to be very 

helpful in demonstrating the extendibility of the andog realization concept, and its advantages, to 

cases where only digital realizations have been considered for so far. This can be considered as a 

major step toward exploring more applications for analog sequence detectors. 

Applying the automatic-layout genention tools to the irnplementation approach presented in 

chapter 5 faciiitates the generation of the layout and post-simulation of the analog decoders and 

biases the industry more toward using the analog-realization approaches in their future products. 

Soft-output Viterbi decoders are being actively pursued in many applications. However, due to 

implementation-complexity issues, these decoders have not become very popular so far. Generat- 

ing soft decisions which contain more information than an ordinary Viterbi decoder at its output, a 

soft-output Viterbi decoder is perhaps an even more likely candidate for an analog implementation. 

Prelirninary investigations by the author show the feasibility of the idea, although no published 

work was found in this open area. 

A real maximum-IikeIihood detector results only if the received signal undergoes the sequence 

detection which is matched to the encoder. Although an intermediate equalization is essential in 

compensating any mismatches, it enhances the noise at the same time. By properly absorbing the 

equalizer (even partly) into the sequence detector, the arnount of the enhanced noise can be mini- 

rnized (This can be achieved by adjusting the polynornial coefficients in a partial-response scheme, 



for example.). The implementation technique of chapter 5 seems to be flexible enough to let the 

designer combine a part of the equalizer with the sequence detector. Apparently, using a decoder 

with a larger number of States improves this flexibility as more degrees of freedorn will be avail- 

able in prograrnming the sequence detector. 

Another step toward combining the equalizer and sequence detector is to exploit the flexibility 

of adjusting the sequence detector to redize an adaptive Viterbi decoder. This c m  be accomplished 

by employing the aforementioned programmable sequence detector in a feedback loop. Magnetic 

read channels are good potentid applications for adaptive Viterbi decoders. However, rnany other 

applications may be found as well. 



Appendix 

Error Analysis of a 
Partial-Response S ystem 

A. Symbol-by-Symbol Detection 
A PRS system with a DFE-based symbol-by-symbol detector is shown in figure 2.9. In this 

figure, if the N-previous sarnples of the input signal and their detected values are denoted by 

x ( k -  l ) ,  ..., x ( k - N )  andX(k- l ) ,  ..., X ( k - N )  respectively,onecaneasiIy showthat 

w here 

reflects part of the noise contnbuted by error propagation. 



Assuming equi-probable equdly-spaced input symbols, straight-forward analysis yields 

M - 1  1 A 
SER = 2- P (-n (k) + e (k) > ?) 

M h - 
for the symbol-error rate of the detector. Here, 

is the interval between two adjacent levels at the output of the slicer. 

A Iower bound on the symbol-error rate can be found by ignoring the error propagation (Le. 

setting e (k)  = O). This bound c m  be expressed by 

where Q (. . .) is the cumulative Gaussian distribution function defined by [9] 

and d is the variance of the channel noise. 

B. Sequence Detection 
In the detection of a sequence, errors always occur in groups. The optimum path diverges from 

the actual path upon the occurrence of the first error of the group. Depending on the treIlis dia- 

gram, the detected path c m  rnerge with the actual path only after a minimum nurnber of transitions 

between States. In an N'th-order PRS system, if the number of transitions during each error event 

is Ne (N, > N), then the actual length of the error sequence is n = N, - N. since the last N 

detected transitions have to be correct. Associated with each error event, threc sub-events c m  be 

identified. The probability that a particular error event occurs, can then be described in terms of the 

probability of each one of these sub-events. 

The first sub-event is that the optimum path is equal to the actual path at the time the first error 

of the error event occurs. The probability of this sub-event is not easy to calculate, however, since 

the probability that this sub-event is not tme is of the order of the probability of error, it can be 

approximated by unity. 



The second sub-event is that if the error sequence is added to the input sequence, the result 

should be an allowabie sequence. In an M-ary PRS scheme with independent equi-probable 

equally-spaced (with a separation of A) inputs, if the i'th element of the error sequence, E,. is 

equal to i A ,  only M - Jif vaiues of the corresponding input are permissible. As a result, the prob- 

ability of the second sub-event is equal to n (M - lii) /M. where the multiplication spans over 
Ne - N 

the entire error sequence. 

The third sub-event occurs if the noise terms added to the signal, over the length of the error 

event, are strong enough to make the wrong estimate more likely than the actual sequence. With 

independent and identical Gaussian noise components of variance 0'. the probability of this sub- 

event is equal to Q (d/ (20) ) , where d is the Euclidean distance between the transmitted signal 

and its estimate and Q ( . . . ) is given by (A.6). 

The probability of a particuIar error event c m  be computed by combining the above argu- 

ments. The result is 

To calcuIate the symbol-error probability, one should note that arnong the different error 

events those which provide the minimum Euclidean distance, dm,, are the most-likely ones and 

usually dominate the error-rate expression at moderate-to-high SNR. This expression can be 

derived by discarding al1 the other events and weighting each minimum-distance error event, 

by the number of symbol errors it entails, w . The result is the following upper bound 

which, incidentally, is rather tight at high SNR 

Here, the summation takes place over al1 error events with Euclidean distances equal to dmi,. 
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