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Abstract

Driven by the need for high-speed connectivity in short distances and the costs and dif-
ficulties of deploying cables, this thesis discusses the design of short-distance optical wire-
less data communications with the target speed of 1Gb/s. In addition to exploring the
effect of individual components in this link, two blocks at the receiver side, the front-end
transimpedance amplifier and the back-end detector, were designed and implemented and

their performance summary are given below.

A transimpedance amplifier with differential dc-coupled photocurrent sensing was inte-
grated in a standard 0.35 um CMOS. It achieves 33kQ transimpedance gain and a band-
width of 255 MHz with a 2pF photodiode capacitance. This design exhibits 40dB power
supply rejection ratio and an average input noise of 6.8pA/.J/H: . Power dissipation is
30mW from a 3V supply. Also, an active dc photocurrent rejection circuit was included in

this circuit to prevent the circuit output from saturation under intense background light.

A 1Gb/s analog Viterbi detector based on a 4-PAM duobinary scheme was designed in
a 0.25um CMOS process. This chip is the first integrated implementation of an analog re-

duced state sequence detector. Pipelining structure and parallel processing have been incor-



porated in this design for high-speed operation. Due to test equipment limitations,
experimental results are given for 200 Mb/s operation while simulation results indicate a
speed of 1 Gb/s. Power dissipation is S5SmW from a 2.5V supply while occupying
0.78mm? of area. Although a duobinary scheme has been the focus of this work for its ap-
plication in optical links, this design can be readily modified or extended to other PRS

schemes such as dicode and PR4.
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CHAPTER

Introduction

Optical Communications has revolutionized information technology in the past few
years. Light beams which lend themselves admirably to the ever-increasing demand for
higher data rates enjoy an unmatched channe! bandwidth due to the nature of photons
which constitute an optical signal and react weakly to their environment and each other as
opposed to electrons [1]. Nowadays, the mention of optical communications, most-likely
implies fiber optic communications. With an exponential increase in the number of nodes,
a load of as high as 11 Tb/s is expected for global Internet backbone by the year 2005 [2]
which has urged wide-area networks (WANSs) and local-area networks (LANSs) to switch
their media from copper to fiber. This in return has prompted a tremendous amount of in-
vestigation for low-cost, low-power integrated fiber-optic transceivers. Despite the enor-
mous achievements in this area, fiber optics still remain an expensive choice for network
expansion mostly due to the installation and trenching costs. Alternatively, optical wireless

communications offers the speed of the optics without the expense of fiber.

Optical wireless communications (known within the industry as free-space optics



(3]
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(FSO)) has compelling economic advantages to be incorporated in gigabit-per-second rates
over metropolitan distances of a few city blocks or as a last-mile access which connects
end-users with Internet service providers [3][4]. These free-space systems which in their
full-scale and reliable setup require less than one fifth of the budget needed for a
ground-based fiber optics [5] possess other advantages such as fast installation and flexible
configuration. Optical equipment generally work at one of two wavelengths of 850 nm and
1550 nm. Lasers for 850 nm are much less expensive and are therefore favored for applica-
tions over moderate distances. On the other hand, 1550 nm lasers are less harmful to eye as
their radiation are mostly absorbed by the comea before reaching the retina and hence
eye-safety regulations allow these longer wavelength beams to operate at powers of about
two orders of magnitude higher than the shorter wave-length beams. Higher transmit pow-
er translates into longer range of operation at the same speed or alternatively higher rate of
bits with the same distance. However, when it comes to the applications in shorter ranges
within a building or a room and with multiple users, 1550 nm laser systems become unjus-
tifiably expensive and lower 850 nm wave-length lasers face eye-safety regulations [6][7]

which make it difficult for them operate efficiently.

Short-distance optical wireless communications target low-cost high-speed data ex-
change. Operating in 850 nm wave-length, inexpensive LEDs can produce substantial
launch powers and yet be eye safe {7][8]. This is due to the fact that LEDs are not point
source devices as are lasers and do not damage the retina of the eye. However, short-dis-
tance optical wireless environment is far from ideal. Optical receivers in this type of link
must use photodiodes with a significantly large active area to alleviate fine-alignment prob-
lems which in turn impose a relatively large capacitance at the input of the receiver and se-
riously impact frequency performance. Furthermore, LEDs are slower than laser diodes
and their rise and fall time are significant which also introduce a delay at the transmitter
side. Stray lights such as sun beam and artificial lights result in some noise components at
the received signal and are limiting factors in the receiver sensitivity and dynamic range.
When dealing with a channel with these imperfections, sophisticated methods need to be

employed for channel coding and data detection to maintain high data throughputs.
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In band-limited channels, partial response signalling [9] and multi-level modulation
schemes can be invoked to establish high data throughputs. This can be achieved by tolerat-
ing more complexity in the receiver side. Sequence detection has been proved to be the op-
timal technique [10] to recover the received data and the Viterbi detection is a practical
algorithm to realize a maximum-likelihood sequence detection [11]. In the past few years,
analog Viterbi detectors have acquired a lot of attention as they can operate with lower
power compared with a traditional digital architecture mostly due to the elimination of
A/Ds from the front-end [12-16]. With the increased number of the states in multi-level
schemes, the complexity of the Viterbi decoders becomes more serious and utilizing an al-
gorithm to reduce the number of states and hence complexity becomes much more appeal-
ing. Reduced-state Viterbi detection is an algorithm which reduces the number of survived
states to only most probable states and hence reduces the complexity by ignoring the other

states without any notable compromise in performance.

The present work studies the implementation of a 1 Gb/s optical wireless communica-
tions for short-range applications. Assuming a trivial design on the transmitter side, most
attention has been paid to the receiver. A new architecture is introduced for the front-end
transimpedance amplifier as well as an analog reduced-state Viterbi detector for 4-PAM

duobinary partial-response signalling. The organization of this thesis is as follows:

Chapter 2 provides the basic background needed for the rest of the thesis. Two major

discussions in this chapter are:
-Partial response signallings and their detection techniques
-Optical wireless communications

In the first section of this chapter, the general idea behind partial-response signalling
and its prominent advantage over Nyquist systems in band-limited channels is given. This
is followed by the discussion about two main detection techniques for this type of signal-
ling, symbol-by-symbol and sequence detection where DFE and the Viterbi detectors have
been addressed as special cases of these methods, respectively. In the next section of chap-

ter 2, two major intensity modulation schemes, PAM and PPM are reviewed and different
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preamplifier architectures as the receiver front-end module are studied. In the last section
of this chapter, as a case study for a typical optical wireless channel, equalizer characteris-
tics as well as symbol error-rate performances for different types of detection techniques

and signalling schemes are investigated.

Chapter 3 describes the design and implementation of a new fully differential transim-
pedance amplifier. This circuit employs a dc coupling configuration to sense the photocur-
rent fully differentially and hence improves signal-to-noise and common-mode rejection
ratios. The proposed transimpedance amplifier uses a regulated cascode circuit at the input
to lower the input impedance and so isolates the photodiode capacitance from the rest of
the circuit. Providing this isolation, the circuit bandwidth is shown to be fairly independent
of large variation in input capacitance. An active dc rejection circuit included in this tran-
simpedance amplifier, eliminates the effect of dc currents produced by the ambient light
and hence prevents the circuit from saturation under intense background beams. Experi-
mental results such as frequency response, noise performance, and transient response have

also been presented in this chapter.

In chapter 4, after establishing a comprehensive basis for the system design of an ana-
log reduced-state sequence detector, the circuit-level design of the altermative components
in this detector has been elaborated. It is shown in this chapter that as the result of unavoid-
able delays in the analog and digital processing circuits, attaining the desired speed
(1Gb/s) within a sample period is difficult and hence some techniques such as pipelining
and parallel processing have been incorporated to achieve the target speed. A discussion
about practical nonidealities and imperfections and the required accuracy for comparators

in the front-end and back-end stages are also given in this chapter.

In chapter 5, experimental results and layout issues have been explained. In layout,
matching considerations and some provision for substrate noise reduction are described.
The test set-up followed by the performance evaluation are covered in the final part of this

chapter.

Finally, in chapter 6, a summary of thesis contributions is given and directions for fur-



Chapter 1 : Introduction 5

ther work are discussed.
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CHAPTER

Background

This chapter is a survey of the required background for the thesis. In the first section,
partial response signalling schemes and their detection techniques have been reviewed. Op-
tical wireless communications with emphasis on modulation schemes and transimpedance
amplifiers has been addressed in the second section. Finally, some special application of
the introduced modulation and detection techniques in optical wireless communication sys-

tems have been investigated in the last section.

2.1 Partial Response Signalling and Detection Techniques

In digital data communication systems, for an interference-free data exchange, signals
require a broad-spectrum channel extending from low frequencies up to high frequencies
large enough to accommodate their main frequency content. Free-space wireless and twist-
ed-pair wires as well as magnetic and optical storage systems are examples of popular
links for data transmission. Unfortunately, many practical data communication channels

are band-limited and unable to provide the required bandwidth especially for high data
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rates. For example, unshielded twisted-pair (UTP) telephone copper lines which were origi-
nally intended only for voice-band communications are currently under investigation to be
included in the next generation broadband access networks. Very high rate digital subscrib-
er line (VDSL) is targeting a downstream data transmission of as high as 55 Mbps over
UTPs. In the meantime, in optical storage systems, a great deal of research is underway to
proliferate the existing holding capacity of DVDs from 4.7 Gbytes to 17 Gbytes [1] [2].
With the increase in the data transmission rate and the bandwidth limitation of the avail-
able channels, the effect of adjacent pulses on the received pulse is unavoidable. This ef-
fect introduces a common form of interference in band-limited channels which is called
intersymbol interference (ISI). Intersymbol interference is a major source of bit errors in
the recovered data at the receiver and its effect worsens when pushing the channel toward

higher data rates.

ISI rejection in band-limited channels can be achieved by incorporating high-pass
equalizers. However, their noise enhancement at high frequencies deteriorate the noise per-
formance. On the other hand, there exist some equalizers with less high frequency boost

that result in a controlled amount of intersymbol interference.

In this section after introducing some minimum-bandwidth communication systems
such as Nyquist and partial response signalling (PRS) systems, detection techniques that

can be used to retrieve the transmitted data are addressed.

2.1.1 Nyquist Systems

The fundamental idea behind Nyquist systems is that the received sample values
should not be a function of other adjacent samples. This requires that the sampled values
of the impulse response of the channel be zero at the non-corresponding data instants. A
particular family of pulses which satisfy the Nyquist requirements and are widely used are
raised cosine pulses [3]. The minimum bandwidth requirement for these pulses start from
(BW=1/2T) for a symbol period of T and the excess bandwidth coefficient of 0, as shown
in Fig. 2.1. Since the design of brick-wall filters as shown in Fig. 2.1.b is practically impos-

sible, it is common practice to use some excess bandwidth thereby reducing the sharpness
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of the frequency transition edge.
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Fig. 2.1: The minimum-bandwidth Nyquist systems with
normalized T¢(1/fg)=1sec, a: Impulse response b: Frequency

However, in this thesis, we will focus on minimum bandwidth systems (discussed be-

low) and so the reader is referred to [3] for more information on Nyquist systems.

2.1.2 Partial Response Signalling

As discussed above, although the minimum channel bandwidth is half the data symbol
rate for zero intersymbol interference, an excess bandwidth is always required. To main-
tain the same bandwidth as the brick-wall filter shown in Fig.2.1.b but with a smoother
shape, one can introduce some controlled ISI in time domain. With a predictable amount
of ISI, the correct transmitted data can be recovered by using a more complex design in the
receiver. These minimum bandwidth filters can be realized by introducing some non-zero
values for the pulse filter in non-corresponding instants. For a simple case of duobinary sig-
nalling scheme, 1+D, [4] depicted in Fig. 2.2 where D denotes a unit delay, in addition to
the desired non-zero value at time zero in Fig. 2.2.a, a non-zero value at time / is also in-
troduced as a controlled interference. The frequency response of the channel is shown in

Fig. 2.2.b and demonstrates a low-pass response with a bandwidth of 1/2T.
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Fig. 2.2: The duobinary PRS system with normalized T4(1/f5)=1sec,
a: Impulse response, b: Frequency response

The concept of generating duobinary scheme was then generalized in [5], leading to
the signalling technique named partial response signalling (PRS). The construction of PRS
is illustrated in Fig. 2.3 where the filter function is a polynomial given by (2.1) which is

band limited by an ideal low-pass filter to 1/2T.

N-1 . N-1 .
F(D) = kg+ ¥ kD' = ko[l + 3 (kl./ko)D'} = kol + K(D)] (2.1

i=1 i=1

In practice, an appropriate polynomial which best characterizes the channel behavior is in-
corporated as the model. For example, in optical communications in addition to duobinary
partial response, other form of polynomials representing low-pass channels such
as (1+D)"(1+kD+D>) are also used to model fiber, wireless and recording optic chan-
nels [6][7][8]. In another applications, PRS modeling of the magnetic recording channels
with some nulls at dc can be easily realized by introducing a (/-D)" factor to the coding

polynomial [9][10].
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Fig. 2.3: A partial-response encoder model

2.1.3 Detection Techniques in PRS

The detection of partial response signals can be accomplished by the removal of the in-
troduced ISI based on the channel polynomial-form model. Two detection methods of sym-
bol-by-symbol and maximum-likelihood are generally applied to retrieve the transmitted
symbols. The first method normally employs a decision-feedback equalizer (DFE) to re-
move ISI. The latter method with a little more complexity, minimizes the probability of er-
ror by considering the sequence of symbols and takes advantage of the information

embedded in ISI.

A. Symbol-by-Symbol Detection

DFE is a commonly used method in symbol-by-symbol detection. DFEs in comparison
with linear equalizers such as zero-forcing filters operate with less noise-enhancement. In
this detection method, as illustrated in Fig. 2.4, the transmitted data can be recovered by

subtracting the effect of previous input symbols from the current received sample.



Chapter 2 : Background -

v(n) J-r x(n)

K(D)

Fig. 2.4: Symbol-by-symbol detection using DFE

In practice, two major factors, noise and error propagation impact DFE performance.
In Fig. 2.4, by applying (2.1) and assuming ky=1 for simplicity, the input sample is given
by
N-1

v(n) = x(n)+ Z kx(n—1) (2.2)

i=1
In the presence of additive noise, the input to the slicer can be defined by
N-1

s(n) = v(n)+v(n) - z kl..ir(n—i) (2.3)
i=1

where v(n) is a noise sample. By replacing y(n) in (2.3) with its equivalent from (2.2) we
will have
N-1

s(n) = x(n) +v(n)+ E ki[.t(n -i)y=-x(n-9)]. 2.4)

i=1
The above equation clarifies that the detected symbol can be affected by the added noise

and the errors from the past decisions. To avoid this error propagation, as shown in Fig.

2.5, precoding can be implemented at the transmitter side.
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Fig. 2.5: Symbol-by-symbol detection using precoder/slicer

To simplify the description of the precoding method, a duobinary channel has been
adopted. In the receiver side, the precoder shown in Fig. 2.5, generates a new sequence de-

fined by

p(n) = x(n)-p(n-1) (mod 2) . (2.5)

Assuming a binary sequence x(n) of Is and Os for transmission, the resulted precoded p(n)
will also be a sequence of /s and Os. Based on p(n) a stream g(n) of -Is and +1s is sent to
the channel such that the channel input is set to +/ when p(n)=1 and to -/ when p(n)=0.

This can be formulated by

q(n) = 2p(n)-1 (2.6)
The samples at the input of the slicer, r(n), are given by

r(ny = g(n)y+qn-1) = 2pn)+pn-1)-1) (2.7)

Consequently,

X(n) = p(n)+pn-1) = ,l,r(n)-b 1 (2.8)

The above equation implies that if r(n) = £2 then ¥(n) = 0 and if r(n) = 0 then ¥(n) = L.
With the use of precoding in this technique, the detected sample at each time is indepen-

dent of the previous samples and hence error propagation is avoided.

Based on the symbol-by-symbol detection techniques presented here, a lower bound

for symbol error rate (SER) when error propagation is ignored can be defined by [9]
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(SER), g = 2(1-%)@(1/0) (2.9)

where M is the number of modulating levels in pulse amplitude modulation (PAM)

2

scheme, 6° is the variance of the Gaussian noise v(n) and Q(x) is given by

it )
Q(x) = ;jexp(—u'/?.)du (2.10)
1/2
@en) 7y

The upper bound when including error propagation is defined by [9]

N-1
Y Q.11

(SER)p =
ﬁ"f—l(MN L y(sERy g+ 1

Equation (2.11) reveals that error propagation increases the error probability by at most a

factor MN!

Comparing DFE performance with that of an ISI-free channel shows a 3dB loss in
DFE detection [11]. This is caused by the non-optimal detection technique of DFE which
ignores ISI information and makes decision on the base of each received symbol. Howev-
er, almost all the SNR loss in PRS symbol-by-symbol detection can be recovered by ex-

ploiting maximum-likelihood sequence detection [11].

B. Maximume-Likelihood Sequence Detection

For sequence detection in the presence of ISI, an optimum detection technique needs to
take the full advantage of the embedded information in each sample to maximize its detec-
tion reliability because each sample contains a combined information of the corresponding
symbol as well as the part of the other adjacent symbols. The maximum-likelihood se-
quence detection (MLSD) is an optimum detector which selects a possible sequence of
samples with the highest likelihood compared to the received sequence. Partial response
signalling schemes fall in the category of signals with ISI which are optimally detected us-

ing MLSD.
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Although offering an optimal detection technique, a brute-force approach to implement
a MLSD decoder can be complex and difficult. Moreover, ideally, the entire sequence of in-
formation should have been received before the detection process is commenced which
makes this process much more complicated. The Viterbi algorithm is a practical means of
implementing an optimum maximum-likelihood detection. This decoding technique was
originally developed for convolutional codes and subsequently was applied to ISI chan-
nels. The number of computations in the Viterbi algorithm grows linearly with the length
of the transmitted sequence and detection process can start immediately upon receipt of

the first sample.

The idea behind the Viterbi detection technique is to set up a treilis diagram based on
the number of coding states and search for a path in this diagram whose coded sequence
differs from the received sequence in the fewest number of places. As an example, Fig. 2.6
represents a two-state trellis diagram in which b;(k) denotes the branch metric from the
state j to i at time k and m (k) denotes the state metric for the state i at time k. Branch met-
rics in this diagram measure the amount of error between the expected value and the re-
ceived value at each transition. The state metric for each state at time k presents the least
accumulated branch metrics extended from the origin to that specific state. As illustrated in
this figure, at time k=5, state 1 has obtained the smallest accumulated metric and the sol-
id-line branches which have kept track of this state from the origin are exploited to recover
the received information. The maximum number of states in an M-ary input signal and in a
partial response signalling scheme depicted in Fig. 2.3 is equal to MY! and the number of

branches initiating from or ending to each state can be up to M.
time = | 2 3 4 me(5) 5

|
state 0 (0)- boot =0
. mg(DA

bOl( l)=2“\‘

.

W
I
l
I
I

state 1 K ZEEEFREEE
|

Fig. 2.6: A typical two-state trellis diagram
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In practice, the transmission channel characteristics do not precisely match a PRS chan-
nel and the output performance degrades as a result of this improper channel. For example
in read channels, peak-up head positions and hence channel specifications are prone to vari-
ation due to assembling tolerance and weariness. As a result, adaptive equalizers at the in-
put of the Viterbi or other detector at the receiver side are usually employed to compensate

for these imperfections and adjust the channel to a desired behavior (Fig. 2.7).

/

Equalizer

Viterbi
Detector

—® Precoder > channel —®»

Target desired signal

Fig. 2.7: A typical transceiver with adaptive equalizers at the front of the
detector

2.1.4 Analog Viterbi Detectors

Although digital Viterbi detectors are often employed as digital signal processing in
systems such as optical and magnetic recording channels, digital mobile radios and digital
satellite TVs, it is of interest to exploit some advantages of analog circuits in these decod-
ers. In modest-size process technologies, analog circuits offer better speed and power con-
sumption and applying them to some applications such as recording channels and optical
links can achieve a great amount of saving in power and boosting in speed. Even with the
shrinkage of process technologies toward deep sub-micron sizes and the unmatched im-
provement of speed and power consumption in digital circuitry, A/Ds at the front-end of
digital Viterbi detectors as shown in Fig. 2.8, still remain as a bottleneck in high-speed and

low-power applications. The most recent papers on the design of 6-bit A/Ds [12] and [13],
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report a power dissipation of about 400mW at S00MS/s and 225mW at 300MS/s with
3.3V power supply, respectively. Moreover, the power required by digital Viterbi detectors
as reported in [14] and [15] are about 22mW/state at 1 10MS/s with 3.0V power supply.
These information lead us to an estimated power consumption of about 800mW at 500
MS/s and 465 mW at 300 MS/s for a 4-state digital Viterbi detector and the required A/D.
In comparison, as will be shown in chapter 5, the power dissipation of an equivalent ana-
log Viterbi detector is experimentally measured to be 55mW at 100MS/s and is expected
to be about 112 mW at 500 MS/s by simulation. Even with considering 20% more power
for the path memory which was not included in the designed chip, calculations simply

show at least five times power reduction in the analog version.

Digital
PLL
Digital
Digital iterbi
AD > : = Viterbi —9»
- > Equalizer Detector

Fig. 2.8: The receiver architecture in the presence of digital
Viterbi detector

Analog Viterbi detectors obtain their greatest benefit when used with other moder-
ate-precision applications such as equalizers and PLLs, as illustrated in Fig. 2.9, and where

the A/D can be eliminated from the front end of the receiver.

Analog

PLL
Analo Analog
g 1 . .
Equalizer —® Sampler —®| Viterbi
Detector

Fig. 2.9: The receiver architecture in the presence of analog
Viterbi detector.
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A design of analog Viterbi detector for class-IV partial response signalling was present-
ed in [16]. This detector operated at a speed of 40 Mb/s while consuming 50 mW/state.
This design was improved with a modified architecture in [17] to achieve a speed of 200
Mb/s with a reduced power dissipation of 15 mW/state. Other low-power designs [18]
have reached a power consumption of about 4 mW/state at a speed of 100 Mb/s. In indus-
try, a 72 Mb/s PRML disk-drive chip with an analog Viterbi detector was reported [19] and
a 100 Mb/s read channel chip by Texas Instruments using analog Viterbi detector (SSI
32P4782A) [30] is presently available. One of the goals of this thesis is to demonstrate that
with the use of an analog Viterbi detector, it is possible to achieve digital transmission

speeds as high as 1Gb/s in the area of short distance optical wireless communications.

2.2 Optical Wireless Communications

Optical wireless communication systems have achieved considerable market accep-
tance in recent years. This is primarily due to the significant reduction in optical compo-
nents price and also their ease of installation and reconfiguration. Other advantages such as
no requirement for frequency licensing and higher bandwidth, less vulnerability to interfer-
ence and the possibility of reusing transceivers in the immediate vicinity make optical wire-
less in some fields more appealing than its radio frequency (RF) counterpart. In certain
applications, the use of optical wireless links extend from personal appliances such as digi-
tal cameras, mobile phones and PDAs to PCs and printers and ultimately to optical wire-
less LANSs. Indoor optical wireless systems are subject to stringent safety standards which
bound their transmitted power within Class I eye safety under all conditions [20]. Indoor
systems that use lasers therefore find it difficult to achieve a good power budget. However,
by using LEDs instead of lasers a much higher launch power can be used and still remain
in Class I eye safe [21]. Furthermore, to alleviate fine alignment complication between op-
tical transmitters and receivers, photodiodes with large active area are needed which in
turn introduce large parasitic depletion capacitors at the receiver front-end. Despite the
availability of vast capacity in light communications, the aforementioned issues such as

slow LEDs and photodiodes limit its operation up to few tens of MHz. While the emer-
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gence of Bluetooth and the other radio systems in the past few years has been presumed as
a prevailing alternative to optical links, it is more realistic to consider them as two comple-
mentary media. Table 2.1 [21] summarizes some relevant radio and optical systems for
comparison. As shown in this table, radio systems cover a larger distance whereas optical
wireless links are more suitable for short distance communications. In the other words,
while RF signals can cover the longer ranges between the buildings and penetrate through
some opaque obstacles, wireless optical signals in contrast, are able to serve multiple users
in the proximity of each other within the same building with higher throughputs. This calls
for a challenging design of more sophisticated modules in an optical wireless communica-
tion system especially in the receiver side to perform at higher bit rates using low cost tech-
nologies. The scope of this chapter is to introduce a typical optical channel and its
elements and put forward some existing challenges and their potential solutions to achieve

higher speed.

Table 2.1: Specification for some optical wireless and RF systems

. Speed Range
Medium System (Mb/s) (m)
Optical Ve 10 10
Wireless
Spectrix 4 10
IrDA 4 !

WaveLLAN

HiperLAN 26 50

Bluctooth i 10

After introducing a typical optical link in this section, different modulation schemes
and noise in optical communications will be investigated. Preamplifiers followed by equal-

izers and detectors are then discussed.

2.2.1 Optical Link

Fig. 2.10 illustrates a typical infrared link.
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Fig. 2.10: A typical optical wireless transceiver system

After coding and modulating the input data in the transmitter side, LED and its driver
translate the input signal to the infrared light. The optical power generated in this way is
proportional to the LED current and is measured by W/Steradian. In the receiver side, the
photodiode also generates a current proportional to the received optical power. The result-
ing signal to noise ratio is proportional to the square of the received optical power which
attenuates by the square of the distance and hence poses a significant limitation on the
range of this type of link. The generated current in the receiver is then amplified by a
preamplifier before being equalized to a desired spectral shape for detection. The detector
recovers the received data using the equalized signal and the input clock generated by the

clock recovery circuit.

Opto-electronic components suitable for optical wireless data communications are the
major limiting factors in achieving higher speed. Available LEDs with reasonable cost
have a minimum rise and fall time of 1-1.5ns (MITEL 1A301 High-Performance LED)
which impose a limitation of about 300 MHz switching speed for the transmitter. In the re-
ceiver side, to alleviate the need for a sharp alignment of the photodiode (as is done in fi-
ber optics using costly lenses), photodiodes with a wide field of view (FOV) are used
which introduce a large depletion capacitance at the input of transimpedance amplifier.
Typical photodiodes present a capacitance of about 5pF at Vg =0V (HEWLETT PACK-
ARD HSDL-5400) which normally, along with the input impedance of the preamplifier, in-
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troduce the dominant pole of the receiver.

2.2.2 Modulation Schemes

Two popular intensity modulation schemes widely used in optical communications are
L-PPM (L-level pulse-position modulation) and L-PAM (L-level pulse amplitude modula-
tion). In L-PPM, the input bits with rate R, are grouped in packages of log,L bits as a sym-
bol and at each period one of these symbols is chosen to transmit. In this modulation, each
symbol period T is divided into L sub-intervals which each of them is allocated to one of
the L different symbols. In L-PAM, the same number of symbols are translated to L differ-
ent levels and at each period, one of these levels is sent. In contrast to L-PPM, L-PAM is
more bandwidth efficient as the number of conveyed bits increase with the number of lev-
els with the same symbol-rate. On the other hand, L_PPM is more power efficient as it dis-
perses L different symbols temporally rather than in amplitude. In Table 2.2, the power and
bandwidth requirements of these two modulation schemes are compared [22]. In this table,
for a given noise power and R, power requirement is compared with that of an on-off key-
ing modulation (2-PAM) scheme denoted by P, ;. It is apparent from Table 2.2 that in lim-
ited bandwidth channels with a high bit rate, multi-level PAMs are the best choice.
Moreover, as opposed to PPM, PAM is a linear modulation scheme and hence well- known

and classical equalization and detection techniques can be applied.

Table 2.2: Optical power and bandwidth requirements for some
intensity modulation schemes

Modulation Average Optical Power Bandwidth
Scheme Requirement Requirement
OOK (2-PAM) P,k R,
- - R
L-PAM L-1 Pk b
/logzL log,L
- LR
L-PPM 1 P b
0.5L -log,L °° log,L




N
(3]
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2.2.3 Noise

Two primary sources of noise at the optical receiver front-end are thermal and shot
noise. Thermal noise sources are due to resistive elements and transistors in the preamplifi-
er. Feedback resistors as well as other resistors such as pull-up and pull-down resistors are
the main contributors to thermal noise. This noise is generated independently of the re-
ceived signal and can be modeled as a Gaussian distribution. On the other hand, shot noise
is the major source of noise in wireless optical links in the presence of ambient light. This

noise has a white spectrum with a normalized noise power density given by

2 o)
! n.sh = qus A-/HZ (21)

where [ is the dc component of the input signal and ¢q is a unit electron charge equal to
Lex 10 °C. Sunlight, incandescent light bulbs and fluorescent lamps are the principal

sources of dc component of the optical signal.

2.2.4 Preamplifiers

High bandwidth, low input referred noise, and wide dynamic range are the three promi-
nent specifications for an optical preamplifier. Three principal configurations for optical
preamplifiers are depicted in Fig. 2.11. In circuits a and b, photodiodes have been placed in
series with the load resistor. In the former circuit, R; is low and hence, the overall band-
width is high as it is determined by the inverse product of R, and C,;. But, on the other
hand, the input thermal current noise, mainly generated by the load resistor, is proportional
to 1/R; and hence, this circuit suffers from high input referred noise. The same circuit but
with a high load resistor shown in Fig. 2.11.b presents better noise performance at the ex-
pense of lower bandwidth. To compensate for their bandwidth shortage, these types of cir-
cuits are followed by equalizers. When it comes to bandwidth and noise compromise, the
circuit shown in Fig. 2.11.c, or a transimpedance amplifier (TIA) becomes the best choice.
In this circuit, Ry performs as a shunt-shunt feedback and can be set as large as possible (as

long as stability is sustained) while still presenting a small input impedance.
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Fig. 2.11: Three optical preamplifier structures, a: low input impedance, b:

high input impedance, c: transimpedance amplifier

Two major candidate topologies for TIAs are common-source and common-gate.

Shown in Fig. 2.12, two common-source architectures differ in the type of feedback con-

nection [23].

Fig. 2.12: Common-source transimpedance amplifiers

In both circuits, the input referred noise is equal to
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2
2 4T VA
ann=-E—+ -

22
ALY

where Ry is the feedback resistor and Vi A denotes the input-referred noise voltage of the
open-loop amplifier. Also, the -3dB bandwidth for the above circuits are equal to
(2mA/(RC ) where Cpd is the depletion capacitance of the photodiodes and A is the
open-loop gain. The circuit of Fig. 2.12.a suffers from the small headroom for Rg which is
defined by V,;+V,> and makes Rpg unavoidably small. This impacts both noise perfor-
mance and bandwidth as it reduces the open-loop gain. Furthermore, the three poles at the
input node, the drain of M/, and the output node degrade the phase margin and hence the
stability. In Fig. 2.12.b, the R connection node is relocated to the drain of M, and so the
output capacitance is isolated from the feedback resistor. This modification leaves greater

voltage drop across Rg and the circuit has better noise and bandwidth characteristics.

Two common-gate topologies are depicted in Fig. 2.13 [24]. Due to the lower input im-
pedance of common-gate transistors, the depletion capacitance of photodiodes are isolated
from determining the dominant pole. In both circuits, the input referred noise in low fre-
quencies can be approximated by

2 4KT 4KT d4KT
I n,ins R R + R (2.3)
sl dl f

and the dominant pole is determined by the input capacitance of M», the gate and drain ca-
pacitance of M, and the feedback resistor Ry. In the circuit shown in Fig. 2.13.b, the feed-
back resistor connects the output to the drain of M, rather than its source as in Fig. 2.13.a.
This provides a complete isolation of non-dominant poles from the photodiode capacitance
and hence a better frequency performance. Furthermore, since a shunt feedback is applied
to the gate of M, in Fig. 2.13.b, the input impedance at this node is low and the effect of
Ry, in f_34p is negligible which implies that this resistor can be made larger in this upgrad-

ed design for lower input referred noise and higher open-loop gain.
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Fig. 2.13: Common-gate transimpedance amplifiers

An improved version of common-gate TIAs (as shown in Fig. 2.14) employs a regulat-
ed cascode (RGC) circuit at the input to improve the input impedance for better frequency
and noise performance [25]. An extra shunt feedback at the input provided by Mg, lowers

the input impedance by a factor of (/+g,,gRz) and so the input impedance will be equal to

= L (2.4)

R. =
" gml(l + gmBRB)

This configuration will be addressed in more detail in chapter 3.

. | L’:M, — [ M
— AW 1 M
M, j —e +—| ﬁ M, %R“ Vour
— l: Mg § R, Rys
iy

Fig. 2.14: Common-gate transimpedance amplifiers with RGC circuit
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Fully-differential circuits have proven their efficiency in reducing common-mode noise
injections. Transimpedance amplifiers with fully differential architectures have also been
proposed in the literature. A capacitive coupled TIA illustrated in Fig. 2.15 and proposed
by [26] and [27] employs two coupling capacitors to block dc current. The disadvantages
of this type of topology are the complexity of layout with on-chip coupling capacitors as
well as the photodiode biasing fluctuation as a result of the ambient light variation. The
other fully-differential TIAs such as those proposed in [28] and [29] sense the photodiode
current single-endedly at one of the inputs and use a current source or a capacitor at the
other input for matching purposes. Some practical non-idealities such as process variations
and temperature, prevent these circuits from being well balanced and their performance de-
teriorates with these imperfections. DC photocurrent induced by the ambient light can also
be problematic in such dc-coupled structures as the intensity of this light can be orders of
magnitude higher than that of the signal light. Inclusion of dc rejection circuits can prevent

the preamplifier saturation due to background light.

R¢
l b AN
I— — + - Vuul-
- +
}— ‘— / T Vuul+
lA‘
R¢

Fig. 2.15: AC-coupled fully differential transimpedance amplifier

In chapter 3, a new fully differential dc-coupled transimpedance amplifier with dc pho-

tocurrent rejection circuit will be discussed.
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2.3 Application of Modulation and Detection Techniques in
Optical Wireless Communications

With the advent of high-speed optical data communications and despite the existence
of a rather unlimited bandwidth in optical media, band limitation of opto-electronic compo-
nents and storage devices such as CDs and DVDs call for a sophisticated method for chan-
nel equalization and detection. In short-distance wireless optical communications, the
main goal is to design a low-cost transceiver with the capability of handling high data bit
rates as high as 1Gb/s. Having achieved this speed, even the connections to the monitors
can be operated optically and multi-user networks can benefit from it. Based on the experi-
mental results using the existing regular LEDs and photodiodes, a typical two-pole trans-
mitter with the poles at 250 and 400MHz and a transimpedance amplifier with two poles
located at 250 MHz and 400 MHz are readily achievable. A channel model for this type of
link is shown in Fig. 2.16 in which Hp(s) and Hg(S) represent the LED driver and the re-

ceiver preamplifier transfer function.

Noise

F——————— - 1 r————— = = = ————— n

| | | |

| | | |

[ [ | |
Input —— > Hy(s) + 7™ Hee) L >
Data | : | lOutpul
PAM LED Driverl | Preamplifier Equalizer Detector | Data

| Modulator I I |

b e e e e e o — — 4 Lo e e e e e e - - = — - 4

Transmitter Receiver

Fig. 2.16: A typical optical transceiver model
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The aggregate frequency response for the introduced typical channel is depicted in Fig.

2.17 and shows that the -3dB bandwidth is about 145MHz.
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Fig. 2.17: Frequency response of the optical channel without equalization

Three methods are shown in Fig. 2.18 to equalize this low-pass channel. In the first
method, a pulse slimming equalizer is used to convert the existing channel to a raised-co-
sine equivalent with 100% excess bandwidth before proceeding to the peak detection pro-
cess. In the second method, the channel is equalized to a 1+D partial response channel and
then a DFE has been exploited to detect the received data. In the last method and with the

same equalization as the second method, a Viterbi detector has been deployed to extract

the received information.
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Fig. 2.18: Detection techniques, a: peak detection, b: DFE, c: Viterbi decoder

Using a 10-Tap FIR filter as the equalizer and SIMULINK as the simulator, the filter
coefficients of the desired equalizers for the existing channel were defined. After fixing the
filter coefficients for each channel, the symbol error rate (SER) was evaluated for perfor-
mance comparison. In Fig. 2.19, the frequency response of the pulse slimming equalizer
for a 2-PAM modulation scheme with a bit-rate of 1Gb/s has been depicted. The same char-
acteristic but for a 1+D equalizer is shown in Fig. 2.20. Since in the pulse slimming equal-
ization, the required channel bandwidth is equal to the symbol-rate (1GHz), higher
frequencies in this low-pass channel have been drastically boosted. This type of equaliza-
tion also enhances in-band noise power which consequently impacts SER performance. In
1+D equalization, the required bandwidth is half the symbol-rate (S00MHz) and hence the
required high frequency boosting and noise enhancement are less than those of the earlier

equalizer.
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Fig. 2.19: Frequency response for pulse slimming equalizer
(symbol-rate=1GHz)
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Shown in Fig. 2.21. SER performance of the three detection techniques have been com-
pared. This figure reveals at least 4dB and 2dB better performance of the Viterbi detection

over the peak and DFE detection techniques, respectively.

Peak-detection with
pulse-slimming equalizer

DFE Equalizer
for 1+D channel

Symbot-Error Rate

Viterbi detection
for 1+D channel

07 bit rate=1 Gb/s

8 9 1I0 1.1 112 4115 114 1‘5 1'6 1‘7 18
Signal-to~Noise Ratio (dB)
Fig. 2.21: BER versus SNR for different detection techniques
in 2-PAM scheme

To avoid the use of high boost equalizers in Figs. 2.19 and 2.20 and also their signifi-
cant noise enhancement, it was decided to investigate 4-PAM signalling to reduce the re-
quired bandwidth and equalization complexity. Each symbol in 4-PAM conveys two bits of
information and hence with the same bit rate, the symbol rate will be halved. Figs. 2.22
and 2.23 illustrate the frequency characteristics of pulse slimming and 1+D equalizers, re-
spectively. While still more than 8dB amplification variation in pulse sliimming equalizer is
required, a simple low-pass filter seems adequate for 1+D equalization. Fig. 2.24 shows
the SER performance of three detection methods in 4-PAM scheme. With nearly the same
performance as 2-PAM, the Viterbi detection outperforms peak detection and DFE SER
performance by 4 and 2dB. This indicates that to achieve a speed of 1Gb/s data transmis-
sion over wireless optical links, 4-PAM can provide a viable environment to implement

simple equalization and the Viterbi detection can be employed for superior performance.
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Fig. 2.22: Frequency response for pulse slimming equalizer
(symbol-rate=500MHz)
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2.4 Summary

Intersymbol interference is an unavoidable perturbation in the bandwidth constrained
channels. Partial-response signalling systems intentionally introduce controlled amount of
ISI to spectrally push the signal toward the minimum bandwidth of the Nyquist rate. How-

ever, this requires more complexity in the receiver to extract the original data.

The task of decoding the received signal in a partial response signalling scheme is to re-
move the existing ISI from the original information. Symbol-by-symbol techniques such
as DFE and precode/slicer techniques are straight-forward. However, they ignore the infor-
mative content of the ISI due to the adjacent samples. As such, their SNR performance fall

about 3dB below the optimum maximum-likelihood sequence detectors.

The Viterbi algorithm is a practical and efficient tool to realize optimum MLSD decod-
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ers. Their optimal performance stems from the fact that their detection criterion is based
on the sequence of information rather than individual samples and hence take the most of

information embedded in ISIL.

Analog Viterbi detectors outperform their digital counterpart in lower power consump-
tion as they eliminate the power-hungry A/D from the front-end of the receiver. Storage
channels and short distance optical wireless systems are the appropriate applications to in-
corporate analog Viterbi detectors as they demonstrate fairly simple channels modeled by

PRS coding polynomials and their required equalizers can be implemented in analog.

An optical wireless channel is more suitable for short distance data communications
where multi-user LANs and computer-based systems can benefit from it without any prob-
lems of wiring and cabling. LEDs and photodiodes with large field of view are the band-
width limitation bottlenecks in optical wireless as they impose significant delay in data
exchange. Common-gate input transistors can be employed in transimpedance amplifiers
to isolate the photodiode capacitors from the rest of the circuit and hence improve the

bandwidth.

4-PAM modulation scheme can provide a practical means of establishing a high-speed
data communications as it requires less channel bandwidth. Moreover, partial response sig-
nalling with less bandwidth requirements make equalization more viable and efficient. Fi-
nally, in the introduced optical channel it was shown that the Viterbi detector performs

superior to the other detection techniques such as peak detection and DFE by at least 2dB.
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CHAPTER Fully Differential
DC-Coupled
Transimpedance
Amplifier

High-speed free-space optical receivers require a transimpedance amplifier (TIA) at
their front-end to accommodate photodiodes with a wide field of view and hence a large de-
pletion capacitance (1-10pF). Despite this significant capacitive node at the input, the de-
sired TIAs should still provide wide bandwidth, high gain, and good sensitivity. These
receivers find their application in laptop computers, personal digital assistants (PDAs), dig-
ital cameras and many other equipment supplied with a short distance infrared communica-
tion port. CMOS is the preferred technology for its low cost and ease of integration.
However, building single-chip optical receivers in CMOS technology is challenging be-
cause of low supply voltages, small transistor transconductances, and large substrate noise
making it difficult to achieve high bandwidth and good sensitivity. In wireless optical com-
munications, TIAs also encounter ambient light perturbation. Intense background light can

reduce output swing or even saturate the front-end preamplifiers.

Different architectures have been proposed to improve the sensitivity at the input of the

transimpedance amplifiers. Reported designs in [1], [3] and [7] have introduced a fully dif-

37
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ferential structure to reject common-mode substrate and power supply noise, but continue
to sense the photocurrent single-endedly. To maintain symmetry at the input of the afore-
mentioned designs, an additional capacitor or current source is attached to the other input
terminal. Since common-mode rejection principally relies upon the symmetry of the signal
path, such designs are prone to degraded performance as a result of poor matching and
variations in the photodiode characteristics due to temperature and process. In comparison,
an ac-coupled photodiode current sensing configuration in [4] and [8] suffers from the diffi-
culty of realizing on-chip capacitors and photodiode bias voltage fluctuations due to ambi-

ent light variation.

Bandwidth improvement has been achieved by exploiting common-gate transistors at
the input of transimpedance amplifiers [1], [5] and [6]. Common-gate transistors with low
input impedances isolate the photodiode capacitance from the rest of the circuit and so the

dominant pole at the circuit will no longer be a function of the input capacitance.

This chapter presents a new transimpedance amplifier configuration with the capability
of differential photodiode current sensing without any need for ac coupling capacitors by
using common-gate transistors at the input. This structure results in numerous advantages.
[t provides a regulated photodiode biasing under ambient light intensity variations. It also
boosts the signal power at the output by 6dB while increasing the noise power by 3dB re-
sulting in an overall sensitivity improvement of 3dB. As well, it provides higher bandwidth
by removing the dominant pole from the input terminal. It also demonstrates better robust-
ness against common-mode and substrate noise due to the balanced configuration. Finally,
this design includes a dc photocurrent rejection circuit at the front of the TIA to remove

any low-frequency signal caused by background light.

3.1 Circuit Implementation

Fig. 3.1 shows the simplified schematic of the proposed preamplifier structure.
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Fig. 3.1: Basic structure of the proposed transimpedance amplifier

This circuit is composed of three sections, the photodiode bias input stage, the differential
amplifier, A, and the dc photocurrent rejection feedback loop. Transistors My3 and Mg
regulate the reverse bias voltage across the photodiode. A regulated cascode circuit (RGC)
is employed to reduce the input impedance seen at the sources of My3_¢. These transistors
provide a common-gate input buffer stage to the transimpedance amplifier. Transistor My,
is added to improve the symmetry of the signal path. Although, the proposed receiver
structure does not impose any constraint on the design of the amplifier, we present here a
differential amplifier that uses local shunt feedback in the second stage. The amplifier A is
similar to the two-stage design presented in [3], but uses an n-channel input differential
pair to achieve higher bandwidth and reduced thermal noise. The dc rejection feedback
loop consists of an error amplifier and a differential pair made up of transistors My, and
My,. The error amplifier functions as an integrator and determines the average difference
in the differential outputs. Current sources I; and I, bias the cascode transistors My . In

the absence of any dc photocurrent, all currents sourced by I; and I, will be drawn away
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from the amplifier by the differential pair M,; and My,». The presence of a dc photocurrent,
I,, results in a negative differential offset voltage at the output of the amplifier. This offset
causes the error amplifier to change the differential voltage applied to the differential pair.
In steady state, the bias current increases by I, for My, and decreases by I, for M, as
illustrated in Fig. 3.1. In essence, the dc photocurrent has been steered into the differential
pair, away from the amplifier. In contrast, for the actual signal current i, the differential
pair appears as a high impedance path. As a result, ig passes through to the amplifier where

it is sensed differentially, resulting in a transimpedance gain of 2Ry,.

3.1.1 The Photodiode Biasing Circuit

The photodiode biasing circuit including the common-gate and RGC transistors is
shown in Fig. 3.2. The reverse bias voltage on the photodiode is determined by the voltage
differences at the sources of My3; and Myg. For a 3V supply, the applied bias voltage
ranges from a minimum of the threshold voltage of an NMOS device to a maximum of

about 1V which is required to keep all MOSFETs in the active region.

RGC

v M4

MC( 1-4 ’= |92/04
R,=500Q
1,=0.4mA

Fig. 3.2: Photodiode bias input stage

To explain the operation of the RGC blocks, we refer to the equivalent half-circuit
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schematic shown in Fig. 3.3.

Rin
— M
b6 o lout
‘|'
7 1 T Vdd
l .
M., AN

Fig. 3.3: Equivalent half-circuit of RGC
The input impedance of this circuit is

1
R. = . 3.1)
m gmb6(l + gchRd)

Basically, it is the input impedance of a simple common-gate stage reduced by the factor
1+g,,.oR4 which is one plus the loop gain of feedback circuit made up of M., and Ry
Some design considerations which limit the minimum achievable input impedance include
the allowable voltage drop across Ry, power consumption, and frequency response of the
feedback circuit. For the differential configuration, the impedance looking into the bias cir-
cuit will be twice that given in (3.1). The frequency pole resulting from the depletion ca-

pacitance of the photodiode, C,,, and the differential input impedance 2R, is

|
P, = ———— . (3.2)
! 2Rinde

3.1.2 The Differential Amplifier

Fig. 3.4 shows the schematic diagram of the differential amplifier, A.
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Cn=601F
Mp=1.4/0.8

Fig. 3.4: Differential amplifier circuit

Diode-connected transistor M3 is used to level-shift the output common-mode voltage to

about 2.2V. The gain of the circuit is given by

2Avd

R, = 2R
1+Avd f2

£2 forAVd » (3.3)
where A, 4=g:,, 1Ry is the open-loop voltage gain of differential amplifier and gp,; is the
transconductance of the input differential pair [3]. The bandwidth of A is actually defining
the whole circuit frequency performance. Presenting the half circuit model of this
amplifier as shown in Fig. 3.5, and assuming Cy, as the compensating capacitor and C;;, as
the equivalent input capacitance the transimpedance transfer function can be readily

derived by (3.4) where A, denotes single-ended transimpedance gain.
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Fig. 3.5: Single-ended circuit for frequency response calculation

Vo) = e (34)
(5 ‘

C.
sz[]l'ﬁ+cf2JS+l
v

Since photodiode depletion capacitance has been isolated from the input, the C; /A, term
in (3.4) is not significant in the mid-frequencies and the transimpedance dominant pole is
defined by the feedback impedance time constant, RpCpy. At higher frequencies toward the
unity gain-bandwidth of this amplifier, the frequency dependency of A, becomes more no-
ticeable and the non-dominant poles will be unveiled in the transimpedance transfer func-
tion of v (s)/i(s). A small-signal model for the second stage of the amplifier is shown in
Fig. 3.6 where Cy, is the total shunt feedback capacitance bridging the drain and gate of
M, or M|, while C; and C, represent the equivalent input and output capacitances, respec-
tively. Because of the presence of two capacitors, C; and C,, the second stage exhibits a
second-order response. Shunt feedback capacitor, Cy;, introduces a zero at high frequen-
cies but keeps the number of poles the same, by which it provides a degree of freedom to
tune the pole locations for frequency and transient response optimization.

Cn

Rl

® +
RN
() LT
q} Ci-lr Vi fl gmpv@ TCO vout

Fig. 3.6: Simplified model for the second stage




Chapter 3 : Fully Differential DC-Coupled Transimpedance Amplifier 44

3.1.3 The DC Photocurrent Rejection Circuit

The error amplifier in Fig. 3.1 is in fact a fully differential amplifier which controls the
individual currents of My, and My, based on the average of the difference at the outputs of
internal transimpedance amplifier to equalize these outputs. A common-mode feedback cir-
cuit is deployed to control the common mode level of the error amplifier outputs. As
shown in Fig. 3.7, transistors M.} 4) as well as transistors M, »4) form the fully differen-
tial error amplifier. Common-mode feedback transistors M(|5_16) and M55.7¢, adjust the
current flow in M7 and M»; so as to keep the common mode level of the differential out-
puts OUT, and OUT,, equal to V. Off-chip capacitors C| and C, average the signal lev-

els at the outputs of error amplifier.

The dc photocurrent rejection circuit including the error amplifier and the transistors
My, and My, poses a lower bound for the circuit frequency response. Assuming a sin-

gle-pole transfer function of

49

l + s/(x)err

err

for the error amplifier with the output impedance of R, in which w,,, is the dominant-pole
frequency, I/R,C,), and A, is its low frequency gain, (g,,;3R,), the lower bound will be lo-
cated at

Orow = merrgmbzRfZAO (3.6)
This low frequency pole (unlike the design in[3]) is constant and doesn't show varia-

tion with the photodiode dc current.
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Fig. 3.7: Error amplifier

The photodiode dc current rejection procedure is illustrated in Fig. 3.8. In Fig. 3.8.a,
currents in My,; and My,» are about to be adjusted and in Fig. 3.8.b, this procedure is com-
pleted and dc current is fully rejected by creating an offset in bias current of the aforemen-

tioned transistors.
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=14 ‘|
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3. 1.0 2.2 L

time

Fig. 3.8: DC photocurrent rejection, a: dc rejection in progress, b: dc
rejection completed
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3.2 Output buffer

A fully differential output buffer capable of driving 50Q loads has been provided in
this design. As shown in Fig. 3.9, bias current in this buffer is controlled by off-chip resis-
tor, Ry,;,- TWo common-source transistors M3 and M, are isolating input signal from the
large transistors M1 and M2 which support a biasing current of 12mA each and hence cre-

ate relatively large capacitors at their gates.

M;=M»=720/0.4
M;=M;=96/0.4
Ms=M=128/0.6
M;=M3=40/0.4
Ryis=200Q

Measunng Equipment

Fig. 3.9: Output buffer

The simulated frequency response of the above output buffer is presented in Fig. 3.10.

Voltage gain is 4.4dB (1.66) and -3dB frequency is located at about 950 MHz.

For precise extraction of the transimpedance amplifier performance, an extra isolated

output buffer was also included in the chip for measurement purposes.

12
2.¢ ,\
o -9 L
Rl AN
z : \
-2e L \
-30
19K M 1Z2eM 180G

frequency

Fig. 3.10: Frequency response of the output buffer
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33 Noise Performance

For noise calculation, although shot noise can dominate under intense background
light, we need to analyze the circuit’s inherent thermal noise for a generalized application
environment. To do so, the approach in [6] can be followed by considering the input half
circuit of Fig. 3.11 where a single transistor, M, represents the current source I, (al-

though I, was in fact realized as a cascode current source).

Mbo

—[, M

2 Vi
2 E F—eVb3

Fig. 3.11: Input half-circuit used for noise calculation

The input equivalent noise current can be approximated by

2 kT 2 2 kT [ 2 2
I“n, = T 2 T2 ——( 2 ) 3.7
n, sz + 3Emes1* JLT3gmb2 + 3gmc2 o ( de) (3.7)

In this equation, the noise for My, is cancelled because it is placed in series with My, and
also, junction capacitors at the input have been ignored in comparison with Cpd- By choos-
ing an optimum size and bias current for the transistors involved in the above equation, it
is shown in [6] that the input noise current spectral density in the RGC input stage is less
than that of a simple common-gate input stage. It is worth noticing that in the single-ended
circuit of Fig. 3.11, the voltage drop across R is controlled by the sum of gate-source volt-

ages of M, and Myg. This poses another limitation on the Ry resistance as well as M,
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and My bias currents and sizes. In the differential RGC input, M, source is virtually
grounded and there is more flexibility for the circuit designer to improve noise and band-

width performance.

34 Experimental Results

Testing and characterization of the circuit was performed utilizing an on-chip differen-
tial output buffer for driving 50Q loads as well as LK off-chip resistors in series with the
source at the input to approximate a photodiode current source. The test set-up is shown in

Fig. 3.12.

50Q

chip
under test

Generator

splitter
=
Le)
(@]
k-4
m
r
combiner

50Q

Measuring
Equipment

500

Fig. 3.12: Circuit test set-up

Fig. 3.13 depicts the TIA frequency response with Cpa ranging from 0.5pF to 10pF. It
can be seen that despite a 20 fold increase in Cpg, the bandwidth has only decreased by a
factor of two. In Fig. 3.14, the output noise spectral density demonstrates a slight positive

slope within the -3dB bandwidth as predicted by (3.7).
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Fig. 3.13: Measured preamplifier frequency response for different
photodiode capacitances

Fig. 3.14: Measured output noise

Fig. 3.15 shows output eye diagrams for 200Mbps and 400Mbps PN-sequence inputs.
Fig. 3.16 illustrates the chip layout. In addition to the preamplifier itself, an output buffer
and also a test buffer are included on this chip. A summary of the measured performance is

given in Table 3.1.
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50

Fig. 3.15: Eye diagrams with C,4=5pF: a) 200 Mbps, b) 400 Mbps

|- 1]

Fig. 3.16: Chip Micrograph
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Table 3.1: Performance Summary

Supply Voltage (Vdd) 3.0V

Power Dissipation 30mW
(excluding output

buffer)

-3dB Bandwidth

Cpa=0.5pF 290MHz
Cpa=2pF 255MHz
Cpa=3pF 210MHz
Cpa=10pF 150MHz
Average Input Noise

Cpa=0.5pF 6.0pA/ JiHiz
Cpd=2pF 6.8pA/ JHz
Cpd=5pF 8.7pA/ JH:
Differential 90.4 dBQ2
Transimpedance Gain

Mid-band differential 74Q

input impedance

Low-band 180KHz
frequency

Power Supply Rejec- 40dB @ 20MHz
tion

Max. Differential Vg,

Output Swing with

509 Load

Technology 0.35um, CMOS
Active Area 300um x 155um
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3.5 Summary

The proposed design is the first dc-coupled fully differential photodiode current sens-
ing preamplifier without any need for ac coupling capacitors. This structure, compared to a
similar design in single-ended mode, improves SNR by 3dB and displays significant im-
provement in substrate noise and power supply rejection. In addition, using common-gate
transistors and an RGC block at the input, the bandwidth has been improved by isolating

the photodiode capacitance. For better sensitivity, a fully differential dc current rejection
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circuit has also been provided to bypass photodiode dc current due to ambient light.

In Table 3.2, circuit performance of this proposed transimpedance amplifier has been

compared with that of some recent designs. As shown, even with Cpd=5pF, this design

demonstrates the highest gain-bandwidth product. The input referred current noise, as im-

plied from (6), can be improved by decreasing g,.; and gn,> and increasing g,,.» (Fig.

3.11). This can be done without any significant bandwidth reduction, because the domi-

nant pole is not a function of the input circuit. Simulation results confirm a 35% improve-

ment in noise performance at the expense of 10% bandwidth reduction when halving both

currents and sizes of My, and M.

Table 3.2: Comparison with previous work

C Gain {Bandwidth Gain noise power |supply
- . N .
reference|  input output oF | KQ) | (MHz) Bandwidth (Al JTE) | (mW) V) process
(THz-Q)
[6]* single single <0.5 | 1.13 3500 3.96 42 135** | NA CMOS
0.6um
[1] single differentiall 0.6 1.6 1200 34 >15 115 NA CMOS
0.5um
(2] single single NA 8.7 550 4.8 4.5 30 30 CMOS
0.6um
This differential{ differentialf 0.5 33 290 9.6 6 30 3.0 CMOS
Work 0.35um
2 255 8.4 6.8
5 210 6.9 8.7
* simulation resuits
** output butfer power dissipation is included
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CHAPTER  Analog Reduced-State
Sequence Detection

System and Circuit Design

The exponential growth of high speed data communication transceivers is often hin-
dered by interface components and transmission link shortcomings. For example, in wired
links there is a limited bandwidth that is dependent on distance and cabling while in
line-of-sight free-space optical links, a bandwidth limitation occurs due to photodiodes
with large depletion capacitance and LEDs. Two common techniques to combat bandwidth

limitations are multi-level modulation and partial response signalling (PRS) [1].

Multi-level modulation schemes reduce the required channel bandwidth for a given bit
rate and hence, increase channel efficiency. A simple multi-level transmission scheme is
M-level pulse amplitude modulation (M-PAM), where each pulse conveys log,(M) bits of
information by mapping each combination of log,(M) bits to one of the M specified levels.
Partial response signalling also improves channel efficiency but in this case, the improve-
ment occurs by allowing a controlled amount of intersymbol interference (ISI). Intersym-
bol interference is the major impediment in band-limited channels. This phenomenon is

the interaction of adjacent symbols over the current passing symbol and will increase when

54
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pushing the channel toward higher throughputs. While ISI is nominally implied as an inter-
fering signal, it is an informative signal in a sense that it carries part of the knowledge of
other symbols. Partial response signalling uses the information embedded in the ISI part to
reduce the required bandwidth to the Nyquist limit and thereby reducing noise enhance-

ment as less equalization is required.

Two major detection techniques can be used to decode a signal with ISI. Sym-
bol-by-symbol detection technique throws away the information hidden in ISI and identi-
fies the received data only based on the instantaneous quantization of the signal amplitude.
On the other hand, maximum likelihood sequence detection (MLSD) is theoretically the
optimum detection technique [2] which takes the full advantage of ISI information and ex-
tracts data after completing the detection process over the whole sequence of the received
signal. Despite being an optimal detection technique, a brute-force approach to implement
MLSD is rather impractical due to its complexity. The Viterbi algorithm is a computational-
ly efficient means of establishing a MLSD detection [3] but still its complexity in most
practical channels and modulation schemes is significant {8]. Design simplicity and perfor-
mance trade-offs have always been a dilemma in choosing to adopt a symbol-by-symbol
detection technique such as DFE [4] [5] for simplicity or the Viterbi algorithm for better
performance [3]. The implementation complexity of the Viterbi decoder for an N’th-order
PRS scheme with an M-ary input signal is roughly MN*! times that of a DFE [6]. For
multi-level signalling the Viterbi algorithm becomes more complex and all its performance
can be worsened by circuit nonidealities. Reduced state sequence detection (RSSD) is a so-
lution for maintaining almost the same performance as full-state Viterbi detection but with
less realization complexity [7][9-12]. RSSD can be viewed as an intermediate detection
technique between two extremes of full-state sequence detection and DFE. In general,
RSSD reduces the number of states by grouping them into smaller number of hyper-states.
If these groupings be manipulated in such a way that the minimum distance of the error
events be maximized, it is shown in [23] that the performance degradation is negligible.
DFE can be shown as a special case of RSSD when all of the states are combined into one
single hyper-state [14]. A digital realization of a reduced-state Viterbi detector for

125Mb/s transmission over unshielded twisted-pair (UTP) cables is reported in [13]. How-
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ever, in a digital implementation of RSSD, the existence of a front-end A/D converter
which is power hungry at high speeds is indispensable. A 100Mb/s analog design of a Vit-
erbi detector for 2-PAM dicode partial response signalling was realized in BICMOS [14].
The purpose of this chapter is to present an architecture that extends the approach in [14]
so that a RSSD Viterbi detector can be realized for a 4-PAM partial response signalling. To
demonstrate the approach, a chip was designed and tested using a 0.25um CMOS process.
While post-layout simulations assert its function up to 1Gb/s, due to test limitations, this
chip was tested only up to 200Mb/s. Power consumption is measured to be 55mW from
2.5V supply at the operating speed of 200Mb/s. Although duobinary scheme has been the
focus of this work for its application in optical links, this design can be easily modified or

extended to other PRS schemes such as dicode and PR4.

4.1 4-PAM Signalling

With a tremendous demand on higher speed in data communications and the lack of
sufficient bandwidth in the existing channels, multiple level modulation schemes can offer
higher bit rates at lower clock frequencies. However, with additional signal levels, reduced
noise margins and circuit complexity can impact system performance. On the other hand,
the noise margins for 2-PAM signals also worsen at higher clock frequencies where two
level coding faces more attenuation than L_PAM signals at the same bit rate [15][16].
4-PAM signalling is a viable modulation for high speed data communications as it requires
half the clock rate needed for 2-PAM at equal bit rates. This four level scheme can be in-
corporated in many applications such as point-to-point links [15], LANs, multi-drop buses

[16] and wireless optical communications.
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4.2 Reduced-State Viterbi Detector

4.2.1 System Approach

The Viterbi algorithm is a practical technique for realizing a maximum-likelihood se-
quence detector. By measuring the difference between the actual value of the received sig-
nal and its expected value, one can assign metrics for each branch and state. Final
detection is based on detecting the sequence with the least accumulated branch metrics.

These states and branches are stretched in time and are shown in trellis diagrams.

For a two-state trellis diagram, we follow the results in [17] to calculate branch met-
rics, bji(k), and state metrics, mgk), as shown in Fig. 4.1 where m (k) denotes the metric of
state 7 at time step k and b;(k) is the metric of the branch connecting state j at time step &-/

to state / at time step k.

molk-1) mefk)
State 0" bool)

b, (k

bolk)

State 1 B k)
m(k-1) my(k)

Fig. 4.1: A two-state trellis diagram

State metrics my(k) and m (k) for time k can be evaluated based on the previous state

metrics and the branch metrics as follows:

{mo(k) = min{mo(k - l)+b00(k).ml(k -1)+ blo(k)} @

ml(k) = min{mo(k -1)+ bOl(k).ml(k -1+ b“(k)}

To reduce realization complexity and avoid saturation, difference metrics can be de-

fined as [21]
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Am(k) = mo(k)—ml(k) 4.2)

which suggests to store only the difference in the state metrics rather than the absolute
state metrics. One can determine this difference metric and branch extensions based on the

branch metrics condition such that

Amk = 1) <bn(k) = ban(k)
Am(k) = bOO(k)_bOl(k) lfj 10 00
{Am(k - l)<b“(/c)-b0](k) :(4.3.1)

Am(k = 1) <b (k) = bg(k) ——=
Am(k) = bOO(Ic) - b“(k) +Am(k-1) if
Am(k - l)>b“(k)—b01(k) ———— ¢ (432)

Am(k=1)>b (k) —brn(k
Am(k) = blO(k)_bol(k)‘A'"(/C— 1) if m( )> IO( ) 00( )

Am(k - l)<[J“(k)—b01(k) (4.3.3)
Am(k) = blo(k)_[,“(k) ” Am(k - l)>b10(k)—b00(k)

Am(k - l)>b“(k)—b01(k) g : (4.3.4)

Extending this discussion to multilevel schemes, the full state trellis diagram for a
4-PAM modulation with the levels of -1, -1/3, +1/3 and +1V, encoded with a duobinary
scheme, is shown in Fig. 4.2 where each branch is labeled by a pair of input data/duobina-
rv coded data. For example. the branch connecting state O to the same state in the next
sampling time is labeled by -1,-2 where -1 is the input data which is added to the previous
data which was also -1 to result -2 in duobinary coding. For a 4-PAM modulation, al-
though the full-state Viterbi algorithm works well, its circuit implementation is quite com-
plex. To lower this complexity, reduced-state sequence detection is a solution for
maintaining almost the same performance as full-state Viterbi detection but with less com-

plexity. For a two-state RSSD the idea is to retain the two most probable states at each
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time and ignore the other states. These two states according to the adjacency relation [18]!

will always be two neighboring states.

Fig. 4.2: Full state trellis diagram for a 4-PAM duobinary PRS scheme. Branch
labels represent the pairs of uncoded and encoded signals

As a result, for the diagram in Fig. 4.2, the remaining states at each time can be (0,1) or
(2.1) or (2,3). As an example, depending on the level of the received sample, possible

branch extensions initiating from the states (0,1) are shown in Fig. 4.3.

y(k)<-2/3 -2/3<y(k)
/7 N\ \ 7 A\ N
-2 -473
-3 -3
® ® [ ] ®
[ ) [ ] [ J ® [ )
y(k)<-4/3 -4/3<y(k)<-2/3 -23<y(k)<0
a b c d

Fig. 4.3: Typical possible survivors in duobinary 4-PAM RSSD starting
from the states (0,1)

A few facts need to be clarified in Fig. 4.3. First, category pairs a-b and also c-d each

1. Note that a dicode sequence was examined in (18] rather than duobinary one in our case. See the complete proof for the duobinary
coding in the Appendix.
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have three branches in common and can only be distinguished by the fourth branch. To do
so, a threshold value can be set by averaging y(k) values of these non-common branches.
Second, other possible categories will not occur in duobinary coding [18]. Third, the next
states in the categories a and d will always be (0,1) and (2,3), respectively, while in the cat-
egories b and c, next states will be (0,1) or (2,1) for b and (2,1) or (2,3) for ¢ depending on
the Viterbi algorithm results. Fourth, the highest and the lowest quantization thresholds for
this example are 0 and -4/3V, respectively; these thresholds for the starting states (2,1) are

2/3 and -2/3V and are 4/3 and OV for starting states (2.3).

The preceding discussion suggests that by grouping odd and even states into two hy-
per-states, we can represent any of the categories in Fig. 4.3 by a trellis diagram as shown
in Fig. 4.1 with the difference that the branch metrics are a function of their originating
states [18]. Following this idea, the full-state trellis diagram in Fig. 4.2 will be reduced to

the two hyper-state diagram in Fig. 4.4.

Fig. 4.4: Two-state reduced trellis diagram

As an example, any of the categories in Fig. 4.3 which are a subset of the above diagram

are shown in the two-state trellis diagram in Fig. 4.5.
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-2 -3 -3 .23
0 0 0 0.2 [} 2 0 2
i ) 0 0
-4/3 373 0 0
| 1 1 = ! 1 -5 1.3 1 = 3
b c d

-3
Fig. 4.5: Two state presentation of the categories in Fig. 4.3

Having this state reduction in place, we can proceed to the next stage which is basically the

same as two-state Viterbi detection.

Denoting any starting state by j and ending state by /, the branch metrics will be equal

to

2 j=0123

bk = [y -3G+i-3)] (4.4)
/! 3 i=0,12,3

By removing common terms and applying a factor of 1/4, the branch metrics will reduce to
= 3—(j+i)[, . 3—(j+i):| Jj=0.1.2,3 is
bji(k) =—3 _\(L)+—3 m0ia3 4.5)

Using the above equation, the branch metrics for the example categories of (c) and (d)

are shown in Fig. 4.6.

¢! = U3(-y(k)+1/3)

c = 1/3(v(k)+1/3)

Fig. 4.6: Typical branch metrics for the example categories (c) and (d)

Complete possible branch extensions and their metrics starting from the adjacent states I

(0,1), II (2,1) and V (2,3) are presented in Table 4.1.

By applying Equations 4.3.1-4.3.4 to the branch metrics in Table 4.1, the number of ex-
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tended branches at each category is reduced to two under the conditions specified in Tables

4.2-4.4. Note that the branch metrics a,b,c and also a!,b!,c! can be either positive or nega-

tive depending on the value of y(k). Due to this fact, extra thresholds 1, +1/3, -1/3 and -1 in

the following tables are introduced to differentiate between the distinct signs of these met-

rics. Qu and Qd in Tables 4.2-4 are the outputs of difference metric update comparators

which will be elaborated later in this chapter.

Table 4.1: Branch extension and their metrics

IPresent State=1(0, 1) Present State = 111 (2, 1) Present State =V (2, 3)
ranch Extension  [Next Eranch Extension  [Next Eranch Extension Next
y(k) nd metrics State  pnd metrics State  fand metrics State
° . ° °
4/3<y(k) \Y 0 *'V |[° °V
C- 1 c!
¢ al
. ° °
0
23<y(k)<4/3 VTS A2 ¢! I
1
. b! . = V
. ®
O<y(k)<2/3 ) 2 [
¢!
o \%
[ ]
-2/3<y(k)<0 Oc I
0
. i
. b °
-43<ytk)<-2/3 | I b [
C C¢
° I11 i
. . °
a
T b
y(k)<-4/3 = | = | I
' ° 5 ™
. °
a= y(k)+l b = 2/3(y(k)+2/3) ¢ =1/3(y(k)+1/3)

al=-y(k)+1 b!=2/3(-y(k)+2/3) c!=1/3(-y(k)+1/3)
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Table 4.2: Branch extension and difference metric update of state |

Present State=I (0,1)

q y(k) Am(k) Condition Branch Extension g:lxtte
1/3(y(k)+1/3) Am(k-1)<-1/3(y(k)+1/3) e :
(Qu=0, Qd=1) . v
O<y(k) -Am(k-1) -13(y(k)+1/3)<Am(k-1)<1/3(-y(k)+1/3) \
I (Qu=0, Qd=0) . v
13(-y(k)+1/3) Am(k-1)>1/3(-y(k)+1/3) . .
(Qu=1, Qd=0) ooy
1/3¢y(k)+1/3) Am(k-1)<-1/3(y(k)+1/3) v .
(Qu=0. Qd=1) . \%
" -1/3<y(k)<0 -Am(k-1) -1/3(y(k)+1/3)<Am(k-1)<1/3(y(k)+1/3) N
(Qu=0, Qd=0) . Y
-1/3(y(k)+1/3) Am(k-1)>1/3(y(k)+1/3) . .
(Qu=1. Qd=0) s 2| m
173(y(k)+1/3) Am(k-1)<1/3(y(k)+1/3) . .
(Qu=0, Qd=1) . v
23<y(K)<-13 1 Am(k-1) 173(y(k)+ 1/3)<Am(k-1)<-1/3(y(k)+1/3) | &——_ ':
3 (Qu=0, Qd=0) . .| m
13(y(k)+173) Am(k-1)>-1/3(y(k)+1/3) ;q:'
(Qu=1.Qd=0) . o| m
-13(y(k)+1) Am(k-1)<-1/3(y(k)+1) %
(Qu=0. Qd=1) . .|
-l<y(k)<-2/3 Am(k-1) -1/3(y(k)+ D<Am(k-D<1/3(y(k)+1) — o
4 (Qu=0, Qd=0) . .|
173(y(k)+1) Am(k-1)>1/3(y(k)+1) . —
(Qu=1, Qd=0) . o 1
-13(y(k)+ 1) Am(k-D<1/3(y(k)+1) -\:
(Qu=0. Qd=1) . R
-4f3<y(k)<-1| -Am(k-1) 173(y(k)+ D<Am(k-D<-13(y(k)+1) | o
5 (Qu=0. Qd=0) . o
1/3(y(k)+1) Am(k-1)>-1/3(y(k)+1) <
(Qu=!, Qd=0) . ol
1/3(y(k)+5/3) Am(k-1)<-1/3(y(k)+5/3) —
(Qu=0, Qd=1) . ol 1
y(k)<-4/3 —Am(k-1) -13(y(k)+513)<Am(k-D<-1/3(y(k)+1) | S e
6 (Qu=0, Qd=0) . o
13(y(k)+1) Am(k-1)>-1/3(y(k)+1) s ___—
(Qu=1, Qd=0) . ol
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Table 4.3: Branch extension and difference metric update of state Ill

Present State =111 (2, 1)

Nex
q| yk) Am(k) Condition Branch Extension St::e
13(-y(k)+1) Am(k-1)<-1/3(-y(k)+1) . .
(Qu=0, Qd=1) « T A
23<y(k) | Am(k-1) -1/3(-y(k)+1)<Am(k-1)<-1/3(-y(k)+1/3) [ .
1 (Qu=0. Qd=0) :><: v
-13(-y(k)+1/3) Am(k-1)>-1/3(-y(k)+1/3) . .
(Qu=1, Qd=0) T —| v
1/3(-y(k)+1/3) Am(k-1)<1/3(-y(k)+1/3) . .
(Qu=0. Qd=1) ‘-——"'—"’—: 1
. Am(k-1) 1/3(-y(k)+1/3)<Am(k-1)<-1/3(-y(k)+1/3) [ .
5 [113<y(ki<2/3 (Qu=0, Qd=0) :>< v
-1/3(-y(k)+1/3) Am(k-1)>-1/3(-y(k)+1/3) . .
(Qu=1, Qd=0) |
13(-y(k)+1/3) Am(k-1)<-1/3(-y(k)+1/3) . .
(Qu=0, Qd=1) -—4:-‘ 1
O<y(k)<1/3| -Am(k-1) -173(-y(K)+ 1/3)<Am(k- 1)< 1/3(-y(k)+1/3)[e .
3 (Qu=0, Qd=0) — |
-1/3(-y(k)+1/3) Am(k-1)>1/3(-y(k)+1/3) o :
(Qu=1. Qd=0) oo | v
1/3(y(k)+1/3) Am(k-1)<-1/3(y(k)+1/3) %
(Qu=0, Qd=1) . o] !
-1/3<y(k)<0 -Am(k-1) -173(y(k)+1/3)<Am(k-1)<1/3(y(k)+1/3) |® *
4 (Qu=0, Qd=0) |
-13(y(k)+1/3) Am(k-1)>1/3(y(k)+1/3) . e
(Qu=1.Qd=0) . | W
1/3(y(k)+1/3) Am(k-1)<1/3(y(k)+1/3) ‘__é:‘.
(Qu=0, Qd=1) . o I
Am(k-1) 1/3(y(K)+ 1/3)<Am(k-1)<-1/3(y(k)+1/3) [ s
5 L2/3<y(k)<-1/3 (Qu=0, Qd=0) . . [
13(y(k)+1/3) Am(k-1)>-1/3(y(k)+1/3) . .
(Qu=1, Qd=0) . :. 1
1/3(y(k)+1/3) Am(k-1)<1/3(y(k)+1/3) —%;
(Qu=0, Qd=1) . b I
y(k)<-2/3 Am(k-1) 1/3(y(k)+1/3)<Am(k-1)<1/3(y(k)+1) ® —
6 (Qu=0, Qd=0) . ol 1
13(y(k)+1) Am(k-1)>1/3(y(k)+1) s _____———
(Qu=1, Qd=0) . o] 1
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Table 4.4: Branch extension and difference metric update of state V

65

Present State =V (2, 3)

q | yk) Am(k) Condition Branch Extension gt:’::
-173(-y(k)+1) Am(k-1)<1/3(-y(k)+1) . .
(Qu=0, Qd=1) .| V
1 B/3<y(k) -Am(k-1) 153(-y(k)+D<Am(k-1)<1/3(-y(k)+5/3) |3 :
(Qu=0, Qd=0) pE— i Y
-1/3(-y(k)+5/3) Am(k-1)>1/3(-y(k)+5/3) . :
(Qu=1, Qd=0) —— 3V
13-y (k)+1) Am(k-D<1/3(-y(k)+1) . .
(Qu=0, Qd=1) . —af Vv
-Am(k-1) 1/3(-y(k)+ )<Am(k-1)<-1/3(-y(k)+1) . .
5 [l<y(k)<4/3 (Qu=0, Qd=0) e, V
1/3(-y(k)+1) Am(k-1)>-1/3(-y(k)+1) : °
(Qu=1, Qd=0) .,%: 1
-1/3(-y(k)+1) Am(k-1)<-1/3(-y(k)+1) . .
(Qu=0. Qd=1) —— v
Am(k-1) -1/3¢-y(k)+1)<Am(k- 1)< 1/3(-y(k)+1) . .
3 PA<yt<l (Qu=0, Qd=0) —
1/3(-y(k)+1) Am(k-1)>1/3¢-y(k)+1) . .
(Qu=1, Qd=0) - __———
173(-y(k)+1/3) Am(k-1)<1/3(-y(k)+1/3) /
(Qu=0. Qd=1) . o
4 Am(k-1) 1/3(-y(k)+1/3)<Am(k- 1)<-1/3(-y(k)+1/3)| ® .
1/3<y(k)<2/3 (Qu=0. Qd=0) :7-45 11
-13(-y(k)+1/3) Am(k-1)>-1/3(-y(k)+1/3) .
(Qu=1, Qd=0) . o 1
1/3(-y(k)+1/3) Am(k-1)<-1/3(-y(k)+1/3) . .
(Qu=0, Qd=1) —
-Am(k-1) -13(-y(k)+1/3)<Am(k-D<1/3(-y(k)+1/3) |¢
5 P<y(k)<1/3 (Qu=0, Qd=0) o I
-153(-y(k)+1/3) Am(k-1)>1/3(-y(k)+1/3) .
(Qu=1, Qd=0) - o 1
1/3(y(k)+1/3) Am(k-1)<-1/3(y(k)+1/3) /
(Qu=0. Qd=1) . o 1
y(k)<0 -Am(k-1) -13(y(k)+1/3)<Am(k- < 1/3(-y(K)+1/3) |2
6 (Qu=0, Qd=0) o 1
-13(-y(k)+1/3) Am(k-1)>1/3(-y(k)+1/3) :
(Qu=1, Qd=0) . o 1
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As seen in Tables 4.2-4, with the knowledge of the previous state and the level of the
present input signal, threshold levels for the final two comparators can be set and the differ-
ence metrics will be updated as the result of this final comparison. Finally, received data
can be identified by keeping track of the survived branch transitions in a path memory. In

the next sections, the circuit implementation of this type of detection will be elaborated.

4.2.2 Performance Evaluation

Erroneous detection of the transmitted symbols can happen when an error event as a re-
sult of a deviation from the correct path in a sequence detection algorithm occurs. The
probability of a particular error event Pr,, in a minimum-distance (d,,,;,) path is in a gener-

al form of

d .
min .
Proe=¢C- Q( 20 ) (4.6)

in which o is noise standard deviation, C is a constant, and Q(.) represents the complemen-

tary Gaussian distribution function [19]

12
0(x) = —jexp(r /2)dt. «.7)
Jz_n_r

Fig. 4.7 is illustrating minimum-distance error events for a full-state and reduced-state
detector in a 4-PAM signalling. For simplicity purposes, dicode PRS (see next section) is

employed in this figure but the results can be applied to duobinary scheme as well.
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\ a:
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o

Fig. 4.7: Minimum-distance error event paths for a full-state and
reduced-state detector in 4-PAM Signalling
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Bold lines represent the correct sequence path and the other lines shape minimum-distance
error paths. Routes a; and a, are the same for full-state and reduced-state detection while
path b is an extra minimum-distance error path for reduced-state detection as a result of
combination of states | and 3. Assuming a normalized swing of [1, -1] for the 1+D sym-
bols, minimum-distance for both full-state and reduced-state detection is equal to
dpin = Jas3?+(173)? = /3. With a pyramid probability of symbols in a duobinary
scheme, signal power with the above swing constraints can be calculated to be 5/18. The er-
ror event probability of the full-state and reduced-state detections in a sufficiently large de-

coding delay will be bounded by [18]:

< n 1
Pree(full—smre)s[z Z (374) JQ(L/—_"(‘J) (4.8)
n=1 -
- n | .
Pree(retluced - state) s [3 Z (374) } : Q(3ﬁgJ 4.9)
n=1 <

where n denotes the length of the error sequence in a possible minimum-distance error

event.

Furthermore, the symbol error rate (SER) can be computed by weighting each error event

by the number of symbol errors that it entails. This yields [17]

SNR
SER - "4Q( ‘ ) - 20| Lio 2 (4.10)
(full — stare) — ~ 3ﬁ0 < ./5
SNR
1 1,20
SER(reduced—smte) = 39Q(3ﬁ0) = 39Q[£lo } (4.11)

As is clear from the Equations 4.10 and 4.11, Q-function which is normally the dominant
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factor in error probability measurements, has the same argument in both equations which
justifies the performance resemblance of two detection techniques. In other words, since

the parallel branches in RSSD are not involved in minimum-distance error events, the per-

formance impact is ignorable.

In Fig. 4.8, the symbol error rate of a full-state ideal MLSD (4.10) is compared with that
of a 2-state RSSD both in ideal case (4.11) and by simulation using the model to be pre-

sented in Fig. 4.13. Inaccuracy of (4.11) in low SNR is the reason for non-matching points

in this figure.

- — ideal MLSD (4.10)
— ideal RSSD (4.11)
o  simulation

Symboi-Error Rate
3
T

. L L . L
12 14 16 18 20 22 24
SNR (dB)

Fig. 4.8: SER performance comparison of MLSD and RSSD

4.2.3 RSSD for other PRS Schemes
Having introduced a complete systematic RSSD design procedure for duobinary (1+D)
PRS in the past sections, a brief review of RSSD design for other PRS schemes such as di-

code (1-D) and PR4 (1-D?) is provided in this section.



Chapter 4 : Reduced-State Sequence Detection: System and Circuit Design 69

A full-state trellis diagram for a 4-PAM modulation in 1-D PRS scheme is shown in

Fig. 4.9.

Fig. 4.9: Full state trellis diagram for a 4-PAM dicode PRS scheme. Branch
Labels represent the pairs of uncoded and encoded signals

Comparing this figure with Fig. 4.2, it can be readily found that by reversing the order of
initial states in Fig. 4.2, the trellis diagram in Fig. 4.9 is obtained. Table 4.5 presents the
conditions and updates for the state I as an example. This table is a dual of Table 4.2 as it

presents the same parameters for the state V in a duobinary scheme.

Class-1V (PR4) signalling scheme (1-D?) is actually made up of two interleaved dicode de-
tectors [14] which can operate at twice the sampling frequency of a single dicode detector

and hence, double the operating frequency.
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Table 4.5: Branch extension and difference metric update of state | in dicode PRS

Present State = 1(0, 1)
Next
q | yk) Am(k) Condition Branch Extension |State
-1/3(-y(k)+5/3) Am(k-1)<-1/3(-y(k)+5/3) . .
(Qu=0, Qd=1) o v
1 B/3<y(k) Am(k-1) -13(-y(k)+5/3)<Am(k-1)<- 1/3(-y(k)+1) .
(Qu=0, Qd=0) . Vv
-1/3¢-y(k)+ 1) Am(k-1)> -1/3(-y(k)+1) : .
(Qu=1. Qd=0) \ v
1/3¢-y(k)y+1) Am(k-1)<1/3(-y(k)+1) . o
(Qu=0, Qd=1) T v
Am(k-1) 13(-y(k)-1)<Am(k-1)<-1/3(-y(k)+1) o
5 [I<y(k)<4/3 (Qu=0, Qd=0) N v
13(-y(k)+1) Am(k-1)>-1/3(-y(k)+1) \
(Qu=1., Qd=0) : I
-13(-y(k)+1) Am(k-1)<1/3(-y(k)+1) . .
(Qu=0, Qd=1) . § v
-Am(k-1) 1/3(-y(k)+ 1 )<Am(k-1)<- 1/3(-y(k)+1) —_—
3 Pyl (Qu=0. Qd=0) I
1/3(-y(k)+1) Am(k-1)>-1/3(-y(k)+1) .
(Qu=1,Qd=0) & 1
13(-y(k)+1/3) Am(k-1)<1/3(-y(k)+1/3) . .
(Qu=0. Qd=1) : s m
4 —-Am(k-1) 1/3(-y(k)+1/3)<Am(k-1)<-1/3(-y(k)+1/3) O
1/3<y(k)<2/3 (Qu=0. Qd=0) E\, -
173(-y(k)+1/3) Am(k-1)>-1/3(-y(k)+1/3) —
(Qu=1, Qd=0) . J !
-13(-y(k)+1/3) Am(k-1)<-1/3(-y(k)+1/3) . .
(Qu=0. Qd=1) : O m
Am(k-1) -1/3(-y(k)+1/3)<Am(k-1)<1/3(-y(k)+1/3)
5 D<y(k)<1/3 (Qu=0, Qd=0) . | 1
1/3(-y(k)+1/3) Am(k-1)>1/3(-y(k)+1/3) —
(Qu=1, Qd=0) . J
-1/3(-y(k)+1/3) Am(k-1)<-1/3(-y(k)+1/3) o —a
(Qu=0, Qd=1) . J !
y(k)<0 Am(k-1) -173(-y(k)+1/3)<Am(k- 1)<1/3(y(k)+1/3)
6 (Qu=0, Qd=0) . J 1
1/3(y(k)+1/3) Am(k-1)>1/3(y(k)+1/3) T
(Qu=1, Qd=0) . | 1




Chapter 4 : Reduced-State Sequence Detection: System and Circuit Design 71

4.3 Analog RSSD

In this section, the circuit design of an analog RSSD that is based on the system ap-
proach discussed earlier will be addressed. This will be followed by an investigation on the

effect of circuit nonidealities on the detector performance.

4.3.1 Circuit Design

Tables 4.2-4 give the main information for circuit implementation of the multi-level re-
duced-state Viterbi detector. Two comparator stages at the front and back end of the cir-
cuit, as well as the offset combiners in the middle, form the analog core of this circuit (Fig.
4.11). This analog core is supported by digital circuitry which sets the dc offset value and
sign for the input signal, y(k). as a function of present state and input level. This digital cir-
cuit also controls the path memory and defines the next state based on the outputs from the

back-end comparators and the existing state.

The front-end circuit is composed of nine comparators which quantize the sampled in-
put signal with steps of 1/3V starting from +4/3V and ending at -4/3V (Fig. 4.10). Ten out-
puts pl-10 of these comparators along with the current state information are inputs to the
digital part to select the desired offset and polarity for y(k). As shown in Fig. 4.11, two
combinations of y(k) each with appropriate polarity and offset, form threshold levels for
the two comparators at the back-end. Difference metrics will be updated and surviving
branches will be identified upon the termination of this final comparison. As depicted in
Fig. 4.11, a few digital signals control the offset and polarity of the input signal. As im-
plied from Tables 4.2-4, there are only three distinct absolute offset values; these are 5/3V,
1V and 1/3V which are selectable by the digital signals C53, C10 and C13, respectively.
Difference metrics which are extracted from one of the upper or lower threshold levels are
selected and stored by the Mux-S/H for the succeeding comparison based on the following
three possible conditions for the comparator outputs Qu and Qd. In the case of Qu=1 and
Qd=0, the upper threshold voltage will be chosen whereas in the case Qu=0 and Qd=1, the
lower threshold level will be adopted. For the last possible case when Qu=Qd=0, no re-

placement for the former difference metric will take place and the only possible variation
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is its polarity which indeed, will rely on the conditions of the current state and the quan-

tized level.

+4/3V

y(k)

pé

p7

p8

p9

1

pio

\|+|+|+/|+|+|+|+|+|4

-3V
Fig. 4.10: Front-end quantizer circuit

Eg
N

Fig. 4.11: Analog core of the processing circuit

Although the structure in Fig. 4.11 is complete and applicable, it suffers from the existence
of two S/Hs in the signal path which its settling time deteriorates the update speed. To im-
prove speed performance, we notice that in Tables 4.2-4, Am(k) is always a function of
y(k) or Am(k-1) depending on the output of the two final comparators which also implies
that Am(k-1) is a function of y(j), j<k [17]. This suggests that the circuit in Fig. 4.11 can
be upgraded to the circuit shown in Fig. 4.12. Two ping-pong sample and holds at the input

will store y(k) and y(j). The conditions of Qu and Qd, as addressed before, will rule on the
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position of the input sampling switch in this structure to be toggled or remain unchanged.
The new configuration operates at higher frequencies due to removal of one S/H from the

signal path.

Pcp
Fig. 4.12: Improved structure for the analog core

Realization of the circuit in Fig. 4.12 can be simplified if all additions and subtractions
are performed in current mode. Fig. 4.13 represents the practical structure of Fig. 4.12. The

detailed explanation of these blocks are provided in the later sections.

Comparator (u)

I3~ Qu+)
j‘;z_ Qui-)

y(k) offset

[ v | |
Sw, Sw.

| S 7 [ =
R{ + R Comparator (d)

V/I-n=n-pair-output transconductor

Fig. 4.13: Practical structure for circuit realization of Fig. 4.11

[ vii9) |
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A fully differential structure in this design ensures significant suppression of common
mode noise and interference in the circuit. The select switches pick one of the distinct off-
set levels of 1/3, 1, and 5/3V controlled by the digital input controls. Input transconductors
(V) convert input signals and selected offsets to current before being combined via
pull-up resistors. Also, polarity switches simply interchange the input and output connec-

tions based on the control inputs to change the polarity of alternative signals.

Since in Fig. 4.13 arithmetic operations are in current mode (and also to reuse circuit

blocks), the quantizing structure in Fig. 4.10 is modified to the one shown in Fig. 4.14.

vdd

O L P

—

input sampl

—

J vi-2

[$9]
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=
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V/1-9
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p7
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=
==
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vdd
Fig. 4.14: Current-mode realization of the front-end quantizer

Using this configuration, the transconductors employed in Fig. 4.13 can also be reused for

quantization with extra output currents.

As is apparent from Fig. 4.13, digital circuits are also a major part of this system. They are
mostly combinational logic which provide the analog core with the new state information
as well as the choice of specific offsets and polarities. These circuits are illustrated in block

form in Fig. 4.15 and a brief functional explanation of these digital blocks, as extracted
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from Tables 4.2-4 follows.

Qu(n-1) Qd(n-1) Quin-1) Qd(n-1)
Je-Cxxu(n) l I I
S(n) _,‘3_ [ 3o Cxxd(n) Pu(n-1)— Pcu(n-1) —
. —»-Pcu(n) Pp(n-)—— digital [—= Ppm) Pep(n-1) —  digital —=Pcp(n)
digital Ped(n-1) —
0 | Pcd(n) Pd(n-1) — 7 cdin
p(n) —~— —*Pu(n) 3* flo 3* 10
—e-Pd(n) S(n-1)  p(n-1) S(n-1)  p(n-1)
a b c
u(n-1 -1
QJ(nI) le(n ) Q"(T’ Qd[(n)
Cxxu(n-1) +3 ; p(m) __/_IO
Cxxpen-1) = digital {7 Cxxp(n) i digital e S0+ 1)
Sz
Cxxd(n-1) Stn) ‘
d e
xx=13, 10, 53

Fig. 4.15: Digital processing blocks

Combinational logic circuit in Fig. 4.15.a takes the current state information s(n) which
are I, Il and V together with the ten quantization outputs (p) obtained from the circuit in
Fig. 4.10 to generate offset and polarity control signals for y(k). Depending on the output
“1” of either of the final comparators Qu and Qd, and also the knowledge of the state and
p. one of the polarity information Pu or Pd will be chosen by the circuit in Fig. 4.15.b for
the polarity of y(j) in the next comparison. In the case of both Qu and Qd being “0”, the
last polarity Pp(n-1) will be restored as Pp(n) for the next cycle. Functions of circuits
4.15.c and 4.15.d can be explained in rather the same way as 4.15.b. Pcp(n) is defining the
sign of offset for y(j) while the three outputs, Cxxp(n), which are C13(n), C10(n) and
C53(n) select one of the offset levels 1/3V, 1V and 5/3V, respectively as the offset of y(j).
Next state information is generated by the block shown in Fig. 4.15.e using the information

of current state s(n) as well as p(n), Qu(n) and Qd(n).

Unfortunately, the structure in Fig. 4.12 still suffers from significant delays within one
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sample period. The operations such as sampling, quantization, digital circuits delay, volt-
age to current conversions and finally the last stage comparison create a delay of more than
8ns which is too long to achieve the desired speed. These delays can be mitigated by split-
ting the above duties to different cycles and using a pipelining structure which will be ad-

dressed in the next section.

4.3.2 Pipelining Structure

Due to the long processing time needed for complete computation during one sample
period, the whole operation for one sample is divided into four consecutive cycles which
starts with sampling and continues with quantization, digital assessment and finally

back-end comparison and difference metric update.

As depicted in Fig. 4.16, five sample and holds store five samples of the incoming sig-
nal. These samples are saved in the capacitors through the transistor switches controlled by
S,.5(1) before being converted to current by the corresponding transconductors. These cur-
rents which are proportional to the samples at each S/H are steered to different stages in
pipelining structure for subsequent analysis. The switches controlled by S|_5(2) deliver the
desired current to the quantizer while the other switches which are S;_s(4) and S|_5(5) take
two other currents for the difference metric update process. Upon the completion of this
process on each sample, that sample will be replaced by a new input sample at the same
S/H. This implies that one sample and hold and one transconductor are devoted to each

sample for a complete process.

To elaborate the preceding discussion, suppose a new round of process is beginning by
assuming S/H(1) samples y(m) at time 0. Denoting each sampling period by T, sample
y(m) should have been stored and settled by S/H(1) before time 7. At the start of the sec-
ond period, 7, S/H(2) will start sampling y(m+1) at the same time as y(m), being held in
S/H(1), is under the quantization process. At time 7+/, the quantizer outputs produced by
y(m) will be used as part of the inputs for digital assessment. At the same time, y(m+2) is

sampled by S/H(3) and y(m+1), being held in S/H(2), is undergoing quantization process.
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At time T+2, as presented in Fig. 4.17, this rotation will continue by saving y(m+3) in

1 stage
fen—- P
STH(1) L s12)
O
| +
!_ 2" stage 3" stage
i mse— ifev——
$2(2) . Pi-10 digital
SIH(2) = quantizer | d
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I+ | —t Qu & Qd
v |4 ¢
I T | oo T= digital controls
U — < 2 K
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S/H(3) Tt l
input} s;(1)” 7 sy | 3 v v
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y( | II T yGj) _ update
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& |— |3
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Fig. 4.16: The circuit processing stages in pipelining structure

S/H(4) and quantizing y(m+2) while y(m+1) is in a waiting state for its digital assessment.
Meanwhile, sample y(m-1) which we assume had already been stored in S/H(5) together
with y(m) having been stored in S/H(1) will jointly proceed to final comparison and the dif-

ference metric update operation. In contrast, the function of y(m) and y(m-1) in Fig. 4.17 is
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Fig. 4.17: Selective switches and connections in the circuit pipelining
configuration

analogous to the characteristics of y(k) and y(j) in Fig. 4.12, respectively and as discussed

earlier, the update of the sample and holds containing y(k) and y(j) depends on the results

of Qu and Qd. This means that for the period starting at T+3, if either Qu or Qd is 1, the
next sample, y(m+4), will be stored in S/H(S) (Fig. 4.18.a). Otherwise, if Qu=Qd=0,
S/H(5) will retain its sample and S/H(1) will hold y(m+4) (Fig. 4.18.b).
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Fig. 4.18: Typical rotation of S/Hs when a: Qu or Qd =1 and b: Qu=Qd=0
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As shown in Fig. 4.18, there is one selective switch (SW_(1-5)) assigned for any of the
five sample and holds which based on the existing conditions controls the flow of sampled
signals to the different processing stages. The digital controller for each switch is made up
of seven D-Flip-Flops and two multiplexers which is shown in more detail in Fig. 4.19.
Each switching controller has four outputs and at each period only one of the outputs will
be active and the others will remain inactive. This is in compliance with the fact that sam-
ples should be in different positions during this detection process. In this circuit, the flow
of active state from S;(1) to S,(4) is unconditional while the state transitions from S(4) to
S,(5) and S,(5) to S,(1) are conditional and depend on Qu and Qd. For Qu or Qd=1, there
will be a routine flow of states from S,(4) to S,(5) and S,(5) to S,(1) whereas for the case
Qu=Qd=0, the state in S,(4) will be moved to S (1) rather than S,(5) and S,(5) will pre-

serve its own state.
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D D d
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Fig. 4.19: Rotation management digital circuit

$4(5)

In the pipelining configuration described above there is still one unresolved problem.
Recall from Tables 4.2-4 that the information about the selection of dc offset and signal po-
larity which are generated by the digital assessment circuitry, all depend on the knowledge
of the present state which is based on the acquisition of Qu and Qd information from the
last period. However, in the pipelining structure, the digital assessment and the difference
metric update both execute simultaneously which means that comparator outputs would
not be known until the end of the cycle. To avoid most of this delay, the digital assessment

block is triplicated and each of the blocks pre-evaluate their outputs for the three possible
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cases of Qu, Qd = (1,0), (0,1) and (0,0). At the end of the cycle and once the final compara-
tor outputs are established, one of these three sets of results will be chosen as the correct

output set.

4.3.3 Path Memory

The final step in detecting the received data is to keep track of the past states in the
path memory. Since at the end of each period only the two most probable states will be re-
tained and each of these states represents a 2-bit data, the three possible path memory in-
puts based on the conducting states (I, III and IV) will be of the forms illustrated in Fig.

4.20.

Fig. 4.20: Three possible path memory inputs

Propagation of these inputs within the path memory (Fig. 4.21.a) is controlled by (S/p)u
and (S/P)d signals shown in Fig. 4.21.b. The whole structure of the path memory is based
on Equations 4.3.1-4 which implies that when Qu=1 and Qd=0, the information in the up-
per latches will be copied to the both succeeding upper and lower latches while in the case
Qu=0 and Qd=1, lower latches will propagate their data to the next upper and lower latch-
es. For Qu=Qd=0, there will be a parallel or cross propagationl depending on the state and
quantization information. For example, in Table 4.2, the two middle rows have parallel
transitions while the others have cross transitions. As a general rule, when Qu=Qd=0, the
transition will be parallel or crossed depending on the updating of Am(k) to Am(k) or

-Am(k), respectively. With enough number of latches in the path memory, the information

1. Referring to Fig. 4.4, the branch extensions between the same hyper-states are called parallel propagation while the other branch
extensions from 0 to 1 and also from 1 1o 0 are named cross propagation.
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in the lower and upper latches will converge to the same data at the output.
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Fig. 4.21: Path memory a: circuit, b: digital controls

4.3.4 Comparator Offset Effects

Practical nonidealities such as mismatches and dc offsets can impair the performance
quality of the circuit. In this section, the effect of comparator dc offset on the symbol error
rate of this RSSD Viterbi detector will be investigated. However, other nonidealities such
as mismatch in the gain of transconductors and reference levels can also be translated as an
offset in the comparators. Although these imperfections in different parts of the circuit may
be treated as an another source of noise added to the input signal, their correlated nature

make simulations more appealing than an analytical approach.

As mentioned in the earlier sections, two sets of comparators are involved in this detec-
tion; these are nine front-end quantizing comparators and two back-end difference metric
updating comparators. The first nine comparators, in contrast with a flash A/D, need about
3.3 bits of accuracy which implies that fairly simple comparators without any offset cancel-
lation provisions can act properly in this segment. To extend this discussion to the two
back-end comparators, the information in Tables 4.2-4 identify that threshold difference be-
tween two comparators can vary from 0 to 2/9V. For example, at the first and last rows of
these tables, the difference between the threshold levels are independent of y(k) and are
equal to 2/9V. This difference at the other rows is dependent on y(k) and the absolute maxi-

mum and minimum differences at each row are 2/9V and 0V, respectively. For the worst
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case, the accuracy of these comparators should be in the range of the whole system or
about 6 bits which calls for more sophisticated comparators as compared with those of the

first stage.

This idea has been verified by simulating SER performance of this detector in two dif-
ferent comparator mismatch conditions. Given a random dc offset equal to +/-5% of the
voltage between two consecutive input quantizing levels to the front-end nine comparators,
Fig. 4.22.a shows that SER remains almost intact while in Fig. 4.22.b, the same amount of
offset in the back-end two comparators demonstrates an approximate degradation of 0.4dB

in SER performance.

Fig. 4.22: Simulated SER performance comparison, a: 5% dc offset in the
front-endcomparators, b: the same dc offset in the back-end comparators.

4.4 Building Blocks

Functional blocks in the circuit realization of RSSD have been introduced in the previ-
ous sections and in this section a detailed description of each of those blocks along with

their circuit issues will be presented.
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44.1

Voltage-to-Current Converter

Voltage-to-Current converters (transconductors) play a critical role in this design as all

mathematical operations in this design are in current mode. The transconductor with

p-channel inputs [19] depicted in Fig. 4.23 can accommodate low bias level inputs and per-

forms with high linearity if R is kept constant. Wide poly resistors laid out in a close dis-

tance from each other can provide good linearity and matching with the other

MI1Y—AF M12
MY ———iC M10

transconductors.

MI1=M2=320.4
M3=M4=7.5/0.48
M5=M6=8/0.4
M7=M8=10/0.4
M9=M10=33/0.24
M11=M12=88/0.4
R=4K
Cc1=Cc2=80fF

R
vit M MWy Vi©
io” io*
i >l :*,JMN
cat M M| 4ca
M3d —p M4
_‘ﬁM'I MSEp_

Fig. 4.23: Transconductor circuit

To investigate the frequency response of this transconductor, we derive the open-loop,

Vo(s)/Vi(s), transfer function of the simplified circuit in Fig. 4.24.a which its open-loop

half-circuit ac model is shown in Fig. 4.24.b.

Fig. 4.24: Transconductor a: simplified circuit, b: half-circuit open-loop circuit
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Assuming r.;; and r.;- as the output impedances of I; and I,, respectively and presenting
total parasitic capacitance in node | as C; and compensating capacitor in node 2 with C_ in

Fig. 4.24.b, Vo(s)/Vi(s) can be approximated as follows:

Vo(s)_ Sm3’cs2 “.12)
V.(s) C,C.r.~ » T
i [1“c cs2 2
I+ ’cs"CcS+ —S
- Sm1

' _ and the second pole is located at

As expected, the dominant pole is located at p| =
cs2ce

Py = S—glll . C. performs as a compensating capacitor and is set to 80 fF for a reliable phase
margin and -3dB bandwidth of 1.2GHz when pulling up the output differential currents
with 30082 resistors. Also, for reducing the effect of output pull-up resistors on the frequen-
cy performance, open-drain transistors which conduct output currents are isolated from

those resistors by the means of common gate transistors as shown in Fig. 4.24.a.

The circuit transconductance can be approximately derived by:

i

A S 3.13)
“id R+ ——=

Smi8m3 ol

where r,; denotes the output impedance of transistor Q. The denominator in Equation
4.13 is dominated by R and so for a linear transconductance gain, R needs to be constant in
the whole range of the input signal. Moreover, it is also critical to have Rs for different
transconductors being well-matched in the circuit. The main advantage of this transconduc-

tor configuration is its capability to have multiple outputs.

44.2 Comparators

Nine comparators at the front-end and two comparators at the back-end are the key
parts in this detector. When dealing with CMOS comparators, their input offset can be sig-
nificant in a precise design and the need for offset cancellation is unavoidable. The compar-
ator employed in this design has incorporated two cascaded preamplifiers (Fig. 4.25)
which are coupled to the input signal by C; and C,. Offset cancellation and bias adjust-

ment is manipulated by the MOS switches which short the output to the input and connect
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the other side of the coupling capacitors to the reference voltages [20].

offset
A
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e TE G N N

—I +05 + S
Latch + R/S F-F
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- 2
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Ref- '—_LL_‘ 1l
-
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Fig. 4.25: Front-end preamplifiers of the comparator and their connections

The complete comparator circuit is shown in Fig. 4.26 and the corresponding clock wave-
forms are presented later in Fig. 4.32. Two latches I and II being activated consecutively
ensure enough speed for the output settlement. Larch signal which is the inversion of Lin,
will fire Latchl after the input signal having been sufficiently amplified at the output of
Preamp. II. At the far end of latching period, regen signal will ignite Latch II for a further
amplification of Latch I output. Meanwhile, reser signal will prepare Latch I and Preamp. [
for the next comparison cycle by equalizing the voltage levels at the output of Preamps. I

and II. R/S F-F at the last stage of this comparator generates a full digital level swing at the

output.
Preamp. | . Preamp. Il . Laichl | 44 Latch I . R/SF-F
Mg .\19':“] STV S H'_\m I:Jl—'ﬂ{r_'l Mig j .

! ! MIS MI6 !
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Bias ﬁ.\m .
L : : 1

M1=M2=M21=M22=M26=M27=M28=M29=16/0.25
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M6=M7=M12=M13=M15=M16=M17=M 18=M 19=M20=M24=M25=8/0.25
M5=M14=6/0.25

M23=3/0.25

M30=M31=24/1

Fig. 4.26: The comparator circuit



Chapter 4 : Reduced-State Sequence Detection: System and Circuit Design 86
Two preamplifiers with diode connected loads present an aggregate gain of

_ Emi 8me (4.14)

A = 2 2mo

Em3 &ms '

Two major poles are also created at the output of these two preamplifiers which are

P, = Em3 (4.15)
Cuull
and
p, = Sm8 (4.16)
- CoulZ

By the transistors sized as shown in Fig. 4.26, the preamplifiers overall gain is about 9 and
the two dominant poles P; and P are located at about 0.9GHz and 1.3GHz, respectively
which along with the other non-dominant poles result in a -3dB bandwidth of 580 MHz by
simulation. The last stage R/S Flip-Flop is placed to maintain the output levels fixed while
the Latch II outputs are pushed to about Vgs in reset mode. While Latch II outputs are both
about Vgs, stacked R/S F-F transistors M26-M28 and M27-M29 will not be in active re-

gion and hence no transitions will occur during reset period.

4.4.3 Input Quantizing Circuit

Fig. 4.27 is the circuit realization of V/I-9 in Figs. 4.13-14. Nine differential outputs en-
able the sampled signal in position y(m-1) to be compared with nine reference levels as
shown in Fig. 4.14 in current mode. Nine reference levels are generated using differential
resistive ladders [22] and five two-differential-output transconductors (V/I-2) of which four
of them introduce two symmetric levels of (+4/3, -4/3), (+1, -1), (2/3, -2/3) and (1/3, -1/3)
just by exchanging one of the outputs connections and the last V/I-2 presents OV level (re-
fer to Figs. 4.14 and 4.28). These reference levels as well as the input signal level have

been down scaled by the ratio of 3/10 in practice because of circuit swing limitations.
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Fig. 4.27: Nine-differential-output transconductor (V/I-9)
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Once in quantizing mode, output transistors controlled by s2 will be turned on for the
process. In digital assessment mode, none of the output transistors are on because at this
cycle only digital operations are carried out based on the previous quantization results. In
y(k) and y(j) positions, transistors controlled by s4 and s5, respectively will be turned on
for the operation depicted in Fig. 4.12. Also, although in the sampling mode there is no
computational process to keep output transistors in the corresponding V/I-9 on, but as ex-
plained in Fig. 4.18, since y(j) position is uncertain until the far end of the previous cycle,
sI will keep the output transistors to be placed in sample mode on for a probable switch to
y(j) if both Qu and Qd are zero. For more clarification it should be pointed out that for re-
ducing power consumption, only the transistors engaged in the computational operations
(quantization and difference metric update) will be on in that particular cycle and the rest
will be kept off. The latter transistors will be turned on slightly before any operational cy-

cle to avoid any delay caused by activating an off transistor.

In all modes except quantization, all transistors controlled by s2 are off and hence, enable
signal disconnects the gate of these transistors to reduce capacitive load at the gates of ac-
tive transistors. In addition, as illustrated in Fig. 4.28, switch transistors with their gates al-

ways grounded are also included in V/I-2 circuit for matching purposes.
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Fig. 4.28: Reference generating circuit a: differential ladder resistors, b:
two-differential-output transconductor (V/I-2)

4.44 Input Sample and Holds

In section 4.3.2, it was pointed out that pipelining structure was deployed in this design
to achieve higher speed. For this purpose, five differential sample and holds are required to
store the sampled input signals consecutively. The order of sampling, as already men-
tioned, is controlled by the digital circuit shown in Fig. 4.19. On the other hand, these five
sampled data, as shown in Fig. 4.29, are input to five nine-differential-output transconduc-

tors (V/I-9) which were explained in the previous section.

Charge injection and clock feed-through are sources of imperfection in sample and
hole circuits. The amount of charge injected to the storing capacitor is proportional 10 Vg
[19] and hence is a function of the input signal. Due to the small variation of the input sig-
nal (0.8V ~ 0.2V) compared to the Vdd as well as the fully differential structure of the cir-

cuit, the resulted impairments for about 6 bits of accuracy are negligible.
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4.4.5 Offset generators

Fig. 4.29: Input sample-and-holds circuit

89

Three different dc differential offset values in this design are generated using two sets

of ladder resistors. These reference levels are selected by the control signals C53, C10 and

C13, using M(1-6) transistors in Fig. 4.30. The selected offset voltage will be converted to

current by a transconductor (V/I) before being added to other current signals.

0.8V=Refmux  Refmin=0.2V l I
M, 0S5V — M,
« 0.5V
clo
< .
« 0.3V -
M 03V— M
+ 0.1V - y + 4
Cl3
Mg FOIV=
offset
Refmin Refmax -+ —_—
M, .6,=8/0.25 Vi

Cs3

Fig. 4.30: Offset generating circuit
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4.4.6 Clock Generator

As explained in the previous sections, many blocks in the circuit are controlled by the
digital signals and clocks. Fig. 4.31 presents the clock generator circuit which provides out-

puts to control comparators, Flip-Flops and switches.

‘\/’1
12 N
e _G_ Latch2

Lin2

U

CLK
CLKd

CLKin )

Latchl

regb reset] —CC]:

Linl

Fig. 4.31: The clock generating circuit

Two inverted versions of the input clock, CLK and CLKd, control flow of offset and sign in-
formation for the y(j) and y(k). Linl, Latchl and reset! control nine quantizing compara-
tors whereas Lin2, Latch2 and reset2 take over the control of the two last stage
comparators. Both of the comparator groups use regb for their Latchll activation. Wave
forms for these control signals and clocks are depicted in Fig. 4.32. These signals are all

followed by appropriate buffers to drive subsequent blocks.
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Fig. 4.32: Output waveforms of the clock generator

4.5 Summary

Analog integrated Viterbi detectors have already demonstrated their advantageous per-
formance over their digital counterpart. Due to the elimination of an ADC at the front end,
an analog design performs at high speeds with low power consumption. With ever-increas-
ing demand on higher data rates and the limitation of existing channels, multi-level
schemes have drawn attention for their lower bandwidth requirement. In this chapter a com-
plete design procedure of a SOOMS/s (1Gb/s) analog Viterbi detector for 4-PAM, duobina-
ry partial signalling was elaborated. Due to the significant delays in a sample process
imposed by analog and digital modules, pipelining and parallel processing were employed

to improve the speed by tolerating a little more latency and complexity in the circuit. Build-
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ing blocks and practical imperfections were discussed and the required accuracy of the
comparators was investigated. This design approach can also be extended to other partial
response signalling schemes such as dicode and class-IV systems where high degree of de-

tection reliability and low power consumption is of concern.
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CHAPTER  Analog Reduced-State
Sequence Detection

Experimental Resuits

An experimental prototype of the proposed reduced-state Viterbi detector was fabricat-
ed in a 0.25um single-poly, five metal layer CMOS process technology. Section 5.1 dis-
cusses the layout considerations and techniques employed to guarantee a high level of
performance. Test set-up for performance evaluation is discussed in section 5.2. Section

5.3 presents measurement results followed by conclusion and summary in section 5.4.

5.1 Layout

The die photograph of the chip is shown in Fig. 5.1. As a mixed signal circuit, chip lay-
out issues become much more important as sensitive analog circuits are subject to digital
perturbations mostly conducted by the substrate. Two differential pairs of the input clock
(clk_p(in), clk_n(in)) and input signal (in_p, in_n) as well as five pairs of differential out-
puts, form the major I/O pins. The output signals are comprised of four digital signals con-
trolling path memory data propagation (SP_p(u), SP_n(u), SP_p(d), SP_n(d), I_p, I_n,

V_p, V_n) and one output clock for synchronization and testing purposes (clk_p(out),

94
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clk_n(out)).
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Fig. 5.1: Chip photograph

Wide layers of metal were used for routing Vdd and Gnd to minimize voltage drop across
these power lines. These lines were drawn beside each other all over the chip area and
were decoupled using CMOS capacitors of which their total capacitance is estimated to be
about InF. Several pins were allocated to serve power to the different parts of the chip. Dif-

ferent power lines for analog (vdd_a, vss_a) and digital (vdd_d, vss_d) sections as well as
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separate power lines for guard rings (vdd_r, vss_r) and output buffers (vdd_o, vss_o) were
precautions to reduce the penetration of digital noise to the analog part and separate

high-current paths from sensitive signals.

For testability purposes and also to provide control on current sources, the gates of all
transistors performing as current sources for comparators and output buffers were pulled
out of the chip (g-bias). In addition to the external biasings for the above modules, an inter-
nal constant-gm, wide-swing biasing circuit [1] was implemented to support bias levels for
transconductors. Bias levels as well as current flow are controlled by an internal fixed resis-
tor in series with an off-chip resistor connecting rbias pin to ground. Bias levels were also
monitored by their corresponding pins vbn, vcn, vep and vbp, externally. All the bias

points within the chip were decoupled to Gnd or Vdd by CMOS capacitors.

For matching purposes, all building blocks were laid out in symmetric configuration.
Common-centroid layout [2][3] was incorporated for common source transistors. Dummy
comparators and transconductors as well as dummy transistors, capacitors and resistors

were placed on both sides of critical components and cells for matching enhancement.

Clock and digital I/O lines play a critical role in the performance of the circuit and can
face significant loading inside or outside the chip. Special buffers for these lines are ex-
plained later in this section. The analog differential input in this layout was shielded by

two layers of metal at top and bottom for better noise protection.

For generating dc offsets for combiners and quantization levels for input comparators,
two separate pairs of input reference levels (ref_max and ref_min) have been provided to
establish maximum and minimum levels for the corresponding resistor ladders. Reference
levels for these two different pairs should ideally be the same but to account for nonideali-
ties in the circuit as well as some testability purposes, separate I/O pins have been allocat-

ed for them.

To focus on the analog core of the circuit, the path memory part was not included in

the layout. However, the path memory consists of approximately 120 D-Flip-Flops which
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would increase the power consumption by 25% and increase the area by 10%. Active area
measures 0.78mm? in 0.25um CMOS technology, of which 75% of it is occupied by ana-

log portion.

5.1.1 Clock Buffers

Clock generators face significant capacitive load at their outputs as a result of an abun-
dance of digital modules. To alleviate skewing problems, a digital buffer comprised of two
cascaded inverters was provided for each clock line (Fig. 5.2). The first-stage inverters
which are made up of smaller transistors, were placed close to the clock generator module

and the second-stage inverters with larger transistors were located close to the module.

M1 F M3

M1=18/0.24
M2=14/0.24
M2 M4

M3=36/0.24

M4=28/0.24

Fig. 5.2: Digital two-stage buffer

5.1.2 Digital I/O Line Translators

Bonding pads with their relatively large capacitance to the substrate are the critical
parts in a chip as they can pass sharp transitions at the I/O pads to the substrate and hence
affect the analog circuit performance. To alleviate this phenomenon, all digital inputs/out-
puts in this chip are realized as differential low swing signals before being applied to the
pads. A differential to single-ended circuit shown in Fig. 5.3 converts a differential input
signal pair of 200mV swing to a full scale digital swing of 2.5V. While only one of the out-
puts is used as a clock, the other complementary output follows the main clock in the lay-

out for substrate noise reduction purposes.
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Fig. 5.3: Differential low-swing input to full-swing output translator circuit

In a reverse order, all digital outputs need to be translated to low swing differential sig-
nals before being brought outside through bonding pads. The open-drain differential pair
shown in Fig. 5.4 is incorporated for this conversion. The buffer and the inverter in this cir-
cuit employ different transistor sizes to provide an equal delay complementary signals at
the gates of M1 and M2. M3 is biased for a constant current of ImA and hence the output
swing can be defined by the product of this current and off-chip pull-up resistors. More-
over, the use of this circuit results in a constant power supply current and as a result,

switching noise on the power lines is greatly reduced.

vdd

M1=M2=64/0.4 bias 4 'im
R1=R2=20Q

Fig. 5.4: Full-swing input to low-swing differential output translator circuit
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5.2 Test Set-Up

Test set-up for the chip performance evaluation is shown in Fig. 5.5. The input data is a
4-PAM modulated signal under a 1+D partial response signalling environment and delivers
seven equi-distance levels within the range of 0.2-0.8V. This signal is generated by a D/A
converter with three digital inputs. These 3-digit code inputs to the D/A come from the
three channels of a four-channel SONY/Tektronix DG2030 data generator. The fourth
channel is left for clock generation. Two-bit random numbers were generated in MATLAB
and then added with the previous number to form a 1+D coding. The resulting 3-bit codes
are saved and fed to the data generator. One unused 3-bit code was interposed within the

other codes periodically for offset cancellation as mentioned below.
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Fig. 5.5: Test set-up
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To make BER measurements, a controlled amount of noise was added to the differen-
tial input (Fig. 5.6). The chip outputs were stored in a logic analyzer and then were sent to
a computer by a LAN interface for further analysis. After passing the received data
through a path memory, bit error rate evaluation was carried out by comparing original bits

with the detected data.
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Fig. 5.6: Input seven-level encoded signal eye diagram a: high SNR, b: low SNR

Fig. 5.7 illustrates the detailed test set-up hardware. Splitters and bias-Ts are incorpo-
rated to provide a differential input clock with specific bias level for the chip. A low-pass
filter at the output of the noise generator limits the noise bandwidth to half the sym-
bol-rate. Three output channels of the data generator feed the D/A as well as a multiplexer.
For a special case that all three channels outputs are 0, the multiplexer activates an offset
cancelling pulse and hence, the detection process will be halted for this period. A frequen-

cy of 50 KHz was shown to be satisfactory for this pulse repetition.
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Fig. 5.7: Input test signal and clock generator hardware
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53 Experimental Results

Due to speed limitations of the logic analyzer (Hewlett Packard HP1663A with a maxi-
mum state speed of 100MHz) and the D/A (ANALOG DEVICES AD9708AR with a maxi-
mum sampling rate of 125 MS/s), measurements were carried out up to 100 MS/s. The
results shown in Fig. 5.8 indicate a close agreement between the experimental and simula-
tion results. Minor deviation of the experimental results from the ideal case in low SNR is
due to model inaccuracies. At high SNR, unmeasured internal perturbation such as sub-
strate noise and power supply ripples can account for this difference. A summary of the

chip measured results and specifications is shown in Table 5.1.

ideal MLSD (4.10)
— ideal RSSD (4.11)
o  simulation

10} x  experimental (200Mb/s)

Symbol-Error Rate
a3
T

12 14 16 18 20 22 24
SNR (dB)

Fig. 5.8: Measured BER performance
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Table 5.1: Performance Summary

Consumption

Chip Analog RSSD

Modulation 4-PAM

Coding (14D) partial response

Symbol-Rate |500 MS/s - 1Gbit/s (simulation)
100 MS/s - 200 Mbit/s (experimen-
tal, due to equipment limitations)

Power 55mW at 100MS/s (experimental)

112mW at 500MS/s (simulation)

Power Supply

2.5V

Process

0.25 um - CMOS

Active area

0.78 mm-

54 Summary
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A reduced-state analog Viterbi detector for 4-PAM duobinary partial-response signal-

ling was fabricated in a 0.25 um CMOS process. Input/output translators for digital signals

were implemented to provide differential low-swing signals at the pads for substrate noise

reduction. Due to the limitation of testing equipment, testing was conducted at 100MS/s

(200Mb/s) while simulations demonstrate it should operate at 500 MS/s. The experimental

results prove the complete expected performance of the designed circuit. The power con-

sumption of the chip was measured to be 55mW from a 2.5V supply when working at the

speed of 200 MS/s. However, simulations show the chip would consume 112mW at 500

MS/s.
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CHAPTER

Conclusions and
Future Directions

6.1 Summary and Conclusions

This research has focused on the issues involved in the design of high-speed optical
wireless transceivers targeted for short-distance applications. The motivation for this work
is to prepare a low-cost and high-speed wireless system for indoor multi-user networks and
develop a cable-free connection from portable devices such as notebook computers, PDAs,

and cellular phones to a mainframe, network, or a dumb terminal.

Assuming the receiver side to be the most critical part of this system, more attention
was paid to this portion. A new fully differential transimpedance amplifier was proposed
and implemented for the receiver front-end. In addition to its balanced structure, a fully dif-
ferential regulated cascode circuit at the input of this transimpedance amplifier isolates
large input photodiode capacitors from the rest of the circuit and thus improves the
gain-bandwidth by removing the dominant pole from the input. Designed in a 0.35 pum

CMOS technology, the experimental results demonstrated a gain of 90.4 dBQ and band-

104
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width of 255 MHz with a 2pF capacitance at the input. It was shown with this transimped-
ance amplifier that even with 20-fold increase in the input capacitance, the -3dB
bandwidth was decreased just by a factor of 2 which justifies its insensitivity from the pho-
todiode capacitor. The power supply rejection ratio was measured to be about 40dB at
20MHz and the consumed power was 30mW from 3.0V power supply. An active dc photo-
current rejection circuit was also included in this preamplifier to prevent the output from

saturation when exposed to intense ambient light.

Equalizers and detectors at the back-end part of the proposed receiver, shape the chan-
nel for the desired partial-response model and recover the transmitted information based
on this coding scheme. To achieve a speed of as high as 1Gb/s, 4-PAM modulation scheme
with duobinary partial response signalling is a desirable type of coding which requires a
channel bandwidth of about one fourth of the bit-rate or 250 MHz. It was shown by simula-
tion that according to the specification of typical available low-price opto-electric compo-
nents in the market, a trivial low-pass filter satisfies the required equalizer performance
when using the above band-efficient coding. For detection of this type of signalling, maxi-
mum-likelihood detection technique and hence the Viterbi detectors accomplish a better
performance compared to the symbol-by-symbol detection techniques. Based on this fact
which was also verified in this thesis for the introduced channel, an analog sequence detec-
tor was designed and realized. To simplify the required circuit, a full four-state Viterbi de-
tector was simplified to a two-state Viterbi detector using state reduction criterion with
little compromise in performance. Analog Viterbi detectors outperform their digital coun-
terpart with lower power and higher speed. The experimental results extracted from the im-
plemented analog reduced-state detector proved a good matching of its SER performance
with those of the simulated circuit. The power consumption in the designed analog Viterbi
detector was also shown to be at least one fifth of the same circuit in digital according to
the recent published papers on A/Ds and digital Viterbi detectors. Although implemented
for duobinary coding and optical communications, the proposed design methodology can

be extended to other PRS schemes such as dicode and PR4.
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6.2 Future Directions

Toward realization of a low-cost high-speed optical wireless link, any further research
needs to be concentrated on system optimization, simplicity and compatibility with the

new technologies. To fulfill these objectives some suggestions are addressed below.

In the modern introduced technologies, low voltage designs are of great concern.
While digital circuits lend themselves easily to this trend, analog circuits call for some revi-
sion on design and configuration strategies. As a matter of this thesis, low-voltage design
of transimpedance amplifiers as well as the required transconductors and comparators are

of great concern.

In addition, circuit realization of the analog reduced-state sequence detector still can be
improved by applying current-mode comparators. This eliminates the need for pull-up re-
sistors at the input of the comparators and hence avoids significant delays associated with

the time constants.

Furthermore, proposing an efficient and systematic algorithm for designing other cod-
ing polynomials in RSSD will be helpful to create a CAD tool for higher order channels.
This also manifests its significance when combining RSSD and the required equalizer to-

gether which call for models with higher number of states or variable coefficients.



APPENDIX Study of Adjacency in

Branch Extension of
the Reduced-State
Detectors

In two state reduced state sequence detection, the idea is to retain, at any time n, only
two states with smallest state metrics and their associated survived branches while ignor-
ing the other states. It can be proved that these two retained states in dicode and duobinary
PRS schemes as well as other combinations such as PRIV are always two adjacent states.
In the following, the adjacency criterion for L-PAM modulation in duobinary partial re-

sponse signalling is investigated.

To prove adjacency statement, we assume L levels of equally distributed -(L-7),
(L_3), ..., (L-3), (L-1) for transmission which can also be presented in the form 2(0, I, 2,
e L-1) - (L-1)=2by-(L-1) in which b, € B=(0, 1, 2, ..., L-1). Starting with two random ini-
tial states and with enough randomness in the transmitted data, in some point, two resulted
new states will be two neighboring states and from then on, this state propagation will be
only to and from two adjacent states. Having this in mind, we take two initial states

by(n-1) and b(n-1) such that
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0<bg(n—1)<b (n-1)<L-1. (A.1)

Upon receipt of input signal y(n), the branch metrics associated with the existing sur-
vived states and the succeeding states can be formulated as following after omitting con-

stant parameters

4

Byj(n) = [y(n)-2(b, (n)+b(n—l))] [(‘(") b(n—l)) bl.j(n)]- (A2)

where b;i(n) denotes the succeeding state and i=j=0, /. The above equation conveys that

the next two surviving states should provide the smallest and the second-smallest differ-

ence from (”(") bin- l)).
By presenting y(n) in the form of
y(n) = 2k, +r, (A.3)

where k,, =(..., -1, 0, +1, ...)and 0 < r, <2, the next two symbols for each bn-1), i=0,1 are

given in the form of
biO(") = Min[Max(0, (kn - [Ji(n -1))), L-2} (A4)
and
b”(n) = biO(")+ 1 (A.S)

The results from the above equations for different values of k, =byn-1) have been pre-

sented in Table A.1 and are depicted in Fig. A.l.
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Table A.1: Survived metrics for the adjacent
states bg(n-1) and by(n-1)
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kn'bo(ll'l) P boo(") bal(ll) blo(") bll(")
L 0 L-2 L-1 L-2 L-1
L-1 0 L-2 L-1 L-2 L-1
L-2 1 L-2 L-1 L-3 L-2
L-3 ! L-3 L-2 L-4 L-3
2 1 2 3 1 2
1 | ! 2 0 |
0 0 0 1 0 I
-1 0 0 t 0 1
L-1 bg(n)=b(n)
LY Pot 1tn p=0
L-2 boo(n)=b|0(n)

bg)(n)
by(n-1) bgg(n)=byj(n)
bg(n-1) byg(n)
1 o @byy(ni=by(n)
0 ~ @ bgg(n)=byg(n)

p=1

} p=0

Fig. A.1: Possible branch extensions form the adjacent states by(n-1) and by(n-1)

It is apparent from Fig. A.1 that for the case p=0, the survived states are reduced to two

adjacent states and proof is complete. But for the case p=1, there are three states left and it

is yet to be shown that only two sets of (by;(n), byg(n)=b;(n)) or (bgg(n)=b;(n), b;o(n))

can be accepted as the survived states and the choice of (by,(n), b;g(n)) is impossible. To
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prove that we notice that in Fig. A.l, two pairs of branch metrics byn-1)--->by,(n) and
b(n-1)--->b;(n) as well as by(n-1)--->byg(n) and b (n-1)--->b;(n) are equal which we de-
note them by B, and B, respectively. Let also assume o0 and ol as the state metrics for
the states by(n-1) and b(n-1), respectively. Having these assumptions in place, the follow-

ing state metrics for the succeeding states can be achieved

My = aO+B(b0(n—l)—)b00(n)) = a0+[32 (A.6)
MOl = a0+B(bO(n—l)—)b01(n)) = a0+B. (A7)
Mio = @1% B4 (n-1)— b gm) = %17 P2 (A-8)
Mll =al+B(bl(n—l)—)b“(n))=al+Bl' (A9)

From the above equations it is readily found that My;-Myy=M,;-M ;o=B,-B, which im-
plies that the differential state metrics between two adjacent states is independent of the
starting state. Assuming f,<f,, it is obvious that M;,<M,; and Myy<M,;,; and hence, the
two smallest and second-smallest states are b;, and byy=b,,, respectively. In the opposite

case, B,>B1, by, will be selected as the smallest metric and byy=b;; will be the sec-

ond-smallest metric.



