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ABSTRACT

A TECHNIQUE to improve power scaling efficiency of automotM&EMS pressure
sensor interfaces is presented. The overall power consumef the interface is

inversely proportional to the square of the amplitude amdadly proportional to the in-
put bandwidth. Power scaling with respect to amplitude bieem®d by using a novel
technique of cascading gain stages through an input géaontseux, which scales bet-
ter than previous approaches. Power scaling with respecpt bandwidth of the sensor

is achieved through periodic power-down of the interface prétotype of the interface
was fabricated in a.8v, 0.18um CMOS process. Its power consumption scales between
4uW — 5.33mW, while maintaining a Spurious Free Dynamic Range (SFDRjeaf ap-

proximately 72— 92dB, a Total Harmonic Distortion (THD) range of 7090dB, and an
input referred noise of 170nV //Hz
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Chapter 1

Introduction

1.1 Motivation

HE use of electronic systems in cars have increased rapigiytbe last decade [1].
T Some of the most important developments in the field of autivaelectronics have
been in the field of automotive sensors. Currently, thereoses 100 different kinds of
sensors in automobiles, which serve a variety of differentfions: safety, comfort, and
drivetrain [2]. Figure 1.1 shows an example of the differentds of sensors in a car [3].
To put the automotive sensor market in perspective, we welhiion other market sectors
here. The sensor market can be categorized as follows:

« machinery manufacturers

e processing industries

« aircraft and shipbuilding

 construction sector

e consumer electronics and applications

e automotive

 other

The automotive sensor market is worth $10.5 billion, whER%% of the total sensor
market, making it the largest of all the other segments. dmseof projected growth, the
overall sensor market is expected to grow by 4-5% by 2010 tlamexpected growth for
the automotive sensor market ranges from 5.1% to 7.5%. As there is huge driving
force for automotive electronics, which is strongly couble the market drive for sensors.
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Figure 1.1: Sensors in a modern car (Acquired from BOSCH RIT [



1.1. Motivation

Because cost pressure on all automotive components argltwgttost, high-volume
processes are a pre-requisite for automotive electroimckjding sensors. Because each
sensor needs to be specifically designed for a particulattibmin the vehicle, generally
the electronics needed to interface with the sensor wetteroudesigned as well, in terms
of accuracy, and power. This has led to a new drive to buildgresgalable electronics,
which allows one design to be used in a multitude of applicesti and be optimal for each.

This work focuses on building a novel power scalable senserface, whose power
scales with both frequency and input signal amplitude. Therface is desighed to be
implemented for different types of sensors, and hence a weidge of sensor output am-
plitudes (40nVpp, - 400mVy) and frequencies (0.5Hz - 0.5kHz) [4]. In sensor applicetjo
the front-end circuitry consumes most of the power, and éésncthe bottleneck for low
power applications. By making the interface power scalatble entire system becomes
power efficient. This work is part of a larger integrated sgstof advanced MEMS pres-
sure sensor for automotive electronics, as well as low paeasumer applications, such
as altimeters [1]. This project was proposed by BOSCH Ebeats as part of an effort
to design an ultra-low power 14 bit Oversampling Analog tgifail Converter (ADC) for
sensor applications. BOSCH is the largest MEMS producdnaenatorld, especially in the
automotive sector. Figure 1.2 shows the volume of autora®iZMS sensors produced by
BOSCH by 2003 in Millions per annum (Mio/a). This work hasextial to increase their

BOSCH - MEMS Manufacturing Volume
120
100
80

/
60
40
20
ot® H B W

2000 2001 2002 2003 2004 2005

Volume
(Units in Mio/a)

Year Turnover MEMS products 2003:
> 400 Mio EUR

Figure 1.2: BOSCH’s MEMS sensor production volume (Acagdiiicdom BOSCH RTC
[1])
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profit margins by reducing design time of making customiziedteonics for each sensor
application. Moreover, because of economies of scale,dbga can be produced in larger

quantities, which reduces the cost per unit.

1.2 Thesis Outline

In this dissertation, the development of a 14 bit, poweraddal PGA (Programmable Gain
Amplifier) as a sensor interface is discussed. In chapter iediscuss the design of
pressure sensors in detail, design considerations in sapgtications, such as/I noise
cancelation techniques, as well as high accuracy ADC awthites compatible with power-
scalability. The third chapter discusses the system desgghodology for the power scal-
able PGA, by examining and comparing alternative architest Power scalability tech-
niques are also described from a system level perspectite. fdurth chapter describes
the circuit implementation of the power-scalable PGA, whiccludes the design of the
chopper amplifier, and the Power Resettable OPAMP. Key sitioul results, and design
limitations are also described in this section. Chapter this dissertation describes the
measured results, and in chapter 6 we provide key concligiom this project, and briefly

describe potential future research topics.



Chapter 2

Background

HE nature of sensors is that they convert one type of enetgyanother that can

T be measured and used in different applications. As such,thetinput energy, and
the output signal of the sensor are analog signals. In the eithe pressure senor, the
sensing element converts mechanical energy, into anielsinal. Since most high accu-
racy signal processing in the modern age is done in the Hipt@main, the sensor output
signal needs to be converted to a digital signal by an Analdgigital Convertor (ADC).
Depending on the application, the signal may need to be &etpbr buffered before it gets
to the ADC, in order to reduce the ADC area, power or compfepdqjuirements. Figure
2.1 shows a top level representation of the sensor system.

In this chapter, we will discuss, in detail, the backgrounatemnal needed to design

Analog Digital

Mechanical
pressure

Loyl

N

Sensor Amplifier/ High Adcuracy
Buffer ADC

Figure 2.1: A typical sensor system
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a high accuracy, power scalable PGA as a sensor interfaceection 2.1, we will first
discuss the design and workings of the pressure sensor mseddamotive and consumer
electronics. In section 2.2, we will discuss some of the mdgsign considerations in
sensor applications, such as offset ajidl fioise cancelation techniques. Finally, in section
2.3, we will discuss the different types of ADC'’s that caneptially be used in sensor
applications, and some tradeoffs between topologies wasiging high accuracy power
scalable systems.

2.1 Pressure Sensors

2.1.1 Pressure Sensor Applications and Requirements

As mentioned in the introduction, this work is part of a larggstem of integrated pressure
sensors for, primarily, automotive sensors, and for comsugtectronics. In terms of the
consumer electronics market, the primary application lmélin altimeters. In automobiles,
the pressure sensor is used in many places, some of which are:

« turbocharger pressure

e suspension

 0il pressure

* climate control

* fuel-tank pressure

« tire pressure

 brake-fluid pressure

» gasoline vapor pressure

» gasoline/diesel direct inject pressure

« Locomotive fuel inject pressure
Each of these applications have different requirementgrmg of the required pressure
range that needs to be measured, the accuracy of measurameihe temperature range
[2].

For altimeters, the requirements are to measure atmospbeeils at different heights
relative to sea level, and over a narrow temperature rargjde 2.1 shows the atmospheric
pressure, in Pascals, over the seven different atmosgbeels.
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Table 2.1: Atmospheric Pressure ranges

Atmospheric  Height Above Static Standard
Layer Sealeve (km) Pressure(Pa) Temperature (°C)
0 0 101,325 15.0
1 11.0 22,632 -56.5
2 20.0 5,475 -56.5
3 32.0 868 -44.5
4 47.0 110.91 -3.5
5 51.0 66.94 -3.5
6 71.0 3.96 -58.5

Table 2.2: Automotive pressure sensor’s pressure and ratope ranges

Application Full Scale Temperature
Pressure (kPa) Range (°C)
Gasoline vapor leakage 5.0 -30to 120
Suspension 2,000 -30to 120
Air-conditioning 3,500 -30to 135
Gasoline/Diesel injection 20,000 -30to 120
Locomotive fuel injection 200,000 -30to 120

As for the automotive applications, applications menttabove require a much larger
temperature, and pressure range. Table 2.2 lists some @futbenotive pressure sensor
applications, with the their operating pressure and teatpex requirements [5].

Itis clear from the above two tables that automotive seresquirements are more strin-
gent than that of the altimeter. In terms of circuit requiesits, the automotive electronics
will require to be more robust over process corner and teatper than that for consumer
electronics. However, consumer electronic circuitry weled to be low power, especially
for hand-held altimeters that run off batteries. Theseirequents pose an interesting de-
sign challenge for this Power-Scalable Interface.

2.1.2 Pressure Sensor Types

There are three main types of pressure sensors: piezotiapagiezoelectric, and piezore-
sistive pressure sensors. The most common, and most useaftypessure sensor, es-
pecially in automotive application is the piezoresistivegsure sensor. The principle of
the piezoresistive sensor, is that an applied pressuregebahe electrical properties of
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diffused resistors (called piezoresistors, or gages) Tsle piezoresistive sensors will be
explained in greater detail in the next section.

Piezoelectric

Moveable

Electrode v

z | I

L)

s’ ~

=
Fixed Electrode {}

Substrate

o < O

Figure 2.2:(left) A piezocapacitive sensor, afidght) a piezoelectric sensor

The piezocapactive sensor is shown in Figure 2.2. The twaireles form a capac-
itance, which changes when a pressure is applied. When dpairdigm is distorted due
to pressure, the width of the gap between the electrodeggebamwnhich translates into a
change of capacitance. That capacitance change can beretehgwsing an Opamp with
a fixed feedback capacitor, as shown in Figure 2.3.

The principle of the piezoelectric sensor is also shown iaré@.2. The applied pres-

sure to an appropriate material distorts its shape, andrgsea voltage which can be
measured.

@)

fixed

L

sensor

o—f—

Figure 2.3: Measuring capacitance on piezocap sensor
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2.1.3 Piezoresistive Pressure Sensor

As mentioned in the previous section, piezoresistive pressensors are the most com-
monly used types in automotive and consumer applicatioraume of their high accuracy,
and potentially low cost of manufacture. There are two typepiezoresistive pressure
sensors: The silicon piezoresistive sensor, and the stilbskrate piezoresistive sensor. The
silicon pressure sensor is used for low-medium pressursune@ents, whereas the steel-
substrate sensor is used in high-pressure applicatiogsirds 2.4 and 2.5 show the cross
section of the steel-substrate, and silicon pressure senssgpectively.
In terms of fabrication, the functional layers of any pieostive sensor are [5]:

« Substrate layer: The substrate is the transducer thaitdetieain, and is an important
layer of the pressure sensor. Properties such as highamsgsto corrosive material
and low brittleness are important in enhancing the perfoceaf the sensor.

« Isolation layer: This layer is to be used as insulation leetwthe piezoresistors and
the substrate. It also serves the function of transmittiegeiastic deformations from
the substrate to the piezoresistors. The material has ibiekigh thermal stability,
and resist cracking.

e Sensing layer: This refers to the piezoresistors, or gagistors. Their function
is to transform mechanical stress into electrical energleyTshould exhibit low
temperature dependance on their electrical propertigs, fgisistivity, and a strong
correlation between the applied strain and resistancee Metails of their properties
as sensing layers are described in the next section.

» Passivation Layer: This layer protects the gage resigtors environmental expo-
sure. the passivation layer should have high resistanceoistune and ion penetra-
tion, high insulation properties, and high thermal stabili

Steel-Substrate Piezoresistive Sensor

Figure 2.4 shows a cross section of the functional layersstéal-substrate piezoresistive
sensor. Stainless steel is used as a substrate materiakbeafaits high strength, its tem-
perature stability, and its high corrosion stability. Besa of these substrate properties, the
steel pressure sensors are used for high pressure ampigaiihe isolation layer is often
made fromS O, or Al,O3, because of their good dielectric properti€d0O, is preferred
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Silicon Nitride,
Piezoresistor Si,N,
(Sensing Layer) (Passivation Layer)

Sio,
(Isolation Layer) Gold (Au)

_— Contact

Steel
(Substrate
Layer)

Diaphragm

Figure 2.4: Cross section of a steel-substrate piezorasatessure sensor

because its insulating properties are superior to th&lg3;. The sensing layer is often
chosen to be p-doped polysilicon, because it has a highlabar (sensitivity) between
stress and resistance. Moreover, because of its highivédgjst can be fabricated into a
small size.NiCr can also be used as a sensing layer for applications wheez tempera-
ture dependance, and high thermal stability is needed. fidvebdick ofNiCr is that it has a
much lower correlation between stress and resistance thlgsilpcon. Table 2.3 shows the
trade-offs betweeMiCr and polysilicon, hence, the choice of sensing layer is deguen
upon the target application.

The passivation layer is usually made ouafN4, because of its superior resistance to
humidity, and high adhesion. Finally, the metal contactshenresistors are usually made
out of gold, because it is most stable against corrosion [6].

Table 2.3: Trade-offs betwedfiCr and Polysilicon as a sensing layer (*: very good, O:

sufficient)
Criteria NiCr  Polysilicon
Gage Factor 0 *
Temperature dependance * 0
Resistivity 0 *
Stability * 0

Reproducibility * 0
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Silicon Piezoresistive Sensor

Silicon based sensors have become increasingly populartiwdast decade, because of
their low cost, potential for high production volume, andegration with silicon micro-
electronics. The silicon piezoresistive pressure serssapiexception. Figure 2.5 shows
a cross sectional view of a silicon piezoresistive senspr e diaphragm, which bends
under stress and converts pressure into strain on theamssigt etched out of the silicon
substrate. The isolation layer is made out of Epipoly, aispégoe of polysilicon used for
sensor applications. Details of epipoly fabrication isalie®d in [6]. The advantage of
epipoly as an isolation layer is that it is very stable overcgss parameters. The piezore-
sistors are made out of p-doped polysilicon, and the passiviayer is made out dHO..
When the sensor is packaged, difference in thermal expapsaperties between the sen-
sor and the package can affect the sensor characteristiesgla@iss base is used to lessen
that effect.

Piezoresistor Sio

Epipoly (Sensing Layer)
(Isolation Layer)
[

Figure 2.5: Cross section of a Silicon piezoresistive pressensor

(Passivation Layer)

P+ Silicon
(substrate
Layer)

Diaphragm

Glass Base

2.1.4 Gage Factor and The Piezoresistive Coefficient

The Gage Factor is an important parameter which helps deaize the gage resistors. It
describes the sensitivity of the resistors to the mechhsicain applied. The relationship
between the fractional change of resistant®/[R) , and the mechanical straigis given
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by:

AR

= — Kere - 2.1

R GF- O (2.1)
WhereKgr is the gage factor [6]. To illustrate the relationship bedwéhe gage factor and

physical contributions, we start with the expression ofrdefj the resistancR as:

R:plK (2.2)

Wherep is the resistivity|l is the length of the resistor, amlis the cross sectional area.
When a mechanical strain is applied, the fractional changesistance can be expressed
to a first order approximation by:

AR Ap Al DA

= D + T A (2.3)
Given that:
AI—I =0 (2.4)
and: I
oA _ A 2.5)

A I

Wherev is the Poisson ratio, the relative resistance variatiornivisrgby:

AR Ap
cal <1+ vt p.—o> o 2.6)

Which shows how the relative resistance change due to @iy=iatributions. By equating
2.1 and 2.6, we get:

Ker :1+2v+A—p (2.7)

p-o

The first two terms of this equation represent the geométaeatributions to the gage
factor, and the last term represents the change in regysigli The property by which a
material changes its resistivity due to mechanical straicalled the piezoresistive effect
[8]. The last term in this equation is called the piezor@sistoefficient, and is represented
as:

Tus = —— (2.8)
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For silicon based gage resistors, the geometrical cotitribwf the gage factor is negligi-
ble, and the piezoresistive coefficient term4) dominates. The coefficient is also depen-
dant on the doping qualities of the semiconductor material.

2.1.5 Wheatstone Bridge

In order to detect the changes in resistance of the gagdamssisour piezoresistors are
arranged in a wheatstone bridge structure, as shown iné-gjér Although currently used
for pressure sensor applications, the wheatstone bridgigooation (originally called a
“differential resistance measurer”) was invented by Sdriumter Christie in 1833, al-
though it was named after Charles Wheatstone, who elalobratee on the concept in
1843 [9]. The output resistance of wheatstone bridge auigenpressure sensors are typ-

TFH Rzl

out

l R3 R4T

Figure 2.6: A Wheatstone Bridge

ically on the order of kilo ohms. To maximize the output vgltethe resistors have to ex-
perience changes in resistance that differ in sign. RefBigore 2.7, which shows the top
view of the gage resistor arrangement on the diaphragm, lhasvie stress plot along the
diaphragm. From this stress plot, we see that the resigidreimiddle of the diaphragm
experience negative stress, whereas those on the edges diiffhragm experience pos-
itive stress [5]. Since the resistance of the gage resissodsrectly proportional to the
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mechanical strain, when pressure is applied on the gagadaesithe resistance 8% and
R4 increase, and the resistanceRyfand Rz decrease. The output voltage of Wheatstone

bridge resistors is given by:

1/0Ry AR, ARy ARy
= —~ Vi 2.9
( R R R R ) DD (2.9)

WhereAR; /R; is given by equation 2.6.

Piezoresistors

r |
| R2 |
|
R1 [ i R4
| [ | |
| R3 |
| |

‘ ‘ Pressure

M
Diaphragm

AN A
NS

Stress Distribution

+

Stress

Figure 2.7:(top) Top view of piezoresistive sensdmiddle) cross sectional view, and
(bottom) stress plot along the diaphragm length

2.2 Dynamic Offset and1l/F Noise Cancellation Techniques

In pressure sensor applications, the performance of themys limited by offset and
1/F noise. That is because the sensor output are low frequemeyarnplitude signals
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(40mVpp — 400mV,p,0.5HZ — 0.5kHZ), hence any low frequency noise or phenomenon
above the thermal noise floor need to be eliminated or mé@dydn this section we discuss
the sources of offset and’E noise, and the two most common methods of canceling them:
auto-zeroing, and chopping.

2.2.1 Sources of Offset and/F Noise

In an ideal amplifier, when a zero input is applied, the exgebctutput is also zero. How-
ever, that never happens in real life. Offset is defined astheunt of input voltage or
current that needs to be applied at the input in order to get@autput. It is also referred
to as input-referred offset. No matter how well matched #sigh and layout of any ampli-
fier is, due to non-idealities in the fabrication processréhwill always be mismatches;
mismatches (transistor threshold voltage mismatch) dataeinthe mismatch of transistors
that operate in the active region, whergasnismatches (mismatches in tié/L) domi-
nates in transistors that operate in the triode region, aagiass transistors, or switches. In
the frequency domain, the offset appears as a component.at DC

1/F noise occurs in semiconductors when carriers that woulchally constitute a DC
current in active devices are held for a while before beidgased [10]. PMOS carriers
(holes) are much larger than NMOS carriers (electronsk #ra less likely to be trapped
and released, giving PMOS transistors bettdf hoise performance than NMOS transis-
tors. In the frequency domain/E noise appears as a component at DC that rolls off at a
—10dB/dec.

Figure 2.8 shows a frequency domain plot of the offset affél doise relative to the
thermal noise floor. The intersection between thE and the thermal noise floor is called
the 1/F corner frequency. in a MOS transistoy,FLnoise is modelled by a voltage source
at the input with the value

(2.10)

Vir = Co:\<NL ' %
In a differential pair such as the one in figure 2.9, the inptemred ¥F noise component is
double that of a single transistor. The current sourcesjealttads, and cascode transistors
in an Opamp also contribute to the noise, however, the inifferential pair has the largest
contribution [11].
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Figure 2.8: Typical Amplifier Noise spectrum
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Figure 2.9: Input referred noise of a differential pair

2.2.2 Auto-zeroing
Operating Principle

Auto-zeroing is a switch capacitor method of cancellingeff Its basic principle is that
it applies a zero input to the amplifier, and measures itebtff$hen, when the signal is
amplified, subtracts the measured offset from the signdl Higure 2.10 shows an example
of a switch capacitor amplifier that utilizes auto-zeroing.

Clocks @ and @ are non-overlapping phases. Figure 2.11 shows the opgaltiases
of the above amplifier.
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9, Ct

Figure 2.11: operation of auto-zeroing amplifier durfapphasep, and(b) phasep,

On phasayp,, capacitorsC; andC, sample and store the amplifier offSégs. On phase
@, the offset voltage is subtracted from the input, and theedffree signal is amplified,
leaving the output of the amplifier ®; = Vin - C1/C,. From a signal processing perspec-
tive, auto-zeroing is equivalent to high-pass filtering signal to get rid of offset and low

frequency ¥F noise components.
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Correlated Double Sampling (CDS)

Correlated Double Sampling (CDS) is another switched dgraiechnique to eliminate
offset and ¥F noise. Instead of sampling the offset and then cancellifrgrit the signal,

CDS works by sampling the signal twice, and then performitigesr combination of the
two samples to eliminate the offset. Figure 2.12 shows ampleof a switched capacitor
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Figure 2.12: A switch-cap amplifier using CDS
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gain amplifier that utilizes CDS. On phagg the input is sampled on capacitot’, and on
phasey, the input is sampled d@l, and the difference of the two input signals is amplified
by C2 andC2' and appears at the output. The output of the CDS amplifier asqap is
Vour = (Vinz — Vin1)C1/Co, whereViy; andVin, are the input voltage at the end of phage
and @ respectively. Because the inputs are sampled with thetoffdsoth phases, when
the difference is taken, the effect of the offset is not s¢e¢heaoutput.

CDS amplifiers are useful in applications where only the tihfilerence of two signals
are needed, such as image sensors. We will not go into defdiie CDS technique, since

it is not as applicable for pressure sensors.

Design Considerations

There are some design considerations that have to be kephthwinen designing auto-
zeroing switched capacitor amplifiers. One of them is chanjgetion, which is a common
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problem for any switched capacitor circuit, and can be acowf distortion. Charge
injection occurs during the falling edge of a clock, and i8gibyQg = WLCox (Vs — W),
andVg = Qen/Cin. Switches must be made small, and input capacitors made itader
to minimize their effect. However, that may cause settlsgyes due to a large switch on-
resistancerpy), and a large€;,,. For optimal noise and power performance, the capacitance
C is sized according t&§T /C noise calculations. The switch is then sized to optimize the
time constantonGin, and the charge injection, based on simulation. There &er otrcuit
techniques that can minimize their effects, which can berred to in [10].

A consequence of auto-zeroing is that the in-band residoigkerfor auto-zeroed am-
plifiers is larger than the thermal noise floor. That is beeaait the out-of-band noise
is aliased back in-band, as with all sampled systems. Thmama thermal noise due to
auto-zeroing is given by

Vn’az :Vn \/ ZB/FS (211)

WhereV, is the thermal noise poweR is the noise bandwidth, arfe is the clock fre-
quency. Intuitively, the equation can be understood asutalog the out-of-band noise
that folds back in-band due to the switched capacitor samgplAn in-depth analysis of
the in-band noise level is given in [12]. Figure 2.13 showdlastration of the noise spec-
tra before and after auto-zeroing. This applies to all dweitt capacitor circuits, hence,
the auto-zeroing amplifier is ideal for sampled-data sysiemmere the inherent base-band
behavior is not made worse by auto-zeroing.
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Figure 2.13: Noise spectrum of auto-zeroed switch capaaitplifier



2.2. Dynamic Offset andl/F Noise Cancellation Techniques 20

2.2.3 Chopping

Operating Principle
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Figure 2.14: System diagram of the chopping principle witietand frequency domain
plots

Chopping is a continuous-time technique that uses modulati get rid of offset and
1/F noise, as shown in figure 2.14. Using this technique, thetisjgmal is square-wave
modulated to a higher frequencfy, before is reaches the amplifier-with-offset. Both the
signal and offset are amplified, after which the signal is deéntated back to baseband,
whereas the offset and/1 noise are modulated téy,. A low pass filter following the
output chopper filters out the modulated offset ajifl hoise [12].

The choppers can be easily implemented in CMOS technolomg asfour switches
in a polarity reversing topology, as in figure 2.15. A cordtitifor the chopping technique
to completely eliminate the/F noise, is that the chopping frequendy,, must be greater
than the ¥F corner frequencyR;).

The advantages of chopping over auto-zeroing is that th@mnd noise is equal to the
thermal noise level in chopping, whereas it is always highe@uto-zeroing. Both methods
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Figure 2.15: Implementation of the chopper

suffer from the problem of switch sizing that can handle teeassary signal swing, and at
the same time minimize the charge injection. The disadgantd the chopping technique
is that chopping reduces the effective gain of the amplied hence increases the gain
errors [13]. The amplifier bandwidtiB{V) must be designed much larger than the chopping
frequency to reduce the gain errors. The effective gainettiopper amplifier is given by:

Aet 1 =A<l—%> (2.12)
Wheretr =1/(2m-BW), Ais the open loop gain of the amplifier before chopping, &nds
the chopping period [13]. If the amplifi@W is designed 6 times the chopping frequency,
then the effective gainfes¢, is approximately 10% lower than the open loop g#inof
the non-chopped amplifier. This happens because the dlittia¢ occur due to chopping
reduces the output signal’s amplitude, and hence redued3@rgain. How fast the opamp
can recover from the glitches will affect how much the anuglé changes, and hence affect
the effective gain.

One way to get around this problem is to perform the choppiperation within the
feedback of the amplifier. Figure 2.16 shows an example ofrgslifier in feedback, where
the chopping is done within the feedback resistors. In thgecthe overall amplifier gain
is less sensitive to the open loop gain of the Opamp, and hewlceing gain errors [13].
Moreover, the input choppers only see the virtual groundnhefamplifier, which has a
signal amplitude oy /A. Since this signal is much smaller than the input signal, the
input chopper switches can be made much smaller than in #haopis case where the
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Figure 2.16: A chopper amplifier with feedback

input choppers had to tolerate the entire input signal swirigs significantly reduces the
charge injection errors due to the input switches. The digwitches still have to be made
large in order to tolerate the full output signal swing, hearetheir effect is reduced when
referred to the input, and hence do not significantly affaet performance. In the case
where a two stage Opamp is used, a common technique is taedhe demodulation
chopper at the output of the first stage [14]. An example dfithahown in figure 2.17.
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v Voo A1 > Vos| A2 > V.,
o—AN/N/ - + - + 0
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¢L‘l’l ¢ch IX
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Figure 2.17: A two-stage chopper amplifier

Once again, the switch sizes of the second stage can be tedirnee the signal swing
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at the input of the second stagevis: /A,. Moreover, this method is more power efficient
than chopping across the entire two stages, since it is takepower to make the band-
width of the first amplifier much larger thafy,, than it is to make the two-stage amplifier
bandwidth as large. In other words, this method allows chappt higher frequencies if
necessary for the same power consumption [15]. Furthernoue to the compensation
capacitor, the second stage acts as a low-pass filter todyef the chopping artifacts,
and hence greatly reduces the requirements of the extemgddss filter if required. The
disadvantage of this method, is that the offset ajil hoise of the second stage is not
canceled, hencA; has to be made large in order to reduce its effects when eefeorthe
input.

Chopping in the Digital Domain

In the beginning of this section, we showed a system diagfaimecsensor-interface-ADC
system, in figure 2.1. In this section, we show how we can pm@te chopping into the
system in an efficient way. In the introduction to chopping showed that a LPF was
needed in order to filter out the modulatetF1noise and offset (figure 2.14). One of the
challenges of that system, is that it is difficult to designaaalog LPF with a low cut-
off frequency, and sharp roll-off. However, this can be deasily with a digital filter.
Figure 2.18 shows a the pressure sensor system with chopphege the demodulation
and filtering are done in the digital domain [16].

P, Digital Filter

Amp ADG +>é<)+> % e

| 1:h Sfch 5fch

= ¢ch Analog ; Digital

Figure 2.18: Sensor system with demodulation in the digitamhain

Other advantages of doing the filtering in the digital domé#nthat the digital filter
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can be implemented with much less power consumption thamalog filter. Moreover,
the filter can be designed with notches at odd harmonicgefwhich will completely
eliminate the chopping artifacts. Moreover, if an overshmgpconverter is used as the
ADC, then the digital filter and the decimation filter can begrated, so there is no extra
power consumption due to filtering. Demodulating in the @igdomain eliminates the
need for big switches in the signal path which degrades tir@abguality due to distortion
from charge injection.

Design Considerations

In addition to charge injection and chopper switch sizingg of the major design consid-
erations when designing a chopper amplifier is the chopggugncy. While it may be
desirable to chop at higher frequencies to reduce the emeints of the LPF, there is an
inverse relationship between the chopping frequency, baddsidual offset due to chop-
ping. The residual offset occurs due to the spikes that aderting switching, as shown in

figure2.19.
T Input spikes
Vspike /

1/fCh demodulated
- > spikes

N N N

NN PN TN

Figure 2.19: Chopping switching spikes

The relationship between the chopping frequency and tha@uasoffset is:
Vosres = 2fehVepike T (2.13)

whereT is related to the bandwidth of the amplifier [12]. Other segrof residual offset
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is non-symmetrical layout. The choppers must be laid-osyasmetrically as possible to
ensure that the chopped signals see the same impedancépeindanpling.

In conclusion, chopping is the dynamic offset cancellatechnique of choice in con-
tinuous time, low bandwidth applications. There are sdaheer amplifier topologies that
utilize chopping that can be referred to in [17] [18] [19] [2R1]. The above topologies are
meant to introduce the concept of chopping as an offset #atioa technique, as well as
explore some of the issues that need to be considered whigmitgsa chopping amplifier.

2.3 High Accuracy ADC Architectures

In this section, we will provide an overview of high accuradyC architectures that can be
used for power scalable pressure sensor applications.s€hbt®n is not meant to provide
an explanation of how the ADC’s work. Instead, this sectiath explore different ADC
architectures from the perspective of how applicable theyfar high accuracy, power
scalable applications. The main criteria for evaluatiothefADC'’s are:

e Accuracy

e Size

« Power Scalability, or ability to periodically power-down

2.3.1 Flash ADC

The flash ADC is one of the simplest ADC's that can be desigaede it behaves like a
ruler. The accuracy of the ADC is defined by the number of caatpes or “ruler divisions”
is needed. For the case of the pressor sensor, in order taureesascurately to 14 bits, a
total of 214 — 1 = 16383 comparators is required! This makes the flash ADC intioad to
implement, since the number of comparators would make taéA®C size too large and
too power hungry.

2.3.2 Pipeline ADC

The pipeline ADC is one of the most popular Nyquist ADC’s useavadays for high-
speed, medium accuracy applications. Its design allowa &maller number of compara-
tors by doing the conversion over several “pipelined” stagAchieving 14 bit accuracy
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in a pipelined ADC is difficult, but not impossible. The pijpe design is also very com-
patible with power scalability requirements [35]. The wasvhy the pipeline ADC is
not commonly used in high accuracy sensor applicationsedaulse of the large input ca-
pacitor sizes needed for small signal swings to bring thertbenoise floor to the 14 bit
level. Moreover, there achieving 14 bits resolution reggiimore MDAC stages, and hence
more power consumption. Assuming that the input signal®®BC is 400nV,, differen-
tial, which corresponds to an average poRge = 5mW? (referenced to @), and that the
required thermal noise floor is 14 bitSNR = 86dB), then, the noise power required is

| Pae /5% 1073

Given that the thermal noise of the pipeline is dominatedhiyfirst stage sample-and-

hold, which has a noise power of
KT

C

Assuming room temperature conditions £ 300K), then the required input capaci-

V2 (2.15)

tance is

2KT

n
This is a very impractical capacitance to use on a modergrated chip. Assuming that
the a MIM capacitor is used, and that the average capacita@canit area is 1F /un?,
then the total area for just the input capacitance 630nm?!.

2.3.3 Dual-Slope (Integrating) ADC

Dual Slope (or Integrating) ADCs are very popular high aacyr low offset converters
that can be used with very slow signals [10]. The principlaibe this topology is that
for a fixed number of clock period, the converter integratesinput signal, and then the
reference voltage is subtracted from it until the outputhes zero. For aN — bit ADC,
2N clock cycles are required for one conversion. Hence for-a i4 ADC, at least 16384
cycles are needed! This means that higher clock frequendglese utilized to reduce
the overall conversion time, or, a sample-and-hold willcheeebe used to hold the signal
voltage for a longer time period, which increases the ol/pmaber consumption. Moreover,
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this topology works well in power scalable applications;dugse the integrator is reset after
each conversion cycle.

234 A—->2ADC

The AX ADC is the most popular converter in high accuracy sensoliGgipns. Their
accuracy performance is attributed to the noise shapinityjaé the oversampling con-
verter [22]. Although they do not operate as fast as pipairftash ADC's, their operating
speeds are more than enough for low frequency pressurersagpglcations. The main
advantage of thAZ architecture, or any oversampling ADC in general, is thatitiput ca-
pacitor size is reduced by the oversampling ratio. Usingstimae example as the pipeline
case above, and assuming that an oversampling r@s®)(of 1000 was used, then the
input capacitor of the modulator is:
Cin= 2\}/<—n2T/OSR: 0.67pF (2.17)

This is a more favorable capacitor size to use on an intedjrs@eniconductor chip.
Although a pipelined ADC can also be oversampled to redueeirthut capacitor size,
there is still the problem of a large number of stages redumeachieve 14 bits resolution.
This increases the size of the overall ADC and its power ampsion. Moreover, a larger
number of stages means that more noise is generated wheredefe the input, which
means that the input capacitor has to be increased furteeause thd> ADC can achieve
higher accuracy with a fewer number of stages, most peoglierpoversampling ADC's.
The disadvantage of th&> ADC is that the loop filter must always be integrating, and
hence cannot be powered down periodically, unless certaitifioations are made to the
architecture. This brings us to the incremental ADC.

2.3.5 Incremental ADC

An incremental ADC has been proposed several years ago dwid bgtween thé> and
Dual-Slope ADC architectures [23]. It is often modeled @&&aADC with the integrators
being reset after each conversion [24]. It is similar to theBESlope ADC in that it has a
fixed number of integration cycles per conversion. The OSRHe incremental ADC is
defined as the number of cycles per conversion. The differéetween the incremental
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and the Dual-Slope ADCs is that the integration and referesubtraction are mixed in
time [25]. Because of that, incremental ADCs are not limited® order architectures. In
order to reduce the number of integration cycl€¥, @&der (and more) architectures can
be used. Moreoveh\Z techniques, such as MASH architectures, using input feealard
techniques, etc. can be used to improve distortion perfoceaand reduce conversion
time even further. This means that high accuracy increrh&Cs can be used with
low conversion time. Moreover, because the integratorsbeareset, they can be powered
down, making this topology compatible with power scaldpitiptions.

Because this topology combines the best of lie¥thand Dual-Slope ADCs, it is the
best high accuracy ADC that can be used in low power, low sperdgor applications.



Chapter 3

The Sensor Interface System

N this chapter, we will discuss in detail the power scalaldessr interface system
I that we will use for the automotive pressure sensor. As desli in chapter 2, sensor
output signals are usually amplified before analog to digibaversion is done. Due to the
resource and time limitations, the entire sensor interfgas not designed. Only the power
scalable amplifier portion of it was designed and fabricat&e will discuss the different
topologies that could be used for the amplifier, advantagddasadvantages of each, and
reach an optimal solution for this application. We will shbaw these design choices helps
us meet the specifications, in particular that of power silitia

3.1 Programmable Gain Amplifier (PGA) and System
Requirements

Figure 3.1 shows the system diagram of the sensor interfaters that will be designed.
As mentioned above, only the PGA will be designed for thisitheas indicated in the
dashed box. The PGA will make use of one of the dynamic offaetelation techniques,
chopping or auto-zeroing, depending on the PGA topologwrdier to determine what the
design specifications are for the PGA, it is worth reviewimg design specifications for the
entire system, and from that determine the requirementth®oPGA to meet the overall
specifications.

As mentioned in chapter 1, it is desired to reduce their matufing costs by mass-
producing a standard interface system that can be used tonber of their pressure sensor

29
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Figure 3.1: The Sensor Interface System of Choice

applications (mainly automotive). The interface must benogl for any of the target ap-
plications, in terms of power and noise/distortion perfante. An intuitive look at the
application range shows us that, when the application awsg that the output amplitude
goes from 4@V, to 400mVpp, the input capacitor size of a SC PGA will reduce by 100
x, hence the power of the opamp driving it should also reducthé&ypsame factor. More-
over, when the sensor output bandwidth decreases byx,00@ PGA bandwidth must
also decrease by the same factor, and thus, the power. dlertfe interface must:

» Be optimally designed for signals whose amplitude rangas #0mV,, to 4007V,

differential

Be optimally designed for signals whose frequency ranges D5Hzto 0.5kHz
« Be quadratically power scalable across the signal anu@itange

Be linearly power scalable across the signal frequencgaan

Be 14-bit accurate (noise and distortion)

+ Consume 54 of average current for the 4®%,,, 0.5Hz test case

The methodology of the proposed system, shown in figure 8thait the ADC will be
designed as a low power stand-alone ADC, which is able toleanplut signal amplitudes
of 400mV,, and above. The function of the PGA would then amplify the semsitput
signal to at least 40@Vp,,. Using this method, we spare the ADC from having to deal with
low voltages, which relaxes the requirements on the inppacitor sizes. Based on the
previous chapter, the incremental ADC is the best choicehigrapplication, because it
makes use of the advantages of the > ADC’s in its high-accuracy performance, and
has a limited number of conversion cycles per output, makimgmpatible with power
scalability. This will be discussed in more detail in thetretthe chapter. Before we
describe in detail the different PGA topologies, it is walttscribing the Incremental ADC
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topology that would be used, as this will help determine Hrgdt specifications of the
PGA.

3.1.1 Incremental ADC topology

Figure 3.2 below shows the block diagram of a second ordeefmmental ADC with input
feed-forward. As mentioned in the previous chapter, theemental ADC is modeled as a
A — X ADC with integrators that reset after each conversion cjai

reset

- ) _z' _z' L N Y N N
In + P 5 ) — e out

—_
N

Figure 3.2: 24-Order Incremental ADC Model with Input Feed-Forward

MATLAB simulations were used to figure out the minimum ovengding ratio that
should be used. figure 3.3 below shows a plot of SQNR Vs OSRhiorsecond order
incremental ADC shown above. The input of the ADC was add{) signal.

The figure shows that in order to attain 14 bits SQNR, an OSRIe&at 250 is required.
Given that the sensor output frequency is a maximumsktdz, this means that a sampling
frequency of at least 2 0.5kHz x 250= 250kH zis needed for a 14 bit incremental ADC.

3.2 Variable Input and Feedback PGA

Several PGA topologies have been suggested in the literatfe will not discuss all the
different architectures, but will go through an overviewsoime of the most significant
ones. Using those architectures as a starting ground, esubth discussing the advantages
and disadvantages of each, we will eventually develop aiealdhat is optimal for our
design application.



3.2. Variable Input and Feedback PGA 32

SQNR Vs OSR
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| ====2nd Order

SQNR

1000

OSR

Figure 3.3: SQNR Vs OSR for thé®Order Incremental ADC Model with Input Feed-
Forward

3.2.1 Variable Feedback PGA

Figure 3.4 shows a block diagram of a programmable gain timgeamplifier topology

with variable feedback impedance [26] [27]. We are assuntlirag all the designs are
fully differential, although we are representing the seghded versions for illustration.
Moreover, we are assuming that all amplifiers employ soméhaaetf dynamic offset

cancelation technique, whether chopping for continuoone tamplifiers, or auto-zeroing
for switched capacitor amplifiers.

Figure 3.4: Programmable Gain Amplifier (Single ended regméation) with Variable
Feedback Impedance

The variable feedback is implemented by switching in a diffé series or parallel
combination of resistors or capacitors. The advantageebftiove topology is that since
the input impedance is constant, there are no switches ahplo of the system. Input
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switches are usually a bottle-neck in any switched desigralme the switch resistance
varies as a function of input. This results in either a gainreor distortion. Because these
switches are in the feedback network, the effect of variatliéch resistance is reduced by
the gain of the amplifier.

The major disadvantage of this topology is that becausenthe impedance is constant,
it is not always optimized for noise. Assuming a switchedagdtor amplifier was used,
the input referred noise power would be relatedkf®/C. In a variable feedback PGA
topology, that means that the input capacitor has to be $wetle worst case (4@Vpp) to
achieve a 14 bit thermal noise level. That means that it wbeld00< oversized for the
400mV,, case! The same argument applies in the continuous time fi@nplase where the
noise power is a function ofkdT R x NoiseBandwidth. In this case, the input resistor will
be designed for the worst case, which would be>@hdersized for the 400V, case.
This inherently makes variable feedback topologies vewauanefficient.

Another disadvantage with this topology, is that the povwarnot be scaled linearly
with input amplitude to achieve the same opamp bandwidthliisirate this further, let us
consider the closed looB bandwidth of the opamp:

Om
fags = E'B
3.1)
fags = L
CL+Ct//Cin

whereC, is the input capacitance of the next sta@g,andC; are the input and feedback
capacitances, anflis the beta factor of the gain stage, equgBte: C;/ (Cs +Cin). Let us
refer to figure 3.5. Assume that ttigyg is chosen to be 10 the chopping frequency. Also,
let us assume that either a single stage amplifier is chosdhaba two-stage is chosen
where the compensation capacitGg)is a fixed fraction of the load capacitaCy(). C, is
assumed to be the sampling capacitor of the incremental ADC.



3.2. Variable Input and Feedback PGA 34
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Z z
VIn - Vin
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(@) Gain=10 (b) Gain=2
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Vin V0
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(c) Gain=1

Figure 3.5: Variable Feedback PGAs with different gainisgt

The bandwidth of the three cases is

3dB—Gainl0 = C—L : ﬁ
Om 1
f3dB—Gaing = — * = 3.2
308-Gan2 = 5~ "3 (3.2)

fadB <3'1=g—m3
—Galn CL

1
2
The above equations show that in order to maintain the sammppbandwidth for all
gain settingsgns = Om1/5.5, andgns = gmp/1.5. This shows that using this method, the
power does not scale linearly with gain setting or amplituttkeally, as the input power
increases by 100 (from 40mV,;, to 400mVy,;), so should the amplifier power consumption

decrease by much.
The above equations assume that the load capacitor is dmdibgC, . This is true
in a continuous time topology, but not true in a switch cama@ain amplifier. Figure 3.6

a variable feedback switched capacitor (SC) PGA with gaitingeof 10 and 1. in this
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example, we are assuming that the capaci@jris adequately sized to achieve 14 bit noise
floor at 400nV,, input amplitude. Hence, for a 4%, input amplitude, “10C” brings the
noise floor to the same 14 bit level. Since the input to the AD@0GMV,, Cinapc =C

10C 100C
i€ i€
100C 100C
Vin {( - v Vin {( - v
g o g o
T+ IC T+ IC
(a) Input = 40mV, Gain = 10 (b) Input = 400mV, Gain=1

Figure 3.6: Variable Feedback SC PGA with different gaitiisgs

The bandwidth of the these cases is

¢ o 9m 1 Om
3dB-Gainld = 709C 11~ 1111C

(3.3)
fadn—cain, = oM - 1 O
51C 2 10
Equating the two bandwidthSf34s—cain10 = fade—Gain1), means thagm ~ gme. This
result is worse than the continuous time case shown in equatR. This clearly shows
that SC variable feedback PGAs are not suitable for powealsieaapplications.

3.2.2 Variable Input PGA

One way solve some of the challenges mentioned above is te thakkeedback constant,
and change the input impedance of the amplifier, as indicatéidure 3.7. in this case,
the input is scaled by the gain requirement of the PGA [28].[Zecause this method
relies on switching different impedances at the input, wkifao the problem of gain
errors and distortion due to signal dependant switch eesist This can be overcome by
making “impedance-select” switches large enough to retheswitch resistance. Because
these switches are not being continuously turned on andheffe is no problem of charge
injection associated with large switches. Also, assumimm@rainuous-time amplifier is
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used, the larger the input resistance, the less the effecwhitch resistance will have on
the gain accuracy.

—

Figure 3.7: Programmable Gain Amplifier (Single ended regméation) with Variable
Input Impedance

Although the above method scales the input impedances dingoto the gain, they
are still not optimally sized for noise. Referring to figurd3if we were to assume that
the impedance was sized for optimal noise performance @VgQ then in the 200V,
case, the impedance should increasé2§0/40)? = 25 times, However, if only the input
impedance changes, then it increases by only a factor ok&wlise for the 400V, input
case, the impedance increases by a factor of 10 as oppodeslfaxtor of 100 needed.

z
Z/10
in V0
F+ ICL
(a) Input = 40mV, Gain = 10 (b) Input =200mV, Gain=2
VA
Z
Vin VO
I TS

(c) Input = 400mV, Gain=1

Figure 3.8: Variable Input PGAs with different gain setsng

In terms of power scalability, the continuous time case wi#ld the same results as
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equation 3.2. As for the SC case, figure 3.9 shows an exameoadain settings in the
variable feedback case.

10C 10C
1€ 1€
100C 10C
V. I¢ - V. I¢ -
in AN | VO in AN | VO
FWL IIC FWL IIC
(a) Input = 40mV, Gain = 10 (b) Input =400mV, Gain=1

Figure 3.9: Variable Input SC PGA with different gain sagsn

In this case, the bandwidth is equal to

f o 9m 1 Om
3dB-Gainld = 709C 11~ 1111C

(3.4)
for g — Jm2 L G2
3dB—Gainl 6C 2 12C
which means that in order to makeys_cain10 = f3dB—Gain1, Om2 = Om1/9.25. Although
this topology scales better than in the previous casellitlsts not scale down by the same

factor as the input power.

3.2.3 Variable Input and Feedback PGA

In order to overcome the problem of optimal impedance sizingelation to the thermal
noise, a proposed method would be to scale both the inputhenteédback impedances
[30] [31]. The input impedance is optimally sized accordinghe thermal noise require-
ments, and the feedback is sized according to the gain gettiquired to produce the
400mVpp minimum output. Figure 3.10 shows the switched capacitangle of a Variable
Input and Feedback PGA. In this case, the capacitor is ofiyirsized for thermal noise
for both gain settings. This topology will result in both timput and feedback capacitors
having “impedance select” switches. The effect of thoseches is dominated by the input
switches, which we have established in the previous sedtiarot a problem given proper
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switch sizing, and thorough simulation.

10C C
1€ 1€
100C C
V. I¢ V. I¢ -
in AN | VO in AN | VO
FWL IIC FWL IIC
(a) Input = 40mV, Gain = 10 (b) Input =400mvV, Gain=1

Figure 3.10: Variable Input and Feedback SC PGA with difiegain settings

Let us examine the power scalability of this method. The badiths of the two gain
settings are:

(o _Gm 1 _ Gm
3dB-Gainld = 769C "11 1111C

(3.5)

(o]

Om2

2
fadB—Gain1 = 15

3

NI =

which means that in order to maKeys_cain10 = fads—Gain1, 9m2 = Om1/37. Again this is
an improvement over the above two methods, although itdsigls not scale with the input
power by the same proportion.

With the above analysis, it is worth looking at a differentthwal of designing pro-
grammable gain amplifiers. Rather than switching in diffiér@pamps, and impedances,
we will examine Cascaded Gain PGAs.

3.3 Cascade Gain PGA

In this section, we will discuss the Cascaded Gain PGA, aficcainpare it to the single
stage, variable input and feedback topologies.
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3.3.1 Cascaded Gain Amplifier with Output Gain Select

Figure 3.11 shows a block diagram of a cascaded gain amplifieran output gain select
mux [32] [33]. This means that the gain is set by selectingctl@mplifieroutput passes
through to the ADC.

e —

out

Gain Select
Mux

Figure 3.11: Cascaded Gain stage with output gain select mux

Although this is the most commonly used cascaded gain aewplifihas many disad-
vantages which are similar to the variable feedback amplBecause all signals must pass
through the first amplifier (with the exception of “Gain 1" theg) which bypasses all gain
stages), the input impedance is not optimally sized fomtiaémoise. Moreover, the first
stage opamp must be sized for the worst case, and henceds thay the others to drive
the next stage’s large capacitance, or resistance . Thiagrthat this topology does not
power scale well, since all signals must be amplified by trst, fower hungry, amplifier.
This makes this topology very unsuitable for sensor apiiina.

3.3.2 Cascaded Gain Amplifier with Input Gain Select

Instead of selecting which amplifieutput should be selected, we propose selecting which
amplifierinput should be selected. Figure 3.12 shows the switched capégii®(a)) and
continuous time (3.12(b)) versions of the cascaded gainiienp with input gain select.
The first amplifier is designed for input signals ranging fré@mv,, to 1007V, the sec-
ond stage 100V, to 2007V, and the last stage 20%,,, to 400mV,,,. Any signal greater
than 400nV,,, would bypass all the stages and output directly into the AB&th stage’s
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input impedance is optimized for the signal power that it amt to amplify. In these two
diagrams, we are assuming that “C” is the capacitance needadng the thermal noise
floor 14 bit below the 400V, signal, and “R” is the resistance needed to bring the noise
14 bit below the 48V, signal. Rg apc is the equivalent input resistance of the input ca-
pacitance of the ADC that follows the PGA, and is equaRigapc = 1/ ( fs x Cs). Similar

to the variable input and feedback amplifier, the input ingreds become optimally sized
for thermal noise.

8
=

B
—

Input M | -
If()éainux = ’ 1124 >l 1 Yout
Select) ) 1 ’
Canc=C
(a) Switched Capacitor
} isen
|
|

Input Mux |
(Gain =

Select)

(b) Continuous Time

Figure 3.12: Cascaded Switched Capacitor Amplifier witrulpain Select Mux

Now let us examine the power scalability of this topologyr #@ switched capacitor
case in Fig. 3.12(a), the closed loop bandwidth of the arepdifis given by:
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Om1 ‘i_ Om1
4457C 35 156C

f3dsttage1 =

1
o 002 = 5353 280 59)
O 1 O
fads-seos = 53353~ 7C

Equating the amplifier bandwidths givess = gmp/4, which is exactly equal to the
signal power scaling(,ZOOnT\/pp/lOOnT\/pp)2 =4. Similarly,gm2 = gma1 /5.6, which is almost
equal to the signal power scalinl,00mVy,/40mMVpp)2 = 6.25. The reason why the first
stage does not scale as well, is because it has a higher gglifieation (hence a smaller
B than the other two stages. With that, assuming that the fagesopamp is designed
to consume currentl”, then the second stage opamp can be designed to consuneatcurr
“I1 /6", and the third stage to consumdg24”, as indicated in the figure.

A similar analysis can be made for continuous time amplifierigure 3.12(b). The
closed-loop gain accuracy of an opamp is given A, which is the inverse of the loop
gain. Since sensor applications require quantities to basared to absolute accuracy,
the closed-loop gain accuracy is critical. Thus, it is impot that when the PGA gain
scales, the gain accuracy remains constant. The inverdeeafdin accuracy is equal to
Ax B = gmRo X g

Resistor values are calculated accordingkd@ &. In this case, the opamp is scaled with

the resistors to maintain a constant gain (accordingyta r,), and a constant bandwidth
(according taym/(B -CL)). Examining the amplifier gain accuracy of this topologylgse

ABgager = 0.6gm1 x R
Aﬁgagez = 3-59m2 x R (37)
ABgages = 149m3 X R

which yields identical scalability to the switched capacitase. Therefore, by scaling the
resistors according to thermal noise tolerances, one e fite opamp size to get the
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same opamp gain and bandwidth.

From the above above topologies, it becomes apparent ghabtaded gain amplifier
with input gain select is the best for automotive sensorieafibns. The question still
remains as to whether switched capacitor, or continuous tiqpology should be used.

3.3.3 Switched Cap Vs Continuous Time PGA’s

In order to figure out whether switched capacitor or contirsuttime PGA should be used,
we should better understand the interaction between tleosand the PGA. Because the
sensor is a piezoresistive one, it has a finite output resistal his means that if a switched
capacitor topology is used, tHC time constant may be too large for the sensor output
signal to settle. In a continuous time topology, the inpststance of the amplifier may be
too small, which will in effect reduce the gain of the first difigr in the cascade. In either
case, the sizes of the input resistance and capacitors ptdg an determining which will

be used. for that we need to analyze both topologies fromrentilenoise perspective.

Thermal Noise Considerations

Figure 3.13 shows the switched capacitor amplifier which prasented in the previous
section as the auto-zeroing amplifier.

Figure 3.13: Switched capacitor amplifier

Where the gairts of the amplifier iSC,/C;. The input referred noise due to the switch-



3.3. Cascade Gain PGA

43

ing capacitor is

(3.8)
2.5KT
C

In the previous sections, we assumed that if a unit capasigerof ‘C” is sufficient to
bring the thermal noise power it below a 400V, signal, then “10Q” is sufficient to

achieve a 14-bit SNR in the 40V, case. Because all three cascaded stages are identical

but scaled, it is sufficient to examine the noise of one of tiages, and then scale the
capacitors by the same factor as the signal power. In our, ¢@Sevould be the input
capacitor of the incremental ADC, and the input capacitadhefamplifier stages would be
as shown in figure 3.12(a).

In order to calculate the unit capacitor “C”, we have to figtcalate the thermal noise
that can be tolerated for a 400, differential signal. A thermal noise floor of 14 bits
yields 841B SNR. To allow for extra margin, we designed for a noise flooe@dB (15
bits):

Pae  (0.1)2/2

V2
n 10NR/10 ~—  1(00/10

(3.9)
= 20pW

When referenced to(L
Assuming based on figure 3.3, that we select the OSR of therremtal to be 250,
then the input capacitor of the incremental ADC is equal &):[2

2.5KT  25KT
JOSR= 2= /250
v ~ 20pW (3.10)

~ 2pF!

C=—

Note that this is the differential capacitance, which mehasthe single-ended capacitance
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is 2x 2pF = 4pF, which means that the total capacitance is equalp®.8That means
that the input of the first stage of the cascaded amplifiervallLO@ = 800pF! which is
impractical for fabrication. By increasing the OSR to 100tk capacitoC = 2pF. By
making theOSR = 5000,C can be made equal to 408, which is a reasonable size for
the input capacitor of a low power ADC. The input to the amglifivill still be equal to
10QC = 40pF, which is still pretty large, but not impractical for fabaition. going to higher
oversampling ratios will not be practical, as that would meereasing the bandwidth of
the operational amplifiers by the OSR, and hence the powepemitng on the size of
the output resistance of the piezoresistive sensor, it noayp@ practical to load it with a
switch capacitor amplifier with such a large input capacitdnis makes switched capacitor
amplifiers unattractive for resistive based sensors.

Let us examine the continuous time amplifier stages with fadirermal noise perspec-
tive. Figure 3.14 shows the noise model of the continuous timerting amplifier.

Figure 3.14: Noise model of Inverting R-amplifier
Based on the resistor noise model, we can derive the outjge power of the contin-
uous time amplifier as being [34]:
2 R
Vout.n =4KTRy x ﬁ X fNBW +4KTRy, x fNBW (311)
2
where fygw = fags - 77/2. When referred to the input, the thermal noise becomes

R 2
V2, = 4KTRy x fugw +4KTR, x (é) x fnew (3.12)

The above formulas show that there is a dependance on notf@ninput resistance,
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but also on the @ bandwidth of the closed loop amplifier. To calculate the tnmpaistance
required to achieve 14 bits noise floor for a 46\, signal, we get

v2_ _Pae _ (0027/2

N~ J0SNR/10 —  1(0P0/10

(3.13)

= 200fw

Therefore, the value foR; can be calculated in a similar way @ Assuming that the
OSR = 5000, then the ADC sampling frequency is equal t® @5kHz x OSR = 5MHz
Assume that thdsgg of the amplifier is equal to 5 the ADC sampling frequency, thdy,
can be calculated to be

V2 200N

Ri<——N __ wOSR=-———"" 45000
L= KT X few AKT X faaeTl/2

(3.14)

~ 1.5kQ

This resistor value is too small to be the input resistancin@famplifier, considering
that the output resistance of the sensor is in the order of@Hms. We cannot arbitrarily
increase the resistance without reducing the effectiveenbandwidth. We can see that by
reducing the noise bandwidtlfiygyw, of the amplifier, we can increase that resistance, how-
ever, we would run into settling issues, as well as degrageidual offset due to chopping.

It is clear from the above two examples that the ideal topolmg the gain stages is
one where the input resistance can be increased arbitvatiput affecting the noise. The
larger the input resistance, the less the effect of the blarigesistance (due to the sensor
and switches) will have on the amplifier. The problem with thpology above is that
the because we are following a continuous-time system withrapled system, the out-
of-band noise will alias back in-band, which increases thband noise. This makes an
anti-aliasing filter necessary for the above topology.

An active RC amplifier solves the above two problems of aliisang, and R-dependance.
Let us examine the noise model of the RC-Amplifier shown inrBg8L15. Analyzing the
output noise power of the amplifier, we get
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~O

I
=

n2

N

Figure 3.15: Noise Model of active RC stage

V20 = 4KTRy x (H1(9))% +4KTR, x (Ha(s))? (3.15)
where,
Ro/Ry
= 3.16
1(s) 1+ R,Cs ( )
and,
Ha(s) = 1 (3.17)
2% T 11 RCs '
combining 3.15, with 3.16 and 3.17, results in
V2, aKTRy x (2 2><i+4KTR X
ou,n = 1" \R) " 4RC 27 4R,C
(3.18)
R\ KT

Which is independent d&;. It is dependant only on the value of the géit /R;), and the
value of “C”. Because this topology allows us to choose a kighe for “R”, the gain of
the amplifier is not affected by the output impedance of thsee This means that this
topology has a higher gain accuracy than the previous tgmso
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3.3.4 RC Cascaded Amplifiers

Figure 3.16 shows the RC cascaded amplifier PGA with input gaelect. Based on the
noise calculations, the capacitors were selected to be:

C, = 30pF
C, = 5pF (3.19)
Cs = 1.25pF
( h 7;;6 h ji
} ¢ selt 1
! iselz i
i i G, C
‘ | : & o
! ! 2.5R 1R {€
i sel3 i R GST _/\4/8\ /R'\ —
Vin l ¢ } /\/\/\/ - &j v 6R pa2y pd2 T
ffffffff I - i 24R pd1 pdi
Input Mux~ ——+ 16 > —WWv : Vou
(Gain = I +I/24 s L
Select) - 1

Figure 3.16: Cascaded active RC-Gain stage

R was chosen to be equal tokKtD. The value for 4R =48Q is a little large, however,
using high resistivity poly resistors, the size on the diailldoot be large compared to the
capacitors. Note that even though the capacitor sizes igtdlgllarge, the total capacitor
value on-chip is still less than those in the switched capadesign.

In order to reduce the capacitor size even further, we redhat for noise purposes,
a third order low pass filter (LPF) may be overkill. We can aghkithe same noise per-
formance with a first order LPF if the capacitor is sized ottiye Figure 3.17 shows the
cascaded amplifier where only the last stage is an RC amplifier

The noise calculation for this circuit is shown in the Appiendut is summarized to be
Vozut,n = 10KT /C for the “Gain 10" setting, which represents the worst casesel on that,
the value of capacitor “C” isz 4pF. To allow for some margin, the capacitor was designed
on-chip to be pF. This design embodies all the requirements needed for ardplpower
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Figure 3.17: Cascaded Gain stage with final active RC stage

scalability in a sensor interface system. We have yet to @m@frequency power scalability
and its implementation.

3.4 Frequency Power Scaling: Periodic Power Down

There have been many implementations of frequency powéngada ADC's, particularly,

in pipelined ADC’s. We will not attempt to go through a deggilanalysis or comparison of
the different frequency power scalable methods, and widlrrthe reader to the following
reference [35]. We will instead explain the method that wassen, and list some of its
advantages. The objective of frequency power scaling, s£&ate down the power of the

pd=0
5,000 od_bias=0 5,000
Samples B * Samples
'_ —_ (XX)

POWERED | POWERED
DOWN oY UP

tOff

Figure 3.18: Power Down cycle of the interface

interface by a factor of 1000, when the frequency of the digoales down by 1000 from
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0.5kHz to 0.5Hz. The basic principle of the selected method of power scaiimdhat,
instead of scaling down the current and clock frequency efitierface and ADC, the
entire interface is powered down for a period of time. Thigaively reduces the average
power consumption by the same amount as the Power Down (Rr.faFigure 3.18
illustrates the power down cycle of our design. If the irdedf was on fotoy, and off for
torr, then the power down factor would be

t t
PD — lorF +lon (3.20)
ton
and the average power would be:
t P
Pavg = Pon - ON - (3.21)

ton+lorr  PD

We designed the interface so that in the&kBiz case, the system is never powered
down, and in the ®Hz case, the interface and ADC have a PD factor of 1000. Since
the system is oversampled by 5000, this leads to an ADC sagplock frequency of
2 x 0.5kHz x 5000= 5MHz This means that the interface is always turned ortdQr=
1ms, andtorg varies depending on the frequency of the input signal. Thakes the
effective sampling rate of the ADC equal to:

Fs

= (3.22)

I:s.ef fective =

Which means that the effective OSR is maintained regardiedse input frequency. For
the Q5Hz case PD = 1000), the OSR is equal # ef fective/ (2 X fin).

In figure 3.18, we have shown that there are two "power up”agrwith a time dif-
ference otgar y. This is to allow crucial parts of the circuits, such as opdigs circuits
to be powered up and ready before the rest of the interfacé&Bxitiare powered up. The
power down control was implemented by programming a findéestnachine (FSM) on an
FPGA board.



Chapter 4

Circuit Level Implementation and Simulations

In this chapter, we will discuss the circuit level implemegian of our sensor interface
system that was presented in the previous chapter. We wilids the opamp topologies
used in the interface design, and circuit implementatiopafer-down techniques used.
We will then discuss the buffer stage that was used aftemiieeface. The chopper clock
generation techniques will also be presented. Finally, Wlelgcuss design for testability,

and present its implementation in our design.

4.1 Operational Amplifiers

As discussed in chapter 2, because sensor applications/idle&kery slow signals, dynamic
offset and ¥F noise cancelation techniques are necessary in order tevachigh accu-
racy. We have discussed different implementations, sucdwutszeroing and chopping.
Since our interface implementation uses continuous-timplifier stages, chopping is the
technique of choice. In our design, we will use the two-stelggpper amplifier, with the
demodulation chopper after the first stage. We have disdussgtopology in chapter 2,
and in figure 4.1, we re-show the two-stage amplifier of choice

For this application, a two stage amplifier was better thaingle stage one because it
has a higher gain, and hence a better gain accuracy. Theiohdmuency was selected to
be 1/2 of the ADC sampling frequencyenop = 2.5MHz In chapter 2, we have discussed
how the above architecture is suitable for high choppingdemcies.

50
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Figure 4.1: The two-stage chopper amplifier

4.1.1 Opamp Topology and Sizes

Figure 4.2 shows the circuit implementation of the fullyfeliential opamp shown in figure
4.1. The architecture presented is based the Power Rdesgiphmp (PROpamp) shown
in [35], although in the reference, the opamp used was a gaistbd folded cascode opamp
[36] as opposed to a two-stage one presented in here.

chop_clki chop_clkni chop_clki chop_clkni
chopﬁclk* ¥ chop_clkn chop_clk ¥y chop_clkn

ni

vinn vinn1 vn
>< >< vpi

vinp
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0.9V

pdn Mswe
vni

M15

Figure 4.2: two-stage chopped Opamp circuit diagram

Table 4.1 shows the transistor and component sizing forhiteetstages in the opamp.
The transistor lengths used were larger than the minimueisiprder to reduce the/E
noise effect by increasing the area. PMOS input transistcesoften used in sensor ap-
plications because they exhibit bettefFlnoise performance. As was stated in chapter
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2, 1/F noise comes from the trapped carriers in the gate oxide.eShr& PMOS carriers
(holes) are larger then the NMOS carriers (electrons), éneyess likely to get trapped and
gradually released.

Table 4.1: Opamp Transistor Sizing for the three stage dasamplifier

Component  First Stage Second Stage Third Stage
Name Sizing Sizing Sizing
M1, M2 96x 2/0.25 16x2/0.25 4x2/0.25
M3 48x4/0.50 8x4/0.50 2x4/0.50
M4 —M7 24x1/0.50 4x1/0.50 1x1/0.50
M8, M9 24x1/050 4x1/0.50 1x 1/0.50
M10—M13 24x4/0.50 4x4/0.50 1x 4/0.50
M14,M15 56x 1/0.50 8x1/0.50 4% 1/0.50
M16,M17 52x4/050  8x4/0.50 4x 4/0.50
Msyi,Msy2 8x2/0.18 4%x2/0.18 1x2/0.18
Msws,Msva 20x2/0.18 10x2/0.18  4x2/0.18
Msws,Msye  60x2/0.18 30x2/0.18 8x2/0.18
Maw7 26x4/0.18 12x4/0.18 4x4/0.18
Rc 1kQ 4kQ 5kQ
Cc 6pF 1.2pF 900fF

Table 4.1 also shows how the opamp transistors scale withnhu signal powerRc
is a lead compensation resistor and is sized to optimizetiasgmargin of the amplifiers.
The amplifiers were designed to achieve a gain of approxiyn8@B, and a band-
width of approximately 2B1H z, which is 10x the chopping frequency. The AC simulation
parameters of the opamps are presented in table 4.2.

Table 4.2: AC Simulation Parameters for the Three Amplifiers

Parameter First Stage Second Stage Third Stage
AB 82.2dB 81.7dB 80.9dB
B-R 25MHz 23MHz 23MHz
PhaseMargin 88 68° 77
CurrentConsumption 2.14mA 31972A 12172pA
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4.1.2 Common Mode Feedback (CMFB)

TransistorsM4 — M7 in figure 4.2 form the common-mode feedback for the firstestag
of the opamp, known as the “inherent common mode feedbacK:. [Bue to stability
considerations, a two-stage fully differential opamp igally designed with two common-
mode feedback stages, one for each stage. This is increases ponsumption, which
is unwanted in low power sensor design. The “inherent commode feedback” struc-
ture eliminates the need for a specialized CMFB circuit. bisic operating principle is
that the cascoded current source is split into two equallgdssources, and the gates are
cross coupled at the differential output of the first stagiotm a negative feedback. The
output impedance seen by the differential signal is highitéid by the output impedance
of the PMOS cascoded load. The common mode impedance, hpvueweminated by
(gmua + gmues) and (gmws + gmiy7). Because of this low common mode impedance, the
cross coupled feedback structure is sufficient and theretiseed for an additional CMFB
circuit [37] [38].

The second stage of the opamp, which is a Class A commoneaourtput stage, re-
quires its own common mode feedback circuitry, shown in BguB. Since the amplifiers
are continuous time, the output is always expected to bdéasaj and so is the common
mode, hence a continuous time common mode structure was Tikedcircuit senses the
output common mode voltage of the opamp through resi®eys and compares it to an
off-chip common mode levelcm,.. The relative current in the branches is then steered
either way to produce a common mode control voltagetrl, that feeds into the current
source of the output stage.

Similar to the opamp, the CMFB circuit was scaled in size lyyshme factor as the
opamp whose common mode it controls. Table 4.3 shows thegsafithe CMFB circuit
in the three amplifier stages.

Rcv was selected at a relatively high value so that the outpuedapce would not be
affected, hence reducing the gain of the amplifier.

4.1.3 Chopper Switches

The chopper switches were implemented using transmissitgsgsuch as the ones shown
in figure 4.4.
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Figure 4.3: CMFB circuit

Table 4.3: CMFB Transistor Sizing for the three stage caseaaplifier

Transistor  First Stage Second Stage Third Stage

Name Sizing Sizing Sizing
M1,M2 96x 2/0.25 16x2/0.25 4% 2/0.25
M3 48x 4/0.50 8x4/0.50 2x4/0.50
M4, M5 24x1/0.50 4% 1/0.50 1x 1/0.50
Rem 10kQ 20kQ 20kQ
%>SKF q’i%sw
=>
Si TMPSW

Figure 4.4: Chopper switch implementation: transmissiate g

The sizings of the switches are shown in table 4.4. Sinceniatichopper are on the
virtual ground node, there is no signal component, and hdrecgansistors are minimum
sized. Since the output choppers contain some signal caanpdalthough still small,
equal toVoyt /A2), the transistors are sized 5 times the minimum. This sizesleptimized
to produce the best distortion performance after simulatio

4.1.4 Bias Circuit Power Down

The first amplifier stage has its own bias circuit, whereasstwnd and third stage both
share a bias circuit. Because the opamps are periodicalyengal down due to power
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Table 4.4: Input and Output Chopper Switch Sizing

Transistor  Input Chopper  Output Chopper

Name WIL WI/L
MNgy 1x0.6/0.18 5%x4/0.18
MPsy 1x2.0/0.18 5x1/0.18

scaling with respect to frequency, there is no use for the drguit during the “OFF” time,
hence the bias circuit must also be powered off.

v, Dyt
Ibiasl g@
pdn L VanESC
vbn ;

vbn,

]
]

Figure 4.5: Opamp bias with power down switches

Figure 4.5 shows a schematic diagram of the opamp bias tidgth power down
switches. The power down switches are shown in red. Whenghep and bias are in
power down mode and are “OFF”, the current is literally chifiafm the branches, and the
bias voltages get pulled ¥, for NMOS, andvpp — Vih for PMOS. During the “ON” time,
the bias circuit is given a few clock cycles to recover primthe opamp, as explained in
the previous chapter. This ensures that the opamp recoaster,fand hence no samples
are wasted.

4.2 Output Buffer Stage

The last stage of the cascade amplifier is designed to drevaéxt stage’s ADC, which
would have an input sampling capacitance of 80Because the interface design did not
include the on-chip ADC, the last stage amplifier sees anubwaigpacitance that includes
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the sum of the bonding pad and bonding wire capacitance, @ tRace capacitance, as
well as the input capacitance of the off-chip ADC. This bergdpad and wire capacitance
on their own add up to approximatelyR, which is 4x the capacitance that the amplifier
was meant to drive. This may lead the amplifier to go unstatiiess an output buffer stage
was designed to drive that large capacitance.
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i {81 1 outn_no_buf
outn _______1

Buffer_Select
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Figure 4.6: Output buffer topology

Figure 4.6 shows a system diagram of the output buffer. Amungentation amplifier
topology was used for the output stage. This topology hasdvantage of infinite input
impedance, and hence does not affect the gain of last stagidfiamMoreover, this topol-
ogy has high common mode rejection [39]. The disadvantagki®topology is that the
input amplifier has to tolerate the entire output swing whichy degrade the distortion
performance compared to other architectures. Howevese dime signals we are dealing
with are low amplitude signals (46®/,, differential), this design is sufficient to ensure
low distortion performance. Figure 4.6 also shows that tifeeb can be bypassed through
the “Buffer-Select” mux. The buffer would be bypassed dgrihe testing phase, in the
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case where we would like to verify the output common mode efRIBA.
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Figure 4.7: Buffer Opamp circuit

M12

Figure 4.7 shows the circuit implementation of one of thddubpamps. The design
is a differential-to-single-ended two-stage opamp withM(S folded cascode as a first
stage and a class-A common source output stage. This amdifilso chopped to reduce

its offset and 1F noise contribution. Because the input differential pakpegience the

full signal swing, the input choppers have to be sized apjatady. In this case, both the

input and output choppers were designed to kdte minimum size switches.

Table 4.5: Opamp Transistor Sizing for the three stage dasamplifier

Component  Component
Name Sizing

M1, M2 88x 2/0.25
M3 48x 4/0.50
M4, M5 48x 1/0.50
M6, M7 24x 1/0.50
M8—-M11 24x 4/0.50
M12 216x 1/0.50
M13 216x 4/0.50
Rc 100Q

Ce 15pF

Table 4.5 shows the transistor sizes of the buffer opamp.opaep was designed to
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drive a 2(pF output capacitance, which is sufficient for our purposes Auiffer stage was
designed with a gain of @B, and a bandwidth of ZdHz The current consumption of the
buffer opamp is 2014mA, although the buffer power consumption is not included inith
the interface power budget since it was designed only sahleanterface can be properly
tested.

4.3 Chopping Clock Generation

The chopper clocks were implemented using non-overlapgigks. Figure 4.8 shows the
non-overlapping clock generator used.

clk chop_clk
pdn_clk chop_clki
chop_clkn
chop_clkni

Figure 4.8: Non-overlapping chopper clock generator

The clock generator can also be powered down with the resteointerface when in
frequency scaling mode. Moreover, the clock power downaigngiven a separate pin,
which means that the clock generator can be powered dowpeandently from the rest of
the interface. This will become useful in the testing phakemwe would like to examine
the effects of chopping.

4.4 Gain and Buffer Select Mux

The input Gain-Select mux, and the Buffer-Select mux hawélai implementations such
as the one shown in figure 4.9. The switches are implemeniad transmission gates,
since the common mode of the input signals is mid-rail.

The control logic uses a “one-hot-encoding” logic whichngiron only one of the
switches at a time, preventing the signal from entering thpldier through multiple paths.
The switches have to be sized so that the variation in swislstance does not severely



4.5. Design for Testability: Analog Test Mux 59

— e —— —— —— —— —— — — —

|

cntrl0 — .

| Control L
centrll —— oo 7sée>l[0:3] :
I I
I 1 sel0 , |
in0
B
I [selt ing
: — > f
in |
| [sel2 o
L ] I
| |
| |sel3  in3 |
I > I
INPUT MUX

Figure 4.9: Circuit implementation of input select Mux

degrade the distortion performance of the entire systerse@an simulation, the switches
were sized to & the minimum size, similar to the buffer chopper switches.

4.5 Design for Testability: Analog Test Mux

One of the major challenges of any IC engineer is to be ablelbagla design with limited
access to the internal nodes. Because any IC will have eelimitimber of output pins, it
is virtually impossible to debug a design in the lab as we dsifimulation without plan-
ning for it during our design phase, hence the term “Designléstability”. The idea is
that a designer has to identify critical signals that woudtphidentify, with certainty, the
functionality of the circuit blocks, and the sources of elirocases when we do run into
problems in the lab.

In our case the key signals are the opamp bias signals, anidtdrenediate output
signals of each amplifier stage. As such, we have implemamtédnalog Test Mux”, in
order to probe the important signals in our design.

Figure 4.10 shows a diagram of our implementation of theagntdst mux (Amux).
The switches are arranged in a “T” configuration, and weredes using minimum sized
transistors in a transmission gate topology. The switchirobeignals were applied using
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Figure 4.10: Implementation of the analog test mux

a custom-designed shift register. When the signal is beiaggqul (saypias1), the top two
switches Bs) at the head of the T are closed, and the bottom swiBgf) @t the tail is open.
The other two paths have the opposite switching configurafldne paths between the two
switches are pulled to ground for the signals that are natgopiobed. This ensures that
there is no signal feed-through between the signal thatinglgrobed and the ones that are
not being probed. The bits that select which Amux signal tibprare encoded using the
“one hot encoding” scheme. Using the Amux allows multiplgnsis to be probed using
only a few output pins.

4.6 Key Simulation Results

In this section, we show key simulation results of the PGArfsice at nominal process
(TT), voltage (18V) and temperature (2h Because the system was designed with a very
large oversampling ratio, simulating it at its operatingdbaidth (Q5Hz— 0.5kH z) would
be impractically long. Hence, the input signal applied weséased to Hzto decrease
the simulation time. The output of the interface was sample8VIHz using a verilog
sampler block. Figure 4.11 shows a Total Harmonic Distar{ibHD) Vs input amplitude
plot of the interface.

Excluding the “Gain = 1" setting, which bypasses the entiterface, the PGA has a
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Figure 4.11: THD Vs Input Amplitude with different Gain datjs

THD range of 7dB — 107dB. From the plot, it is apparent that the worst case is the “Gain
= 10" setting, with an input amplitude of 16®%,,. Simulations at lower input frequencies
were run at that gain setting to verify the functionality geetfformance, however, not at
the rest of the gain settings, due to lengthy simulation simentioned earlier.

Figure 4.12 shows a plot of the PGA power consumption Vs irgpaplitude when
simulated at a nominal process and a temperature @f Based on the simulations, the
power of the PGA scales as predicted with respect to inputiarde.

Table 4.6 shows the power consumption values of the interf@me observation from
the plot is that the ratio of power going from the Gain 4 settia the Gain 2 setting is
approximately 2.8 instead of 4. This is because the calonktdid not account for the
opamp bias circuitry power, which makes up for the diffeeeimcpower consumption.
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Figure 4.12: Power Vs Input Amplitude

Table 4.6: Simulated Power Consumption

Input Amplitude  Gain  Power Consumption

(MVpp) Setting (mw)
40 10 5278
100 10 5278
101 4 0984
200 4 0984
201 2 0349
400 2 0349
401 1 0001
1000 1 0001




Chapter 5

Experimental Results

N this section, we discuss the experimental results of tleepscalable PGA, which
I was fabricated in A8um CMOS process. In section 5.2, we discuss the Test setup in
detail as well as the test methodology used to charactdreP GA. In section 5.3 and 5.4,
we characterize the signal generator, and the off-chip AB&luo capture data from the
PGA. The purpose of these tests is to establish with ceyt#irt maximum performance
that can be captured from the entire system, since the peafoze can potentially be lim-
ited by setup, and not by the PGA itself. In section 5.5, wes@né and explain the test
results of the fabricated PGA. The PGA was able to achievenardic range of 8B (13
bits), and a noise distribution of 1@@ //Hzwith chopping. Power scalability with respect
to input amplitude was done by running the PGA with a wide eaofjinput amplitudes
(40mVpp -1Vpp), and varying the gain accordingly to get a 48, -1V, output . Power
scalability with respect to input frequency was tested bynimg 5 different power down
modes. The operating power range for the PGA (over frequandyamplitude) is A¥ to
5.33mwW.

5.1 IC Fabrication

The power scaleable PGA was implemented ink8m CMOS process (hominadipp =
1.8V), and fabricated through the Taiwan Semiconductor Marufagy Corporation (TSMC)
in a single poly, 6-metal process, including MIM capacitodeDeep N-Well layer op-
tions. The PGA core area wasOfnm x 0.6mm(0.6mn¥), the core area including the

63
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buffer was 13mm x 0.6mm(0.8mn¥), and the total area including the bonding pads was
1.7mm x 1.0mm(1.70mn?). The integrated circuit was packaged in a 44-pin CQFP pack-
age. To minimize power supply related noise, analog pinewgeparated from digital
(clock) pins on the power supply ring surrounding the ADCeca¥loreover, the buffer's
power supply was seperated from the PGA's analog suppiyiaw or higher supply volt-
ages for the buffer. A die photograph of the fabricated 1Chisven in figure 5.1, with key
blocks highlighted.
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Figure 5.1: DUT Die Photo

5.2 Test Setup

5.2.1 System Level Representation

Figure 5.2 shows a system level diagram of the test setuptasacluate the performance
of the DUT Device Under Test). The Stanford Research Syste8RE) function generator
was used because it has a high dynamic range at low freqgefitie Analog Devices ADC
(AD9240) was used because it can measure up to 14 bits resolutidh $NDR ENOB).
Itis also has a typical SFDR rating of @, and a typical THD of 88B at maximum input
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range. The ADC was sampled a¥biz using a crystal oscillator. An Altera FPGA board
was used for Power-Down signal generation. The FPGA waketbasing the same\bH z
crystal oscillator used to sample the ADC.
2
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Figure 5.2: System Diagram of The Test Setup

The output of the PGA can be disconnected from the ADC andexied to atd P3855A
spectrum analyzer. This serves as both a contingency inltageDC does not work prop-

erly, as well as helps isolate any anomalies that might oicour the ADC.

5.2.2 Printed Circuit Board

A 4 layer FR4 dielectric PCB board with a minimunmié trace was designed and con-
structed for the DUT. Figure 5.3 shows the layout of the Rdrircuit Board (PCB). The
Power planes on the board was split up into analog, digitel,lmard power planes. The
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power supply voltages for the DUT, and other on-board IC'sengienerated by low noise
LM1117 regulators. The common mode was generated by using a potet8r as a resis-
tor divider. The desired voltage is then buffered through.Bv301 opamp connected in
unity gain configuration.

N
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Figure 5.3: Printed Circuit Board Layout

5.2.3 IC Test Methodology

Due to limitations in the test setup, the DUT was tested ustightly different than the
intended operation. Figure 5.4 illustrates a represemtaif the intended operation (a),
which was also illustrated in chapter 3, and the testing otkthen the power-down modes
are used (b).
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Figure 5.4: Power-Down Cycle (a)intended operation, ajehéasured

Because the logic analyzer could only stofe-2 1048576 points, if we were to average
5000 sample points for every ON time (as shown in figure 5)4¢eg would end up with
only 200 points to plot an FFT. As an alternative, only onenpaias sampled every ON
time (as shown in figure 5.4(b)). Moreover, in the power dowrlB00 case (where the
input signal is (®6H 2), the interface would be ON fomis, and OFF for 9%. That means
that we would take only one data point every second, whichntnéeat we would have
to wait a million seconds for a million point FFT! In order teduce the testing time, we
reduced the power down period by a factor of 10, while keeplirgON/OFF duty cycle
the same. Moreover, as we go to lower input frequencies, tingoer of FFT points was
reduced, in order to reduce the data capture time.

For the “No-Power-Down” casd;, = 0.5kH 2) the signal was sampled at the full rate
of BMHz (OSR = 5000), and the full million point FFT was taken withemeraging every
5000 samples.
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5.3 Signal Generator Characterization

Because of the high accuracy requirement of the DUT, thesetap must be characterized
to verify that it does not limit the overall performance oétkystem. The SRS Signal gen-
erator was characterized using tH®3588A spectrum analyzer to determine its maximum
linearity as a function of amplitude and frequency. Figiréga) to 5.5(c) show the spectra
for the signal generator output at 48@5Hz and different amplitudes, and figures 5.6(a) to
5.6(c) show the spectrum for a 2487z signal.
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Figure 5.5: Signal Generator Spectra with different ougpnplitudesF = 481605Hz

There are two important points to note from the output spediirst, in all cases, the
signal generator seems to be give a worst case SFDR of ardaigl &his is sufficient to
test a 13-bit system, and a little less than sufficient todekt-bit system. Ideally a 9B
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Figure 5.6: Signal Generator Spectra with different ougpnplitudesF = 243187z

dynamic range signal source would be sufficient to test a tldysiem, to ensure that the
system is not limited by the signal source. Second, it is sppdhat there is a 60z (and
its harmonics) component in the output signal. This will ¢pedred in any further analysis
of test results for the DUT, since the target applicationattdyy powered and would not
suffer from AC supply noise.

5.4 ADC Characterization

As was mentioned in thest Setup section, a 5MHz ADC was used on board to digitize the
output sine wave for analysis. The AD9240 was charactefzeapplying the input from
the SRS signal generator directly into the ADC input thro8§hA connectors at the input
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of the ADC. The reference voltage of the ADC was measured th.Bé (Viop = 4.0V,
Viop = 1.0V, andVCM = 2.5V). Figures 5.7 and 5.8 show the Spurious Free Dymanic
Range (SFDR) and the Total Harmonic Distortion (THD), resipely of the ADC.
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Figure 5.7: SFDR Vs Input amplitude of the External ADC
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Figure 5.8: THD7 Vs Input amplitude of the External ADC

Figure 5.9 shows some sample power spectral density platseofADC output with
different input amplitudes. From the PSD’s we can see thatetlare higher order spurs
that dominate over the third order harmonic. That may bébated to the fact that the
ADC input was not buffered, or that the voltage referencesat clean. Due to the lack of
testability in the external ADC, it was difficult to ascertdhe cause of that dominantb
and " order harmonics.

Figures 5.10 and 5.11 show the SFDR and THD plots of the ADCahig include up
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10

to the third order harmonic. The difference between the esihelow and above clearly
indicate that in nearly 50% of the cases, the dominant haianeas higher in frequency

than the third order harmonic.

5.5 IC Test Results

5.5.1 DC Bias Points

Because of the analog test mux (AMUX) that was designed, & ngatively easy to be
able to probe the DC bias voltages of the OPAMPs and compare th the simulations.
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Figure 5.10: SFDR Vs Input amplitude of the External ADC
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Figure 5.11: THD3 Vs Input amplitude of the External ADC

table 5.1 below shows the measured and simulated (overaty@ic slow corners) results
of DC bias points in the Amplifier OPAMPs as well as the buff@efer to figure 4.5 for
the bias voltage names.

Relative to the typical corner, all of the measured biasagds were within 50V from
the simulated values. This table shows that all currentcesuand cascode transistors are
well within the active region, with no transistors in triode
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Table 5.1: DC Bias Points: Simulated and Measured

AMPLIFIER1 AMPLIFIER 2,3 BUFFER
Simulated | Measured| Simulated | Measured| Simulated | Measured
vVl | V] V] vVl | V] V] vVl | V] (V]
(TT) | (SS) (TT) | (SS) (TT) | (SS)
VDD 1.80 | 1.80 1.80 1.80 | 1.80 1.80 191|191 1.91
VBP 1.22 | 1.17 1.17 1.22 | 1.17 1.17 1.36 | 1.31 1.31
VBN 0.60 | 0.66 0.62 0.60 | 0.66 0.63 0.58 | 0.64 0.61
VBP1 0.83 | 0.77 0.86 0.83 | 0.77 0.83 0.99 | 0.94 1.00
VBN1 0.99| 1.04 0.94 0.99 | 1.04 0.97 0.92 | 0.99 0.87
VBPcasc| 1.21 | 1.17 1.16 1.21 | 1.17 1.16 1.34 | 1.30 1.29
VBNcag| 0.62 | 0.67 0.65 0.62 | 0.67 0.66 0.59 | 0.64 0.61

5.5.2 Spurious Free Dynamic Range (SFDR)

In this section we show the SFDR performance of the DUT. Hat@sted the performance
limits of the external ADC and the signal source, we are no tbsee how well the DUT
performs, knowing that the overall system can be limitedigyADC performance. Figure
5.12 below shows the SFDR plot of the DUT. The input is swephfdQmVp, to 1.0V, at
an input frequency of 486H z, while adjusting the gain setting so that the output is atlea
400mVpp. The plot shows that the SFDR ranges from approximatetiBA2 97dB.
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Figure 5.12: SFDR Vs Input Amplitude with different Gainteags

Figures 5.13(a)to 5.13(h) show the power spectral densgifi¢the system output. The
60Hz components and its harmonics were ignored in the SFDR edionl The spurs past
the third harmonic were similar to the higher order spursoled in the ADC output PSD.
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In order to ascertain that they did not come from the DUT, th&lvas disconnected from
the ADC, and the output was connected to the spectrum amaligeire 5.14 below shows
the output spectral densities.

\I\\I\\\I‘\I\\I\\\I‘I\\I\\\I\‘I\\I\\\\\
©.000 @081 e.@a2 a.ee3 a.e8q

(@) Input = 40mVpp, Gain = 10

P

\\I\\I\\\l\\I\\I\\I‘\I\\I\\I\‘\I\\I\\I\‘
e.608 @.681 .86z e.ea3 @.e04

(b) Input = 100mMVpp, Gain= 10

Figure 5.14: Output of DUT through a Spectrum Analyzer

The gain setting of “10” represents the worst case, sincesitireal goes through the
largest number of Opamps. Moreover, with f®Q,, input signal swing, the entire circuit
experiences its largest dynamic range for this applicatiothis case we can see that there
are no visible harmonics past the third harmonic.

This leads to the conclusion that any harmonics in the posvieSD’s are from the
ADC and not from the DUT. Hence, any spurs past the third haitmoan be ignored.
From the spectra we can see that there is a large second ameorfic component. That
is because the spectrum analyzer can only accept singenguts, hence the above
spectra are single-ended spectra. The second harmonieaygreduced when measured
differentially, as is apparent in figures 5.13.

Figures 5.15(a) to 5.15(d) shows the SFDR Vs input amplifpidés with different
power down modes (i.e. different input frequencies). As lbarseen in the figures, the
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Figure 5.15: SFDR with different power down modes

results are consistent regardless of the power down modezdver, for frequencies below
10Hz, the linearity of the signal source seems to deterioratgures 5.16(a) to 5.16(d)
shows the PSD’s with the power down modes. Because there fidtaroto remove the
modulated offset and/F noise, they get aliased back in the visible band. In the power
down by 100 and 1000 cases, thé¢H&harmonics also bet aliased back.

5.5.3 Total Harmonic Distortion (THD)

Figure 5.17 shows the THD Vs input amplitudes with differgain settings. Similar to the
SFDR, the THD was calculated by counting only up to the foritheo harmonics. In the
previous section we have established that any higher oatendnics come from the ADC
as opposed to the DUT.

As with the SFDR case, it is worthwhile to see the effect of pomg down on the
performance of the DUT. Figures 5.18(a) to 5.18(d) show tR® s input plots using
different power down modes. Once again, powering down cnsesignificant change in
performance.
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Figure 5.18: THD with different power down modes

5.5.4 Power Scaling

Now that we have established that the DUT is 13-bits lineaawarage, even under dif-
ferent power-down modes, it is time to see how well does thpliier power scale. In

this section, we will measure how well the DUT power scaldatiree to amplitude and

bandwidth.

Amplitude Power Scaling

Figure 5.19 shows the PGA power consumption under diffegaint settings. As can be
seen from the plot, the “Gain 4" setting (designed for tiUg, input) consumes approxi-
mately 6 times less power than the “Gain 10" setting (desidioe 40mV,,, input). How-
ever, we notice that the “Gain 2" setting only consumes agd2ib times less power than
the “Gain 4” setting. As explained in the previous sectidnis is because the total power
does not account for the opamp bias power consumption.

Figure 5.20 shows the amplitude power scaling plots witfedéht power down modes.
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The y-axis is plotted on a log scale to be able to clearly mlystish low power levels. It is
apparent that under lower power down modes, the amplitudepscaling does not seem
to work that well. That is because the input bias current @fALB not being powered
down. That will become more apparent in the next subsection.
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Figure 5.20: Power Vs Input Amplitude with different Powi2own Modes

Frequency Power Scaling

Figure 5.21 shows the power consumption plot vs signal feaqu The different plot lines
refer to the different gain settings, and hence the plot sihmw the different gain settings’
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power scales with frequency. The plot shows a very lineatimiship between power
consumption and frequency, However, because the x-axistigg on a linear scale, it is
difficult to ascertain what is going on in the lower frequemaxgge.
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Figure 5.21: Frequency Power Scaling

Figure 5.22 shows the same plot, but with both x and y-axes log &cale. From
this plot, we can see that frequency power scaling works wll the frequency is scaled
down to 5@z after which it no longer scales linearly. Moreover, if we koat the 05Hz
power points, we can see as we indicated in the previous ctifrs¢hat they do not power-
scale well with different gain settings. This can be seerilygas the distance between
the different line-plots are not uniform, indicating a difénce in power ratios between the
0.5Hz case and the.BkHz case.

In the previous subsection, we mentioned that the degmadatipower-scalability can
be attributed to the fact that the input bias current is netgyed down with the rest of the
circuit. Figure 5.23 shows the same frequency power-sgaiat after the constant input
bias current has been subtracted from the overall averagentiwconsumption.

In this case, the DUT’s power seems to scale better with &eqy although it still
does not scale perfectly linearly in thebblz case (equivalent to a power down mode of
1000). The “Gain 1" case, all amplifiers have been bypassatiany power consumption
comes from leakages and the logic gain-selection blocks.
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Figure 5.23: Frequency Power Scaling after removing theslbi

5.5.5 Effects of Chopping

Itis important to find out how much impact on performance didpping have on the DUT.
Figure 5.24 shows the output PSD (with and without a sigriai)the “Gain 10” setting.
From the PSD’s, it is apparent that the inband noise redutiege$ as a result of chopping.
That translates into a 1B difference in SNR, or 2 bits.

There was no accurate means to measure the residual offget amplifier, because
the test setup was not designed to measure it. This is nadfisagrily important for this test
chip, as the goal in this case was to see the effect of chogpirgF noise, especially in
smaller technologies, wher¢R noise gets worse. We have shown here that we are capable
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of achieving at least 12-bits noise level with relative twvIsignal amplitudes (4@Vyp)
in 0.18um CMOS technology. From the plots we can also see that the li&e morner

frequency is approximately &6z

5.6 Summary

Table 5.2 shows a comparison between simulated and medstegedce power consump-
tion. As was mentioned in chapter 4, due to long simulatiores, the power down modes
were not simulated, and so an accurate comparison can oniabe in the no power down

mode case (5002).

Table 5.2: Simulated Vs Measured Power Consumption

Input Amplitude Input Bandwidth  Gain Simulated Power Measured Power
(MVpp) Hz Setting Consumption (mW) Consumption (mV)
40 500 10 278 5.296
101 500 4 084 0.974
201 500 2 349 0.353
401 500 1 o1 0.001

40 50 10 N/A 0.545
101 50 4 N/A 0.112
201 50 2 N/A 0.038
401 50 1 N/A 0.001

40 5 10 N/A 0.112

101 5 4 N/A 0.022

201 5 2 N/A 0.007

401 5 1 N/A 0.001

40 0.5 10 N/A 0.074
101 0.5 4 N/A 0.015
201 0.5 2 N/A 0.004
401 0.5 1 N/A 0.001

Tables 5.3 - 5.5 show the results summary for the DUT for ghfieinput voltage ranges
and gain settings. Overall, the test results show that sosémerfacing PGA with 13-bit
linearity can be designed to be power-scalable in both grgyand amplitude.
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Table 5.3: Results Summary for Input =My, - 100mVpp

Technology 0.18um CMOS
Power Supply 18v
ADC Sampling Freq. 5.0MHz
Signal Bandwidth Range  0— 0.5Hz(min), 0— 0.5kH z(max)
Chopping Frequency 6250kHz
Gain Settings 20dB
SFDR 72dB(min) 95dB(max)
THD 70dB(min) 90dB(max)
Input Referred Noise 1700nV /\/Hz
Power Consumption Range 74.0lW — 5.30mwW
PGA Area 0.617mn?

Table 5.4: Results Summary for Input = 0@, - 200mVpp

Technology 0.18um CMOS
Power Supply 1.8v
ADC Sampling Freq. 5.0MHz
Signal Bandwidth Range  0— 0.5HZz(min), 0— 0.5kH z(max)
Chopping Frequency 6250kHz
Gain Settings 12dB
SFDR (Mean) 72dB(min) 95dB(max)
THD (Mean) 70dB(min) 90dB(max)
Input Referred Noise 1600nV /\/Hz
Power Consumption Range 15.0lW — 0.974mwW
PGA Area 0.617mn¥

Table 5.5: Results Summary for Input = 20@,, - 400mMVpp

Technology 0.18um CMOS
Power Supply 1.8v
ADC Sampling Freq. 5.0MHz
Signal Bandwidth Range  0— 0.5HZz(min), 0— 0.5kH z(max)
Chopping Frequency 6250kHz
Gain Settings 6dB
SFDR (Mean) 72dB(min) 95dB(max)
THD (Mean) 70dB(min) 90dB(max)
Input Referred Noise 2200nV /\/Hz
Power Consumption Range 4.0l — 0.35mwW
PGA Area 0.617mn¥




Chapter 6

Conclusion

N this dissertation, a technique to improve power scalirficiehcy of automotive
I MEMS pressure sensor interfaces is presented. Power gaaiih respect to ampli-
tude is achieved by cascading gain stages through an inpusgkect mux, which scales
better than previous approaches which utilize either aachest gain stage with output gain
select, or varying the input and/or feedback impedancesnagative feedback configu-
ration. Power scaling with respect to input bandwidth of $keasor is achieved through
periodic power-down of the interface. A prototype of thesifice was fabricated in&v,
0.18um CMOS process. Its power consumption scales betweafl 4 5.33m\W, while
maintaining a Spurious Free Dynamic Range (SFDR) range mapately 72— 92dB,
a Total Harmonic Distortion (THD) range of 7090dB, and an input referred noise of
1700nV /\/Hz

6.1 Future Work

As mentioned in the introduction, this work is part of a larggegrated system of MEMS
pressure sensors. This work presents a solution to a kelepbalin meeting the system
expectations. Future work in this field would include:

* One key challenge with this project is that, while the agatmwer consumption
scales down with respect to both frequency, and amplitudedigital power con-
sumption remains virtually constant, and large compardhescaled analog power.
Therefore, the Power Down FPGA was implemented off-chipw lpmwer digital
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techniques can be utilized to implement an On-chip FPGA|emmiaintaining the
overall power efficiency of the system.

« Integrating a low-power incremental ADC to follow the PG#tdrface stage. This
would provide a complete integrated solution for MEMS puesssensors or any
other resistive-based pressure sensor.

* While this project deals with pressure sensors, the neptwbuld be to implement
similar power-scalable topologies with different kindssehsors that may be capac-
itive, inductive, mechanical, or otherwise.

This work provides lots of promise in the field of sensor elmuts. By reducing
cost pressures of producing customized electronics fdr sansor application, the sensor

industry can look forward to having power efficient, and emuoical solution to a growing
market demand.



Appendix A

Output Noise of a Cascaded Amplifier with
Input Gain Select

Figure A.1 shows the noise model of the cascaded gain amplifib a last stage active
RC amplifier. The resistor values are the same as the onesishdigure 3.17 in chapter
3, which means

R =R
R, = 25R
=R (A1)
R, = 12R
Rs — 24R
Re = 48R

In order to analyze the worst case output noise of this sy¢@&amn setting = 10), we
will use superposition to calculated the noise transfection of each of the noise sources:

Vout 1

Ve 1+ ReCs (A2)
Vou Re 1
Vis  Rs1+R&Cs (A-3)
Vo  Re 1 (A.4)

Vs Rs1+ReCs

87
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Figure A.1: Noise Model of Cascaded Gain Stage with Finalv&dRC Stage

Vou _Rs Ra 1
Vou ™ e A5
Vou Ri R6 1
Vis Rz Rs1+ReCs (A.6)
V, R 1
Vou _ Re Re Rs 1 (A7)
Vi1 Ri Rs Rs1+ReCs
(A.8)
Using those transfer functions to calculate the noise gield
V2, — 4KTRg ! +4KTR Re)"_1 1 4KTRy Re\”_1
out,n — 4RsC 5 R5 4R6C R5 4RsC ( A 9)
RaRs\? 1 RaRs\? 1 RRRs\2 1
AKTR 1 AKTR 1 4KTR
+ 3<R3R5> ARC 2<R3R5> ARC 1<R1R3R5> 4RsC

Which is dependant on the ration of the resistors. Subsiif#ll the resistor values in
equation A.1 into equation A.9 yields

2 1OKT

B~ = (A.10)
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