
THE HARVEST SYSTEM 

Paul S. Herwitz and James H. Pomerene 

Product Development Laboratory, Data Systems Division 
International Business Machines Corporation 

Poughkeepsie, New York 

Summary 

The Harvest System is a large-scale data 
processor designed for maximum performance 
in handling extremely large amounts of data in 
primarily non-arithmetic operations. It is 
being built by IBM under contract with the 
Government and incorporates both a new 
system organization and a stored program 
concept of macro-instructions which directly 
implement many useful data manipulating sub­
routines. Design features include a very high 
processing rate and an on-line table lookup 
facility for effecting very general transforma­
tions. 

Introduction 

Most of the information generated and 
handled in our society is either non-numeric 
or developed within areas supported by little 
or no theoretical structure. A general-purpose 
system for processing this type of information 
must be organized very differently from more 
conventional scientific computers. Many of 
these areas are in the early stages of scien­
tific development where ordering and classifi­
cation are predominant activities and where 
the major problem is to uncover patterns and 
trends upon which theory can be built. There 
are few rules for determining the relevancy 
of information so that often enormous amounts 
must be examined to achieve significant 
results. Comparatively simple operations and 
data transformations are the most useful, and 
the output desired may frequently be some 
statistical characterization of the input. 

The Harvest System is a large scale com­
puter intended for maximum performance in 
this broad area of information processing. It 
was defined and is being built under study and 

development contracts between IBM and the 
Government. Harvest comprises a major data 
processing system reflecting the above con­
siderations and includes an IBM Stretch com­
puter for high performance on conventional 
operations (Figure 1). Stretch has been 
described elsewhere; only the special data 
processing portion is discussed here . 

Harvest Organization 

The Streaming Mode 

Processing in Harvest is parallel by 
character, represented by a quantity of 8 bits 
or less . This quantity is called a byte and is 
the basic information unit of the system. The 
streaming mode is primarily a design attitude 
whose aim is to select bytes from memory 
according to some preassigned pattern and to 
keep a steady stream of such selected bytes 
flowing through a designated process or t rans ­
formation and thence back to memory. Empha­
sis is on maximum flow rate so that the typical 
large volumes of information can be processed 
in minimum times. Processing time per byte 
is held to a minimum by pre specifying byte 
selection rules, processing paths, and even 
methods for handling exception cases, so that 
decision delays are suffered but once for a long 
sequence of bytes rather than being compounded 
for each byte. There is a functional analogy to 
plugboard machines except that the plugging can 
be changed at high electronic speeds and much 
of it on the basis of data encountered. 

Stream Formation 

The bytes which are selected to form the 
stream are taken from memory according to 
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e i ther s imple or compl icated pa t t e rns which 
a r e chosen by the p r o g r a m m e r . For technical 
r e a s o n s m e m o r y is organized into 64-bit words , 
but this a r t i f ic ia l grouping is supp re s sed in 
Ha rves t so that m e m o r y is handled as a long 
s t r ing of bits any one of which can be a d d r e s s e d 
for se lec t ion. Up to 2 1 8 words of m e m o r y can 
be d i rec t ly se lec ted , and since the word s ize 
is exact ly 2° a Harves t a d d r e s s cons is t s of 24 
b i t s : 18 to se lec t the word and 6 to se lec t the 
bit within the word. 

Data a r e t r a n s f e r r e d to and from m e m o r y 
a s 64 p a r a l l e l b i t s ; se lect ion down to the bit 
is accompl i shed by genera l ized operand 
r e g i s t e r s cal led s t r e a m units (F igure 2). 
Each s t r e a m unit contains a l so a switching 
m a t r i x which al lows a byte to be se lec ted out 
with min imum delay, s tar t ing at any bit 
posi t ion within the r e g i s t e r . To handle c a s e s 
where a byte over laps from one m e m o r y word 
into the next and to min imize waiting t ime for 
the next needed word from m e m o r y , each 
s t r e a m unit i s ac tual ly 2 words (i . e. , 128 bits) 
long. The byte output of the s t r e a m unit is 
fed into the p roces s ing a r ea through a b i t - fo r -
bit m a s k which enables the p r o g r a m m e r to 
p a s s any subset of the 8 b i t s , including non-
consecut ive combinat ions . The select ion of 
these bytes is con t ro l ledby the low orde r 6 
bi ts of a s t r e a m of 24-bit a d d r e s s e s genera ted 
by the pa t t e rn se lect ion uni ts . There a r e two 
source s t r e a m units which feed operands into 
the p roces s ing a r e a and one sink s t r e a m unit 
which accep ts r e s u l t s from the p roces s ing 
a r e a . 

P a t t e r n Selection 

The data input to Harves t may be highly 
redundant to any pa r t i cu l a r p rob lem, and so a 
powerful m e c h a n i s m is provided for imposing 
se lec t ion pa t t e rn s on the data in m e m o r y . It 
is a s s u m e d that the v e r y effective input-output 
control in the bas ic Stretch sys tem has g r o s s l y 
organized the contents of m e m o r y . Fo r 
example , var ious c h a r a c t e r i s t i c s m a y be 
r e c o r d e d for a population and r e c o r d e d in 
uniform subdivisions of a f i le. A pa r t i cu l a r 
p rob lem may be concerned with only a ce r t a in 
c h a r a c t e r i s t i c drawn from each r e c o r d in the 
fi le. Again, for example , data m a y be s to red 
in m e m o r y in m a t r i x form and the pa r t i cu l a r 
p rob lem m a y r e q u i r e the t r anspose of the 
m a t r i x . 

P a t t e r n se lec t ion in Harves t r e s e m b l e s 
indexing in other compu te r s , except that in 
H a r v e s t the p r o g r a m m e r de t e rmines the 
a lgor i thm which gene ra t e s the pa t t e rn r a t h e r 

than l is t ing the pa t t e rn itself. Each s t r e a m 
unit has i ts independent pa t t e rn genera t ing 
mechan i sm which is ac tual ly an a r i t hme t i c 
unit capable of per forming addition, s u b t r a c ­
tion, and counting opera t ions on the 24-bit 
a d d r e s s e s . The p r o g r a m m e r specif ies 
pa t t e rns in t e r m s of indexing l eve l s . Each 
level cons is t s of an a d d r e s s increment ing 
value I which is success ive ly added to the 
s ta r t ing a d d r e s s value S until N such i n c r e ­
men t s have been applied, after which the next 
indexing level is consul ted to apply a different 
i nc remen t . The p r o g r a m m e r m a y then 
choose that increment ing continue on this 
level or that the prev ious level be r e s u m e d for 
another cycle of inc rement ing . 

Many other indexing modes a r e provided 
to p e r m i t a lmos t any pa t t e rn of data se lec t ion. 
P a r t i c u l a r a t tent ion has been given to d i rec t 
implementa t ion of t r i angu la r m a t r i x se lec t ion 
and to the i t e ra t ive chains of any fo rmal 
inductive p r o c e s s , however complex. 

In gene ra l , the pa t t e rn se lec t ion faci l i t ies 
complete ly divorce the function of operand 
designation from that of operand p roces s ing , 
except that p r e -d e s ig n a t ed spec ia l c h a r a c t e r ­
i s t i c s of the operands may be pe rmi t t ed to 
change the se lec t ion pa t t e rn in some fashion. 

P roces s ing Fac i l i t i e s 

The pa t t e rn se lec t ion units de te rmine the 
movement of data between the s t r e a m units and 
m e m o r y and, together with the s t r e a m uni ts , 
de te rmine the byte flow in the p roces s ing a r e a . 
The p rocess ing fac i l i t i es , together with the 
se lec t ion fac i l i t i es , have been designed to 
give a flow r a t e of approximate ly 4 mi l l ion 
bytes per second. Source s t r e a m units to the 
p rocess ing a r e a a r e s t r e a m units P and Q 
while the sink s t r e a m unit is s t r e a m unit R. 

Trans format ion Fac i l i t i e s 

Two faci l i t ies a r e provided for the t r a n s ­
format ion of data (F igure 3). E x t r e m e l y 
genera l opera t ions on one or two input v a r i ­
ables can be accompl i shed with the on-l ine 
table lookup faci l i ty. Simpler opera t ions can 
be done d i rec t ly by the logic unit without 
involving m e m o r y lookup. The logic unit a l so 
provides a choice of s e v e r a l one-bi t c h a r a c t e r ­
izat ions of the input bytes (such as Byte from 
P > byte from Q). These one-bi t s ignals can 
be used to a l t e r the s t r e a m p r o c e s s through 
the adjustment m e c h a n i s m . 

The table lookup facil i ty cons i s t s of two 



uni ts . The m o r e impor tan t logically is the 
Table Addres s A s s e m b l e r which accep t s bytes 
from one or two sou rces and from them forms 
the lookup a d d r e s s e s which a r e sent to m e m o r y 
(F igure 4). The other is the Table Ex t r ac t 
Unit which p e r m i t s se lect ion of a pa r t i cu l a r 
field within the looked-up word. Both units 
have the i r own indexing m e c h a n i s m s and 
together they p e r m i t the p r o g r a m m e r to 
a d d r e s s a table ent ry ranging in s ize from one 
bit up to a full word and s ta r t ing a t any bit 
posi t ion in m e m o r y . This f reedom is 
abr idged only by cons idera t ions of the table 
s t r u c t u r e chosen by the p r o g r a m m e r . 

The table lookup facili ty a l so p rov ides 
a c c e s s to the m e m o r y fea tures of Count and 
Ex i s t ence . Under ins t ruc t ion f rom the Table 
Address A s s e m b l e r the medium speed m e m o r y 
can use the a s s e m b l e d a d d r e s s to logical ly OR 
a one into the r e fe renced bit posi t ion. The 
r e f e renced word as it was just before the 
ORing can be sent to the table ex t rac t unit. 
In the h igh-speed m e m o r y a one may be e i ther 
ORed or added into the r e fe renced bit posi t ion 
with the same provis ion for sending the word 
before a l t e ra t ion to the table ex t rac t unit. 
The abil i ty to add ones into h igh-speed m e m o r y 
words p e r m i t s use of these words a s individual 
coun t e r s . Several counter s izes can be 
specified. 

Stat is t ical Aids 

The table lookup facili ty may be used to 
a s soc i a t e s t a t i s t i ca l weights with the o c c u r ­
r ence of pa r t i cu l a r se ts of by tes . Fo r 
example , the occu r r ence of a byte P . in the P 
s t r e a m together with a byte Qj in the Q 
s t r e a m m a y be ass igned a weight Wjj, which 
would be s to red in a table and r e f e renced by 
an a d d r e s s formed from both P j and Q-. 
Al ternat ive ly a m e m o r y counter may be 
a s soc i a t ed with each pa i r P^, Qj and stepped 
on the occu r r ence of each such pa i r . 

A Sta t is t ica l Accumulator (SACC) is 
provided (F igure 5) e i ther to sum the weights 
W over a success ion of se ts of bytes or to 
provide a key s t a t i s t i ca l m e a s u r e of the 
counting r e s u l t s . In addition, SACC can be 
used for many other accumulat ing p u r p o s e s . 

A Stat is t ical Counter (SCTR) provides a 
way of counting the o c c u r r e n c e s of any of a 
l a r g e number of events during a s t r e a m . In 
p a r t i c u l a r , SCTR can be designated to count 
the number of weights W which have been 
added into SACC. 

The St ream Byte-by-Byte Ins t ruct ion 

The table lookup unit, the logic unit, and 
the s ta t i s t i ca l units can be connected into the 
p rocess ing s t r e a m in var ious ways by the 
p r o g r a m m e r . Like a c l a s s of analog c o m ­
p u t e r s , these connections ref lect the s t r u c t u r e 
of a problem and a r e the e lec t ronic equiva­
lents of a plugboard. The hookup chosen by 
the p r o g r a m m e r then appl ies the same p r o ­
cess ing to each byte or pa i r of bytes sen t 
through it; this v e r y genera l p roces s ing mode 
is cal led the St ream Byte-by-Byte ins t ruc t ion . 
The connect ions, indexing p a t t e r n s , and 
specia l conditions desc r ibed below all fo rm 
pa r t of a p re - spec i f i ed setup which can be 
cons idered as a m a c r o - i n s t r u c t i o n putting the 
computer into a specific pos tu re for a specific 
p rob lem. 

Monitoring for Special Conditions 

The concept of a s t r eaming p r o c e s s 
de te rmined by a flexible and extensive setup 
specification is m o s t meaningful when appl ied 
to a l a r g e batch of data which is a l l to be 
t r ea t ed the same way. In any p a r t i c u l a r 
s t r eaming p r o c e s s , spec ia l conditions m a y 
a r i s e within the data being p r o c e s s e d which 
call for e i ther m o m e n t a r y or pe rmanen t 
changes in the p r o c e s s . For example , the 
t r ans fo rmat ion being p e r fo rmed may be 
undefined for c e r t a i n c h a r a c t e r s so that these 
m u s t be deleted at the input; or a spec ia l 
c h a r a c t e r may be r e s e r v e d to m a r k the end 
of a r e l a t ed succes s ion of bytes after which 
the p r o c e s s or the pa t t e rn of data se lec t ion 
m u s t be a l t e red . 

Special condit ions can be moni to red in 
s eve ra l ways (F igure 5). Special c h a r a c t e r s 
can be detected by Match Units , each of which 
can be ass igned a specia l 8-bit byte to ma tch . 
There a r e four Match Units; W, X, Y, and Z, 
which can be connected to moni tor the s t r e a m 
at s eve ra l different poin ts . When a m a t c h 
o c c u r s , the Match Unit can d i rec t ly do one of 
s eve ra l opera t ions on the s t r e a m and can a l so 
emit a one-bit s ignal indicating the ma tch . 

A la rge number of other one-bi t s ignals 
a r e genera ted by the va r ious s t r e a m faci l i t ies 
to m a r k key points in thei r r e spec t ive p r o ­
c e s s e s . These one-bi t s igna ls , col lec t ively 
cal led s t imul i , can be moni to red to accompl i sh 
specific opera t ions , such a s stepping SCTR or 
mark ing the end of an indexing pa t t e rn . They 
can a l so be used to accompl i sh a much wider 
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range of opera t ions through the adjus tment 
m e c h a n i s m , 

Up to 64 s t imul i a r e genera ted by the 
va r ious p r o c e s s i n g , indexing, and moni tor ing 
functions in H a r v e s t . For any pa r t i cu l a r 
p rob lem those s t imul i which r e p r e s e n t the 
key or significant p r o p e r t i e s of the data being 
s t r e a m e d can be chosen. To each s t imulus or 
coincident combinat ion of s t imul i the p r o ­
g r a m m e r m a y a s s o c i a t e one or m o r e of a 
l a rge number of r eac t ions on the s t r e a m ; i ts 
data , i ts p r o c e s s , or i ts indexing. These 
s t i m u l u s - r e a c t i o n p a i r s a r e called ad jus tments . 
The adjus tment m e c h a n i s m gives the p r o ­
g r a m m e r a d i rec t way of picking out those 
e lements of the s t r e a m which a r e different 
f rom the gene ra l run . These different 
e lements m a y provide the key to the pa t t e rn 
being sought, e i ther because they a r e p a r t i c u ­
l a r l y r e l evan t or because they a r e dis t inct ly 
i r r e l e v a n t . 

P r o g r a m m i n g Harves t 

The Ins t ruct ion Set 

Conventional a r i t hme t i c and scientif ic 
computat ional p r o c e s s e s and al l input-output 
opera t ions for H a r v e s t a r e pe r fo rmed in the 
St re tch computer which is p a r t of the s y s t e m . 
When Stre tch ins t ruc t ions a r e used, the 
sys t em ope ra t e s in the a r i thme t i c mode; when 
s t r eaming mode cont ro l is imposed, the 
unusual ins t ruc t ions unique to Harves t a r e 
ava i lab le , The re a r e about -85 ins t ruc t ion 
fami l ies ( i . e . , ins t ruc t ion types plus a s soc i a t ed 
opera t ion modif ie rs ) in Stretch a lone . The 
Ha rves t s t r e a m ins t ruc t ions add a va r i e ty of 
e x t r e m e l y powerful data p rocess ing tools to 
the s e v e r a l thousand bas ic Stretch ope ra t i ons . 
Throughout the sys t em the ins t ruc t ion fo rma t s 
v a r y in length: s i n g l e - a d d r e s s ins t ruc t ions a r e 
32 bits long, t w o - a d d r e s s ins t ruc t ions and 
ins t ruc t ions that opera te on va r i ab le length 
fields a r e 64 b i t s long, and s t r e a m ins t ruc t ions 
have an effective length of 192 b i t s . 

St reaming mode ins t ruc t ions a r e v e r y 
much like bui l t - in subrout ines or m a c r o -
ins t ruc t ions . Jus t a s it is n e c e s s a r y to 
in i t ia l ize a p r o g r a m m e d subrout ine , it is a l so 
n e c e s s a r y to in i t ia l ize or se t up the Harves t 
p r o c e s s o r . Roughly about 150 p a r a m e t e r s and 
cont ro l bi ts m a y influence s t r e a m i n g . Ha rves t 
is set up by loading values of some of these 
p a r a m e t e r s into and setting the d e s i r e d control 
bi ts in specif ic , a d d r e s s a b l e setup r e g i s t e r s 
p r i o r to the execution of a s t r e a m ins t ruc t ion . 
Ce r t a in changes in the p a r a m e t e r va lues or 

control bit set t ings genera te s t imul i which 
m a y be used to t e r m i n a t e or cause automat ic 
adjus tments to be made to the s t r e a m , or to 
cause a change to the a r i t hme t i c mode of 
opera t ion. The adjus tment opera t ions 
essen t ia l ly const i tute a second level of s t o r ed 
p r o g r a m and a r e used m o s t genera l ly to 
handle the exception c a s e s that occur during 
p roces s ing opera t ions . Thus the p r o g r a m m e r 
se t s up Harves t to execute a s t r e a m ins t ruc ­
tion; execution begins and is au tomat ica l ly 
modified a s changing data or setup d ic ta tes ; 
much rout ine bookkeeping is done au toma t i ­
cal ly by the s e v e r a l independent pa t t e rn 
genera t ing (indexing) m e c h a n i s m s ; changing 
values of p a r a m e t e r s a r e a lways avai lable for 
p r o g r a m m e d inspect ion if au tomat ic i n s p e c ­
t ion is not sufficient for the p a r t i c u l a r o p e r a ­
tion being pe r fo rmed . 

While mos t of the p r o g r a m m i n g in the 
s t r eaming mode of opera t ion is cen te red 
a round the S t r e a m - B y t e - b y - B y t e ins t ruc t ion , 
a number of other ins t ruc t ions der ive f rom 
the unique organiza t ion of Harves t . The 
a r r a n g e m e n t of the Harves t data paths and p r o ­
cess ing units fac i l i ta tes the inclusion of o p e r a ­
tions that p e r f o r m within one ins t ruc t ion each 
many of the rout ine collating functions such as 
merg ing , sor t ing , and file sea rch ing and m a i n ­
tenance that a r e so common to c o m m e r c i a l data 
p r o c e s s i n g . Fac i l i t i e s of the table lookup unit 
a r e used extensively in these as well a s in 
s eve ra l other ins t ruc t ions designed p r i m a r i l y 
for the logical manipula t ion of data. 

Since such extensive use is made of tab les 
of p a r a m e t e r s , table t r a n s f o r m a t i o n s , and 
other data a r r a y s in the Harves t approach to 
data p roces s ing , a specia l Clear Memory 
ins t ruc t ion is avai lable for c lear ing l a rge 
blocks of m e m o r y in min imum t ime and with 
min imum p ro g rammin g effort. A single 
execution of this ins t ruc t ion will c lea r a s few 
a s 64 consecut ive words or as many as 2048, 
depending on the p r o g r a m m e r ' s w i shes . The 
execu t ion t ime in the l a t t e r case is l e s s than 
3 - 1 / 2 fisec, and only one ins t ruc t ion a c c e s s 
from m e m o r y is made . A full m e m o r y c o m ­
plement of 2*° words can be c l ea r ed in l e s s 
than one mi l l i second. 

Collating Opera t ions 

Genera l ly speaking, in o rde r to pe r fo rm 
merg ing , f i l e sea rch ing , and other such 
collating opera t ions , it is n e c e s s a r y to specify 
a number of p a r a m e t e r s such a s r e c o r d length 
file length, control field length and posi t ion, 
e tc . For Harves t , these p a r a m e t e r s need 



only be tabulated in p rope r o rde r by the p r o ­
g r a m m e r . They a r e then uti l ized by the 
indexing m e c h a n i s m s to cause data to be 
picked from and l a te r be s to red into m e m o r y 
according to the pa t t e rns that na tura l ly occur 
in such data. 

The Merge ins t ruc t ion family ac tual ly 
contains eight independent control sequences 
that may be used to m e r g e files or even to 
comple te ly so r t blocks of r e c o r d s with but a 
single ins t ruc t ion a c c e s s from m e m o r y . The 
pa r t i cu l a r option chosen by the p r o g r a m m e r 
depends upon whether files a r e to be a r r a n g e d 
in ascending or descending o rde r , whether or 
not the r e c o r d block can be contained in at 
mos t half the avai lable m e m o r y , and whether 
the control field heads the r e c o r d or is offset. 

As an indication of the p rocess ing speed of 
Harves t , in the mos t favorable case (one-word 
r e c o r d s with control fields at the beginning of 
r e c o r d s ) a block of 30,000 r e c o r d s a l r e a d y in 
m e m o r y can be complete ly sor ted in 1-1/4 
seconds or l e s s . 

The Search ins t ruc t ion complex cons i s t s of 
twelve control sequences , each of which fac i l i ­
t a tes abs t rac t ing from a m a s t e r file al l r e c o r d s 
whose control fields bear any specific one of s ix 
poss ib le re la t ionsh ips to the control field of each 
r e c o r d of a detai l f i le. The poss ib le r e l a t i on ­
ships a r e the six s tandard compar i son conditions 
< , L. , *> , ^ , =, ^ . If it is not des i r ed to move 
the r e c o r d s that mee t the s e a r c h condition, it is 
poss ib le to tabulate the i r a d d r e s s e s automatical ly , 

Another complex cal led Select p e r m i t s the 
p r o g r a m m e r to se lec t from a file that r e c o r d 
having the l ea s t or g r e a t e s t control field. 

For the purpose of facili tating file m a i n ­
tenance opera t ions , Harves t includes a collating 
ins t ruc t ion complex cal led T a k e - I n s e r t - R e p l a c e . 
When the opera t ion is executed under " ins t ruc ­
tion cont ro l , " then whenever m a s t e r and detai l 
r e c o r d control fields match , e i ther the m a s t e r 
r e c o r d is taken out of (deleted from) the m a s t e r 
file or is r ep laced by the detai l r e c o r d . Under 
"data con t ro l" the act ion taken whenever control 
fields ma tch is indicated by the contents of a 
specia l control byte in the detail r e c o r d . The 
m a s t e r s can be deleted or rep laced , or the 
detai l r e c o r d can be i n s e r t e d in the m a s t e r file; 
or under ce r t a in c i r c u m s t a n c e s the main tenance 
p rocedure can be in te r rup ted when m a s t e r 
r e c o r d s with specia l c h a r a c t e r i s t i c s a r e located, 
and r e s u m e d with a min imum of p ro g rammin g 
effort when des i r ed . 

Instruct ions such as the collating opera t ions 
desc r ibed above lead to a cons iderab le reduc t ion 
in the length of the genera l i zed r e p o r t g e n e r a ­
t o r s , file maintenance rou t ines , sor t ing and 
merg ing p r o g r a m s , e tc . , that might be expected 
to become assoc ia t ed with such a computer 
sy s t em. 

Table Lookup Opera t ions 

It is often d e s i r e d to be able to obtain data 
from or s tore data at an a d d r e s s that i s not 
d i rec t ly dependent on the data itself. The 
Indirect Load-Store ins t ruc t ion complex p e r m i t s 
wide lati tude in the format ion of such a d d r e s s e s 
and in the subsequent manipulat ion of the 
or iginal data. In e s s en ce the opera t ion is a s 
follows: p a r a m e t e r s from one of the s o u r c e 
s t r e a m units a r e used in the format ion of an 
a d d r e s s in the table lookup unit; e i ther this 
p r i m a r y a d d r e s s itself or e i ther of the a d d r e s s e s 
found in the word at the m e m o r y locat ion 
specified by the p r i m a r y a d d r e s s becomes 
e i ther the origin of a field of data to be en t e r ed 
via the other sou rce s t r e a m unit or the locat ion 
at which the data field is to be s to red by the 
sink s t r e a m unit; the data is moved from source 
to sink and the en t i re cycle is r epea ted . The 
counting and ORing fea tu res of the table lookup 
unit a r e avai lable to the p r o g r a m m e r as m o d i ­
fications of the bas ic ins t ruc t ion cont ro l 
sequence. 

The second ins t ruc t ion complex built a round 
the table lookup unit is cal led Sequential Table 
Lookup. An e x t r e m e l y powerful but concep­
tually simple ins t ruc t ion , it p e r m i t s a c l a s s of 
t r ans format ions to be pe r fo rmed that m a y bes t 
be descr ibed a s data dependent. The i n s t r u c ­
tion causes a s e r i e s of table r e f e r e n c e s to be 
made , each succes s ive r e f e r ence after the f i r s t 
being made in a table whose a d d r e s s is e x t r a c t ­
ed automat ica l ly from the prev ious ly r e f e r ­
enced table ent ry . Also, as each r e f e r ence is 
completed, a va r i ab l e amount of data m a y be 
ex t rac ted from the table en t ry . Moreove r , the 
indexing of the input or output data m a y be 
adjusted according to the contents of the table 
en t ry ( s imi la r to the opera t ion of the Turing 
machine) . The appl icat ions of Sequential Table 
Lookup a r e manifold; the editing for pr int ing 
of numer i ca l data, the t r a n s l i t e r a t i o n of Roman 
numera l s to Arab ic , and the scanning of s y m ­
bolic computer ins t ruc t ions for a s s e m b l y and 
compilat ion purposes a r e but a few. 

The extensive use of tables in p rob lem 
solution typifies the different approach the 
p r o g r a m m e r will take with Ha rves t . The 
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prob lem of t r an s l i t e r a t i on of Roman n u m e r a l s 
to Arabic i l l u s t r a t e s the power of the method. 
Severa l simplifying assumpt ions have been made 
so that the flow cha r t is eas ie r to follow. F i r s t , 
the data - a set of number s e x p r e s s e d in Roman 
n u m e r a l s , each number separa ted from the next 
by a blank (B) - is a s s u m e d to be perfec t , and 
only the c h a r a c t e r s I, V, X, L, C, D, and M 
a r e used. Second, the set of number s is t e r ­
mina ted by two b lanks , Third, the use of four 
succes s ive ident ical c h a r a c t e r s (as Roman IIII 
for Arabic 4) is outlawed. Final ly, the n u m b e r s 
to be t r a n s f o r m e d a r e a l l a s s u m e d to l ie on the 
range 1 to 1000 , inc lus ive . 

The flow char t ( F igu re 6 ) shows the e ight­
een tables ( consis t ing of a total of eighty-two 
m e m o r y words ) used . Under each table 
heading a two-par t en t ry is shown, the p a r t s 
s epa ra t ed by a colon. On the left of the colon 
is the a rgument being looked up, followed in 
p a r e n t h e s e s by an indication of the range on 
which the number or digit that will eventually 
r e su l t mus t l i e . On the r ight of the colon the 
p a r a m e t e r s of the table word cor responding to 
the a rgumen t a r e indicated symbolical ly: e. g. , 
RO-1B (meaning " r e a d out the integer 1 followed 
by the c h a r a c t e r for blank ") or NRO (meaning 
"no readou t" ) . This i s followed by an integer in 
p a r e n t h e s e s indicating what data byte is the next 
a rgumen t (0 m e a n s s a m e byte, 1 means next 
byte , e tc . ); the a r r o w indicates the table in which 
the next a rgument is looked up. 

As an i l lus t ra t ion , consider the t r a n s ­
l i t e ra t ion of DCLXXVIII: 

1. D is looked up in the F i r s t Table; the 
number m u s t be on the range 500 through 899. 
No digit is r e a d out. The next a rgument is the 
next data byte . 

2. C is looked up in the D^ Table; the 
range m u s t be 600 through 899. No readout . 
The next a rgumen t is the next data byte. 

3. L is looked up in the DC, Table; the 

range is 650 through 689. Read out 6. The 
next a rgument is the next data byte. 

4. X is looked up in the L, Table; the 
range of the unknown p a r t of the number is 60 
through 89. No readout . The next a r g u m e n t 
is the next data byte. 

5. X is looked up in the LX, Table; the 
range is r educed to 70 through 89. No readout . 
The next a rgument is the next data byte . 

6. V is looked up in the LX_ Table; the 
range is now 75 through 79. Read out 7. The 
next a rgument is the next byte . 

7. I is looked up in the V Table; the range 
of the final digit is 6 through 8. No readout . 
The next a rgument is the next data byte . 

8. I is looked up in the V"2 Table; the 
final digit is 7 or 8. No readout . The next 
a rgumen t is the next byte. 

9. I is looked up in the V3 Table; the final 
digit is 8. Read out 8 B. The next a rgumen t is 
the second following byte (the next byte is a B), 
i. e. , the f i r s t byte of the next number to be 
t r an s l i t e r a t ed , and is looked up in the F i r s t 
Table . 

The p r o c e s s jus t desc r ibed yielded the 
number 678 for DCLXXVIII. Only one i n s t r u c ­
tion was a c c e s s e d from m e m o r y (the Sequential 
Table Lookup) and, in fact, this single a c c e s s 
s e rved to t r ans fo rm the en t i re set of n u m b e r s . 
The p r o c e s s t e rmina ted when the c h a r a c t e r B 
was looked up in the F i r s t Table . 

C lea r ly the decis ion logic for the p rob lem 
is incorpora ted in the s t r u c t u r e of the t ab l e s . 
However, in const ruct ing these tables the 
p r o g r a m m e r m u s t concent ra te on p r e c i s e l y 
this logic; mos t of the bookkeeping and other 
p e r i p h e r a l p r o g r a m m i n g cons idera t ions a r e 
au tomat ica l ly taken c a r e of. Wherever it was 
poss ib le , this philosophy guided the s y s t e m s 
planning of Ha rves t . 
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INPUT-OUTPUT 

MEDIUM SPEED MEMORIES 
16,384 WORDS EACH 

EXCHANGE 

HIGH SPEED MEMORIES 
1024 WORDS EACH 

ARITHMETIC SECTION 
(STRETCH) 

F i g . 1. The Harves t Sys tem. 

STREAMING MODE SECTION 

.FROM MEMOF^ 

6 4 BIT REGISTER „ 
0 63 

I 
6 4 BIT REGISTER 

64 127 

SWITCH MATRIX 
( 1 2 8 X 8 ) 

DIAGONAL SELECTOR 
(128 WAY) 

TO 
MEMORY 

_J 
WORD ADDRESS j BIT ADDRESS 

18 6 ^ 
^TOTAL ADDRESS - 2 4 BITS " " 

F i g . 2. The s t r e a m unit . 

: M :x 
: A -x 
: s -x 

K -

BYTE 
OUTPUT 



64 64 

P 
INDEXING 

UNIT 

Q 
INDEXING 

UNIT 

-> 

REGISTER P 

128 8 MATRIX 

STREAM UNIT P 

64 64 

REGISTER Q 

- > 128 8 MATRIX 

STREAM UNIT Q 

^ 

^ 

"^ 

£ 
LOGIC 
UNIT 

INDEXING 
• > 

TABLE 
ADDRESS 

ASSEMBLER 

INDEXING 
• > 

TABLE 
EXTRACT 

UNIT 

R 
INDEXING 

UNIT 
• > 

STREAM UNIT R 

8 — > 128 MATRIX <£ 

REGISTER R 

.64 .64 

Fig . 3. Trans fo rmat ion faci l i t ies . 

BYTES FROM \ 
STREAM UNIT P \ 

/ BYTES FROM 
/ STREAM UNIT Q 

P4 Q4 

\ / 

W///////A** Q B I 
/ \ 
/ \ 

1 ( 3 

TABLE 
ADDRESS 
ASSEMBLER 

^ 
SI 

TO MEMORY 
(WORD ADDRESS) 

TO EXTRACT UNIT 
(BIT ADDRESS) 

Fig . 4 . F o r m a t i o n of looKup a d d r e s s . 
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B(End of Problem). RO-B, Go to Arithmetic Mode 
I ( I S n s 4 o r n=9).NR0(l) n , Toble 

B(n=l) RO-IB(I) — 
I (2Sns3) ' .NRO( l ) -

I ( n = 4 ) R0-4B12) -
X ( n = 9 ) : R 0 - 9 B t e l ­

l e (5£n£8) NRO(I ) -

X ( I0sn£49 or 90sn£99) NRO( I ) -

B(n=5) R O - 5 B I D -
| l ( 6 S n s 8 ) . N R O ( l ) -

Table 

B(n=IO) RO-IOB(I) 
I ( I I S n s l 4 o r n = l 9 ) R O - l ( l ) -
K I 5 £ n s l 8 ) R O - I ( I ) 
X (20£n£39).NR0 (I) 

L (50Sn£89) NRO(I) -

L ( 4 0 s n s 4 9 ) R O - 4 0 ) -
C (90sn£99) R O - 4 0 ) -

B(n=50). RO-50BU) 
I ( 5 ISn£54 or n=59). RO-51D-
I ( 5 5 i n s 5 8 ) : R O - 5 ( l ) 
X ( 6 0 s n s 8 9 ) . NRO(I) 

C( IOOsns499or900snS999) NRO(I)-

B(n=IOO) RO-IOOB(I) 

I(IOI<n£l04or n=l09) RO-IO(I) — 

3£(l05<nSI08) RO-IO(I) 

X(llO<nSI49orl90SnSI99) RO-XD-

UI50SnSI89)'RO-l( l) 

C(200SnS399)'NRO(l) 

D (500SnS899) .NR0(D-

-»• First Table 
- » • I 2 Table 

| B(n=2) R O - 2 B 0 ) -
| l ( n = 3 ) R Q - 3 B ( 2 ) - - • • First Table 

-» • First Table 
-» • 3Z:2 Table 

I B(n=6) RO-6B(l) 
I I ( 7 s n s 8 ) NRO( I ) -

- » • First Table 
- » • I | Table 
-» • 2 | Table 
-»• X 2 Table 

B(n=7) R 0 - 7 B ( I ) -
I (n=8 ) R0 -8B(2 ) -

B(n=20). R 0 - 2 0 B ( I ) 
I ( 2 l s n s 2 4 or n = 29)- R 0 - 2 ( D -
Z (25sns28 ) : RO-2(l) 
X ( 3 0 s n s 3 9 ) R 0 - 3 U ) 

-» • First Table 
- » • I | Table 
- » • %t Table 
- • Ones Table 

B(n=0) RO-OB(l) 
I ( l £ n s 4 o r n = 9 ) . NRO( I ) -
Y ( 5 S n s 8 ) N R 0 ( l ) — 

-»• First Table 
-» • I | Table 
-» • 2 , Table 

- • • First Table 
-*> I | Table 
- * • 3T| Table 
- » • LX, Table 

B(n=60): R0-60BI I ) 
I ( 6 l s n s 6 4 or n=69)' R 0 - 6 1 D -
K 6 5 s n s 6 8 ) . R O - 6 0 ) 
X (70Sns89) NRO(I) 

- « • First Table 
- • • I | Table 
- * • 2 , Table 
-*» LX2 Table 

B(n=70). R0-70B( I ) 
I ( 7 l s n s 7 4 o r n=79) R 0 - 7 ( D -
Y(75Sns78) RO-711) 
X(80Sns89) ' R 0 - 8 ( l ) -» • Ones Table 

-» • First Table 

- * • 11 Table 

-»• I |Table 

- > X1 Table 

-» • L| Table 

- • • CjTable 

B(n=200).RO-200B(l) 

I (20ISnS204orn=209) .RO-20( l ) 

1 ( 2 0 5 S n S 2 0 8 ) R 0 - 2 0 I I ) 

X(2IOSn£249or290Sn£299) RO-20)-

1.(250 i n S 289). R0-21I) — 
C(300 i n s 399): R0-3( l ) 

-» • First Table 

-*• 11 Table 

- » • Y | Table 

- » • X | Table 

- » • L1 Table 

- • Tens Table 

B(n=00) RO-OOB(l) 

KOISns04orn=09) .RO-0( l ) — 
2 ( 0 5 S n * 0 8 ) . RO-O(I) 
X(IO£n£49or90£n£99). NRO(I) -
L(50S<nS89) NRO(I) 

D(400SnS499) R O - 4 0 ) -
M(900£n£999) R 0 - 9 1 D -

B(n=500) .R0-500B(l ) 

I ( 50 l£nS504or n=509) RO-5O0) — 
2 ( 5 0 5 SnS508) R 0 - 5 0 ( l ) 

X(6IOSn£549or 590SnS599) R0-51D-

L(55O£n£589):R0-5( l ) 
C(600SnS899) NRO(I) 

-«» Tens Table 

-» • Tens Table 

-» • First Table 
-» • I , Table 
-» • I |Table 
- » X , Table 
- « • L| Toble 
-»> DC, Table 

B(n=600) R0-600B( I ) 
I ( 6 0 I S n S 6 0 4 or n=609) .R0-60( l )— 

Z ( 6 0 5 S n s 6 0 8 ) : R 0 - 6 0 ( l ) 

X(6K)SnS649 or 690SnS699) RO-611)-
L (650SnS689 ) .R0 -6 ( l ) 
C(700SnS899) NRO(I) 

- » • First Table 
- » • 11 Table 
- » • 2 , Table 
-*» X | Table 
-*» L| Table 
-»> DCzTable 

B(n = 700) : R0-700BI I ) 
I (70 ISnS704 or n=709): RO-70(1) 

Z(705SnS708) RO-701D 
X(7K>S n S749 or 790S nS799) R0-7(l) -
L (750SnS789) RO-711) 

C(800S nS899). R O - 8 0 ) 

-» • First Table 
-» • 11 Table 
-» • 3C| Toble 
-« • X|Toble 

M(n-IOOO). R 0 - I 0 0 0 B ( 2 ) - -*• First Table 

Q8 tables) 82 words (table entries)] 

F i g . 6. 




