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Abstract—This paper proposes a half-rate single-loop reference-
less binaryCDR that operates from 8.5Gb/s to 12.1Gb/s (36% cap-
ture range). The high capture range is made possible by adding a
novel frequency detection mechanism which limits the magnitude
of the phase error between the input data and the VCO clock. The
proposed frequency detector produces three phases of the data,
and feeds into the phase detector the data phase that minimizes the
CDR phase error. This frequency detector, implemented within a
10 Gb/s CDR in Fujitsu's 65 nm CMOS, consumes 11 mW and im-
proves the capture range by up to 6 when it is activated.

Index Terms—Burst-mode CDR, clock and data recovery, cycle-
slipping, frequency detection, gated VCO.

I. INTRODUCTION

C LOCK and data recovery circuits typically have two
locking mechanisms: one for frequency and one for

phase. Frequency locking is achieved either by locking the CDR
frequency to an external oscillator whose frequency is close to
a fraction of the data rate (in referenced CDRs) [1]–[6], or by
using a frequency detector (in reference-less CDRs) [7]–[14].
In both architectures, at the beginning of the operation, the
frequency correction mechanism brings the clock frequency
to within a few hundred ppm of the lock frequency. At this
point, the phase detector takes over to correct the remaining
frequency offset and also to lock the phase.
Reference-less CDRs mainly target applications in which the

use of an external crystal is not feasible [7]. One example is a
repeater for either optical or copper media in which the space
and number of pins are severely limited to include an external
crystal oscillator. Also, adding a low-noise, rate-adjustable
crystal could increase the overall cost and complexity of these
receivers [7]. In these applications, frequency and phase de-
tection can be done using the incoming data with the help of a
frequency detector. Conventional frequency detectors monitor
the change in data phase with respect to clock phase over many
unit intervals (UI), and accordingly adjust the VCO frequency
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so as to reduce the frequency offset. This adjustment, however,
may go against the adjustment required by the phase detector,
causing delays in phase locking. These frequency detectors are
known as rotational frequency detectors and they date back to
1954 [10].
Single-loop CDRs in which both phase and frequency detec-

tion is performed in the same loop is becoming popular in recent
years [11]–[14]. Refs. [11] and [12] propose single-loop archi-
tectures in which the CDR starts the VCO control voltage from
zero and slowly sweeps the control voltage until the CDR ac-
quires lock. Although this solution leads to a wide capture range,
it is slow. [13] and [14] periodically reset the the phase of the
clock in order to limit the phase error. This enables the phase
detector to deal with frequency offset, but it comes at the cost
of limited improvement in capture range [13] and a complicated
delay calibration circuitry [14]. We will discuss these two FDs
in more detail in Section II.
In this paper, we propose a frequency detection scheme that

aligns the data phase to the clock phase, and thereby improves
the FD gain, capture range, and power consumption compared
to previous work [13]. Since the delay in resetting data phase is
fixed (and small), no delay calibration circuit is needed. We will
show that while the power consumption of this FD is similar to
that of [13], its performance is improved by about 2 .
The remainder of this paper is organized as follows.

Section II reviews the underlying issues with the existing
solutions. Section III presents the proposed work and
Section IV compares the proposed scheme against previous
works. Section V describes the circuit implementation of the
proposed scheme. Section VI shows the measurement results
of this work and Section VII concludes the paper.

II. BACKGROUND

A. Rotational Frequency Detectors
As shown in Fig. 1, a single-loop phase tracking CDR is com-

posed of a (linear or binary) phase detector (PD), charge-pump
(CP), loop filter (LF) and VCO. When the CDR is locked,
is aligned to the center of the UI and the phase error is zero,
while, at the beginning of the operation, there is a random phase
difference between clock and data.
The relation between the data phase and the clock phase can

be represented either in time domain or in phase domain. Since
we explain the operation of the PD and FD using phase dia-
grams, we review the conversion between these two domains in
Fig. 2(a). For representation purposes, and in order to uniquely
identify the data phase (i.e., the phase of the data edge), assume
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Fig. 1. Conventional half-rate linear and binary CDRs.

Fig. 2. (a) Time domain and phase domain representation of data and clock
(b) response of CDR to phase offset (c) response of CDR to positive frequency
offset ( ).

data samples both clocks, and . When the CDR is
locked, the data edge is aligned to the clock peaks (shown by
the black dots in the right figure), where is zero and
is at its peak. When the CDR is not locked, data edge can arrive
anywhere in the time domain. Therefore, the pair of and

samples map directly to a circle. In the phase diagram,
the phase of the data edge at some given time with respect to
the clock phase is shown by the arrow. The difference between
data phase and phase of is defined as phase error, .
The role of the CDR loop is to zero the phase error. Therefore,
as shown in Fig. 2(b), if the phase of data falls in regions 1 and
3, it will be rotated clockwise (negative PD output), while if the
phase falls in regions 2 and 4, it will be forced to rotate counter
clockwise (positive PD output) with respect to clock phase.
While in a half-rate design and at the beginning of the op-

eration, it is desirable for the average VCO frequency to be
twice the data rate, process, temperature and voltage variations
shift the initial VCO frequency, causing frequency offset be-
tween clock and data. To justify the need for frequency detec-
tion, Fig. 2(c) shows the behavior of the CDR in the presence
of a positive frequency offset. Here, two effects work simulta-
neously on the data phase: one is the effect of the loop (solid
red arrow) and the other is the effect of frequency offset (black
dotted arrow). In region 4, these two effects oppose each other,
while in region 3, they both move the data phase in a clock-
wise direction. Therefore, the data phase spends more time in
region 4 than region 3, and on average, the VCO frequency will
increase. This CDR will eventually lock after a few periods of
cycle-slipping. However, if the frequency offset is large, the ef-
fect of the loop becomes negligible as the change in phase due to

Fig. 3. (a) Conventional Dual-loop CDR (b) operation of a rotational frequency
detector.

frequency offset dominates the total change in phase error (see
(5) in the Appendix). Data phase goes through region 4 with the
same speed that it goes through region 3, and on average, the
VCO frequency remains unchanged.
A rotational frequency detector detects the direction of this

data phase rotation and opposes it. Fig. 3(a) shows a dual
loop CDR in which the FD is placed in parallel to the PD.
Fig. 3(b) shows the operation of a half-rate FD [8] which detects
the data phase crossing between the boundary of regions 1 and
2, and also 3 and 4. It also detects the direction of this boundary
crossing, which is used to find if data frequency is higher
or lower than the VCO frequency. However, guaranteeing a
smooth transition between the FD loop and PD loop, as well as
the area and power overhead of the second FD loop, limits the
use of dual-loop CDRs [11].

B. Frequency Detection Based on Clock Phase Adjustment

In a half-rate CDR, phase error with respect to either
or (which are 90 apart) will move the VCO in the cor-
rect direction. A clock-phase-selection (CPS) FD [13], takes ad-
vantage of this observation and by feeding the “correct” clock
phase into the PD, eliminates the FD loop. This can be done
by selecting the clock phase with a lower value of phase error
on the edge of the data. Fig. 4(a) shows a half-rate linear CDR
with a CPS FD, where the “correct” clock phase is found by
selecting the higher of and if is positive
and the lower of the two if is negative [13]. As shown
in Fig. 4(b), by switching the PD clock, the CPS FD makes the
average CP current negative if and positive if

.
Although [13] eliminates the need for a secondary FD loop,

the CPS FD still allows the CDR to cycle slip in regions 1 and
3, as shown in Fig. 4(b), reducing the efficiency of the PD in
the presence of frequency offset. To eliminate cycle-slipping,
[14] and [17] periodically re-align the clock phase with the data
phase to reset the phase error of the CDR. This is done, as shown
in Fig. 5, by replacing the VCO with a gated-VCO (GVCO)
[19]. By resetting the GVCO, a clock phase reset (CPR) FD
aligns the clock phase to the data phase every data cycles.
This also reduces the errors that the CDRmake before lock [14].
However, the delay required to reset the GVCO could be as large
as 200–300 ps [14]. To solve this problem, [14] delays the data
that gets to the phase detector by up to 300 ps. This ensures
that after the VCO is reset, its phase is aligned with that of the
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Fig. 4. (a) CDR with CPS FD (b) phase error with and without CPS FD when
.

Fig. 5. Implementation of the CDR with “phase reset” [14].

delayed data. The delay line consumes 13 mW of power, and
calibrating it is power and area hungry. Also, perfect calibra-
tion is not possible, as the delay to reset the GVCO depends on
the VCO phase at the arrival time of the data edge. It can be
shown that a residual delay mismatch of causes the CDR to
lock with a forced frequency offset of , where
is the data period and is the number of data edges between
subsequent phase reset events. To reduce this frequency offset,
[14] increases to 8, which comes at the cost of capture range
while [17] increases , running the CDR at 2.2 Gb/s.

III. PROPOSED HALF-RATE FREQUENCY DETECTOR

To enable the phase detector to deal with frequency offset, the
frequency detection mechanism should adjust the phase error
of the PD prior to frequency locking. In order to achieve this,
we propose to occasionally shorten or elongate the data UI by
inserting a unit interval adjuster (UIA) block prior to the PD.
Fig. 6 shows the phase error of a half-rate binary CDR with the
proposed UIA block along with the block diagram of the UIA.
For the case of a positive frequency offset ( ),
the data UI is smaller than half the clock period, and hence the
data edge moves to the left with respect to clock, increasing
the phase error. When the phase error becomes large enough
(greater than ), we replace a UI with a “long UI”, so as
to reduce the phase error by . The threshold was
chosen as it can easily be detected by comparing the signs of

and at the data edge (and without knowing their
amplitude). In case of a negative frequency offset (

), the data UI is larger than half the clock period, and
hence the data edge moves to the right with respect to clock,
moving the phase error in the negative direction. When it be-
comes smaller than , we replace the UI with a “short
UI”, again limiting the phase error. By not letting the phase error
exceed UI/4, cycle slipping is totally eliminated. A “long UI” is
approximately 1.25 UI long while a “short UI” is approximately
0.75 UI long. The long and the short UIs are created respectively
by either delaying or advancing the data by 0.25 UI.
As shown in Fig. 6, the UIA block is comprised of a phase

error monitor block, a CMOS delay line and a transmission
gate based multiplexer. The long and the short UIs are produced
by passing data through a 4-tap delay line with approximately
0.25 UI delay between adjacent taps. A half-rate CDR has two
locking points, shown in Fig. 2(a). As far as the PD is concerned,
the phase error due to the 0 and the 180 phases of the data is
the same. Therefore, only three phases of the data needs to be
generated. The data phase goes back to the 0 phase after it ar-
rives at the 135 phase. The CDR makes an error during this
switch, however this error occurs before lock acquisition and
can therefore be tolerated. Also, this introduces a glitch into the
data stream which can be tolerated by the loop, as the frequency
of the occurrence of these glitches are low. Furthermore, these
data glitches are acceptable as they occur prior to CDR lock. The
phase error monitor block is responsible for detecting when the
phase error is greater or smaller than or , respec-
tively. The four-bit, one-hot, output of this block controls the
multiplexer.
Fig. 7 shows the block diagram of the binary half-rate CDR

with the proposed UIA block, where we pass the data through
a unit interval adjuster (UIA) block before it gets to the phase
detector. Since the magnitude of the phase error is kept small, a
binary PD [16] was used in the design.
Fig. 8 shows the phase diagram and the implementation of the

phase error monitor block. One full circle in the phase diagram
represents one full period of the clock and two data UIs under
frequency lock condition. The phase diagram on the left identi-
fies the regions where the phase error is less than . In this
region, UIA is inactive. The phase diagram in the middle corre-
sponds to a data with a negative frequency offset where the data
phase has moved counter-clockwise to arrive in the blue region.
In this region, the UIA shortens one UI so as to align the next
data edge to the clock. A positive frequency offset, shown in the
right phase diagram, rotates the data phase clockwise to arrive
in the red region. In this region, the UIA elongates one UI. The
operation described above is implemented as shown in Fig. 8.
The phase error monitor block samples , and

to produce the (replace with long UI) and
(replace with short UI) signals. The data is delayed if is as-
serted and advanced if is asserted; otherwise, the data phase
remains unchanged. A simplified phase interpolator [18] is used
to realize addition and subtraction of the two clock phases. After
the CDR acquires lock, the and signals stop toggling
(this is because the data phase is no longer rotating with respect
to the clock phase). This is detected by a toggle detector, which
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Fig. 6. The UIA block measures the accumulated phase error between data and clock and occasionally elongates or shortens the UI to limit the magnitude of the
phase error, hence eliminating cycle slipping.

Fig. 7. Half-rate CDR with data phase selection FD.

disables the UIA. At this point, the UIA-enabled CDR behaves
like a conventional binary CDR.
Finally, to mitigate the effects of jitter and ISI on the data

phase switching, we filter the and signals so as to
switch the data phase only if the or the signals repeat
themselves on two consecutive data transitions. Our simulations
show (this was verified during measurements) that filtering

and on two consecutive data transitions provides a
good trade-off between tolerance to ISI and capture range (the
peak FD gain goes down by a factor of 3.5 when the filter
depth is increased to 3). Note that under extreme jitter and
ISI conditions, it is possible for an immature phase switch to
take place, however, the CDR will acquire lock as long as the
magnitude of the phase error is kept small most of the time.
The filtering of the and signals reduce the occurrence
of false phase switches and are therefore critical in achieving
desired operation in the presence of jitter (and ISI).
As previouslymentioned, the value of the delay need not to be

accurate. In fact, the delay of the delay line changes by
over PVT. To see how the system behaves in the presence of
a delay mismatch, Fig. 9(a) shows the locking transient of the
CDR assuming three different corners for the delay line. To iso-
late the effect of the change in the delay (and not the change in
the performance of the other blocks across process corners), the
delay was calculated from our RC-extracted simulations in each

Fig. 8. Phase error monitor operation and implementation.

corner and imported into MATLAB for locking behavior sim-
ulations. The transient behavior of the CDR remains the same
across all corners. Fig. 9(b) shows the case where we are cre-
ating a of random mismatch between delay elements in
the delay line. Again, the general behavior of the VCO con-
trol voltage remains the same across corners. This is because to
eliminate cycle slipping, the value of the phase error need not
to be zeroed after the insertion of a long or a short UI; keeping
its magnitude small enough would serve the same purpose.
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Fig. 9. Locking behavior of the CDR in the presence of an inaccurate delay
line and with a PRBS7 pattern (a) across corners (b) of delay variation.

To show the details of the lock transient of the proposed CDR,
we plot the phase error and the VCO control voltage for a 3.3%
and of frequency offset in Fig. 10(a) and (b), respec-
tively. Prior to activating the UIA ( ), cycle slip-
ping prevents the CDR to acquire lock and the control voltage
remains unchanged. After the UIA is activated ( ),
the CDR moves towards lock without cycle slipping. The high
ripple on the VCO control voltage after lock is due to the activity
of the binary phase detector and is not caused by the operation
of the UIA block. Also, note that in this region, the phase error is
always positive in Fig. 10(a) and always negative in Fig. 10(b).
The Appendix shows that the lock time of an analog CDR

with a first-order RC loop filter (a resistance of and a capaci-
tance of ) for a clock pattern input with the UIA operation is

(1)

where the charge-pump current is and the VCO gain is
. is the initial frequency offset, ,

and is:

(2)

where is the period of data.

IV. COMPARISON TO PREVIOUS WORK

In this section, we compare the capture range and the lock
time of the proposed frequency detection scheme to the capture

Fig. 10. Behavioral simulation results of the CDR with UIA with clock pattern
and with (a) 3.3% frequency offset (b) frequency offset.

Fig. 11. Clock phase selection FD with a binary PD.

range and the lock time of the CPS FD and the conventional FD
in [8]. To be able to compare these frequency detection schemes,
we slightly modify the design of the CPS FD in [13] to enable
it to operate with the same half-rate binary PD. This is shown
in Fig. 11.

A. Capture Range
Fig. 12 compares the normalized average charge-pump cur-

rent (obtained by integrating the CP current) versus frequency
offset for a PRBS7 input pattern for a half-rate binary CDRwith
a conventional FD [8], a CPS FD [13] and a CDRwith UIA. The
CDRwith the proposed UIA was also simulated with a PRBS31
pattern. The CDR with UIA provides a gain that is 6.5 and
2.5 higher than those of a CDR with a conventional FD and a
CPS FD, respectively. The gain of the UIA FD goes down by a
factor of 2.2 when the data pattern is switched from PRBS7 to
PRBS31. Our RC-extracted simulation results show that for a
10% frequency offset, the CDR with UIA achieves a lock time
of 1 s, which is 2.1 smaller than that of the CDR with CPS
FD, while the CDR with the FD in [8] fails to acquire lock. For
a 36% frequency offset (corresponding to the measured tuning
range), the proposed CDR achieves a lock time of 4 s.
To study the performance of the proposed FD under extreme

frequency offset, Fig. 13 re-simulates the CDR with data phase
selection (DPS) FD using a PRBS7 pattern and a clock pattern
for a of frequency offset. It can be observed that the DPS
FD operates reliably if the initial VCO frequency is between 3.5
GHz and 6.5 GHz (corresponding to a capture range of about
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Fig. 12. Normalized charge-pump current versus frequency error with a
PRBS7 pattern (and PRBS31 for UIA-enabled CDR) for a binary CDR with
conventional FD, CPS FD, and the proposed UIA block.

Fig. 13. Simulink results of the normalized charge-pump current versus fre-
quency error for a PRBS7 and clock pattern; The VCO tuning range is increased
beyond the original design to study the performance of the system in the case
of an extreme frequency offset.

Fig. 14. Comparison between the lock time of a conventional CDR and a CDR
with a CPS FD and a DPS FD.

70%), when PRBS7 pattern is used. As the frequency offset in-
creases beyond this point, it becomes likely for data edges to
completely miss the blue or the red regions of Fig. 8, and as a
result, the FD fails to reset the phase error. Changing the pattern
to clock, extends this capture range by about 20%, as the clock
pattern contains more edges than the PRBS7 pattern.
It should be mentioned that minimizing the phase error to

eliminate cycle slipping can also be achieved by choosing the
correct clock phases into the PD (similar to the CPS FD). To

extend the idea of the CPS FD to achieve a phase error less than
at all times, one of the four clock phase should be selected

as for the PD, requiring a 4:1 multiplexer to be inserted at
the VCO output (consequently, another 4:1 MUX is required
for ). The latency of the additional multiplexer, as well as
the additional power consumption required to route all the four
clock phases out of the VCO, makes this idea less attractive.
Alternatively, the clocks can be delayed. However, this requires
two delay lines (since both and need to be delayed),
which doubles the power consumption of the delay line.

B. Lock Time Analysis
It can be shown that the lock time of an analog CDR with a

first-order RC loop filter (a resistance of and a capacitance of
) for a clock pattern input is [21]:

(3)

In the Appendix, we show that the lock time of a CDR with
a CPS FD is:

(4)

Fig. 14 compares the lock time of a conventional CDR and
a CDR with a CPS and a CDR with the proposed UIA. The
dotted lines represent the analytical results while the solid lines
are obtained from simulations. Also, due to symmetry, only the
lock time with a positive frequency offset is shown. The CDR
with UIA achieves a lock time 1.5 smaller than the CPS FD
and 3.9 smaller than the conventional CDR. We will show in
the next section that the CDR with UIA also has a wider capture
range than the CPS FD.

V. CIRCUIT IMPLEMENTATION

An active and or a passive delay lines can be used to imple-
ment the required delay on the data path. Passive delay lines are
based on some form of a transmission line, while active delay
elements take advantage of the inherent delay of a buffer. Al-
though a transmission line consumes no power and has very
wide bandwidth (thus creating negligible amount of ISI), it oc-
cupies a large area. On the contrary, active delay lines occupy a
very small area, but consume power.
To implement the buffer in the delay line, several options

were considered. Although the delay of a CML buffer can easily
be made adjustable, it has a high power consumption. However,
as previously discussed, since the exact value of the delay is
unimportant, this option was not used. We found that the re-
quired delay can easily be implemented using CMOS buffers.
To this end, and as shown in Fig. 15, the differential input data
is first fed into a CML-to-CMOS converter. The CMOS data is
then fed into a CMOS delay line, in which the data is delayed
three time to construct the four phases of data. Note that each
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Fig. 15. Delay line implementation.

buffer consists of two back-to-back CMOS inverters. One of
the four data phases is chosen by the UIA. A CML buffer, with
a high common-mode rejection, converts the CMOS data back
to CML, which is then fed to the phase detector. The CML-to-
CMOS converter is built using two differential to single-ended
converter circuits with a gain of around 2.
To study the impact of the delay line on the received data,

Fig. 16 shows the simulated large signal transfer function of
the delay line for the four cases of (corre-
sponding to the shortest delay), ,

, and (corresponding to the longest
delay), where , , , and are the one-hot output signals of
the phase error monitor block, shown in Fig. 8. The figure shows
that the limited bandwidth of the delay line introduces a worst
case simulated loss of approximately 0.6 dB at 6 GHz, which is
small compared to the loss introduced by the channel (6.4 dB at
6 GHz which will be shown later in the measurement section).
Furthermore, this delay line can be bypassed and powered down
after locking is acquired to reduce the power consumption of the
CDR. This introduces a momentary phase offset, which is cor-
rected by the loop.
Fig. 17 shows the implementation of a binary half-rate phase

detector [16]. Here, and sample the data on the
center and edge of the UI, respectively. The recovered half-rate
data, and , is also shown in the figure.
Fig. 18 shows the circuit implementation of the VCO. The

VCO delay cell is based on a differential pair with a cross-cou-
pled stage. The delay of each stage is controlled by ,
which adjusts the trans-conductance of the negative-gm stage,
varying delay. is used in a differential fashion to main-
tain a constant common-mode at the VCO output (leading to
constant current drawn from the supply). The single-ended to
differential converter circuit converts the single-ended to
the differential . A CML buffer is connected to the VCO
core not to load to VCO with the PD. To maintain symmetry
among clock phases, the internal VCO nodes are connected to
dummy buffers.
Fig. 19 shows the circuit implementation of the charge-pump.

An on-chip DAC is used to adjust the CP current during capture
range measurements. The nominal CP current is 100 A.

VI. MEASUREMENT RESULTS

The chip, shown in Fig. 20, is fabricated in Fujitsu's 65 nm
CMOS process. The area of each block is shown in the figure.

Fig. 16. Simulated large signal transfer function of the delay line for four
cases of , , , and

.

Fig. 17. Implementation of the phase detector.

Fig. 18. Half-rate linear CDR with the proposed half-rate FD.

Fig. 19. Circuit diagram of the charge-pump.
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Fig. 20. Chip photo.

Fig. 21. Measurement setup.

The VCO and the FD logic consume 21 mW, the delay line (in-
cluding the differential to single-ended converter and the CML
buffers) consume 6.6 mW, and the CDR core consumes 15.4
mW. The receiver consumes 3.5 mW/Gb/s, when the data rate
is set to 12.1 Gb/s.
The measurement setup is shown in Fig. 21. The PRBS

generator (Centellax TG1B1-A) is clocked with an 8–12 GHz
clock source (Centellax TG1C1-A), and is connected to the
chip through a 48” SMA cable or a 7” FR4 channel. For jitter
tolerance measurements, sinusoidal jitter (SJ) is inserted on the
clock of the PRBS generator. The recovered clock is fed into
a spectrum analyzer (N9010A), while the half-rate recovered
data output is fed into an oscilloscope (DSA-X 91604A). An
FPGA programs the chip and a logic analyzer monitors the
state of the chip.
Fig. 22 shows the tuning range of the VCO. In this measure-

ment, the CDR loop is opened and the VCO control voltage
is manually swept. The VCO frequency is from 4.2 GHz–6.35
GHz. Note that the CDR cannot achieve lock in the end points
of this curve.
Fig. 23 shows the recovered half-rate data eye diagram for the

10 Gb/s PRBS7 input. The recovered eye is fully open and the
measured BER is less than . The loss of the probe card and
a 1 mm on-chip trace has degraded the quality of the measured
eye. Fig. 24 shows the spectrum of the recovered clock of the
CDR locked to both PRBS7 and PRBS31 data. As expected, the
recovered clock spectrum has a dominant term at 5 GHz.

Fig. 22. Measured VCO tuning range.

Fig. 23. 10 Gb/s half-rate eye.

Fig. 24. 5 GHz locked PRBS7 and PRBS31 clock spectrum.

Fig. 25, shows the measured jitter tolerance of the CDR for a
10 Gb/s PRBS7 input data and a bit error rate less than .
We verified that once the CDR is locked, the UIA is deactivated
automatically and as such had no effect on jitter tolerance. To
measure the jitter tolerance, we used a full-rate on-chip BERT
(instead of using an off-chip BERT on the recovered half-rate
data). Furthermore, the CDR is first locked to a 10 Gb/s pattern
before the number of errors are counted. Incoming data does not
go through the FR4 channel in this measurement.
Fig. 26 shows the measured capture range of the CDR. To

measure the capture range, the VCO control voltage is driven to
the supply voltage, setting the VCO to its maximum frequency.
The frequency of the PRBS7 input is then swept, and the CDR
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Fig. 25. Measured jitter tolerance at 10 Gb/s.

Fig. 26. Measured capture range with UIA on and off.

locking is monitored by verifying that the half-rate recovered
data eye is open and the recovered clock frequency is correct.
As shown, activating the UIA increases the capture range by
5.8 . At 4 the CP current ( ), the CDR capture range is
from 11.6 Gb/s to 12.1 Gb/s with the UIA off, while it is from
8.5 Gb/s to 12.1 Gb/s with the UIA on. The measured (linear)
tuning range of VCO is from 4.2 GHz to 6.1 GHz. Note that
while in a conventional CDR, increasing the charge-pump cur-
rent increases the capture range (this is because increasing
increases ), it also increases the generated jitter. This is
in contrast with the proposed CDR where the capture range is
not affected by the charge-pump current and is mainly limited by
the VCO tuning range. This is because the UIA operation keeps
the phase error small and thus the PDwill alwaysmove the VCO
in the correct direction. Therefore, minimum can be used
to reduce jitter generation. Also, we verified that changing the
supply voltage of the delay line by 5% does not affect the cap-
ture range (note that while increasing this supply beyond 5%
does not affect the capture range, decreasing it decreases the
band width of the delay line, which affects the capture range).
The measured capture range decreases by around 10% when a
PRBS31 data is used. This is because our FD, relies on data
edges to correct the PD phase error.
To verify that the UIA can work in the presence of ISI, the

data is fed to the chip through a 3” and a 7” FR4 channels. The
response of these two channels is shown in Fig. 27. The probe
card has a measured loss of 1.8 dB at 6 GHz and 1.5 dB at 5
GHz. No equalization is used in this chip. The 3” FR4 channel
does not decrease the capture range of the CDR, while with the
7” FR4 channel, the phase detector only acquires lock if the

Fig. 27. Transfer characteristic of the 3” and the 7” FR4 channels.

TABLE I
SUMMARY AND COMPARISON WITH PREVIOUS WORK

data rate is below 10.35 Gb/s. The capture range with the 7”
FR4 channel is from 8.5 Gb/s to 10.35 Gb/s. This measurement
shows that the proposed frequency detection mechanism can
operate without the need for equalization for channels with less
than 7 dB of loss.
Finally, Table I summarizes the results and compares this

paper against previous work. Also, note that simulating all fre-
quency detectors in 65 nm CMOS at 10 Gb/s (with the same
gates) result in a power consumption of 6 mW for the proposed
FD and 29.5 mW and 28.6 mW for the FDs in [8] and [9], re-
spectively. Since the details of the design in [7] and [20] are not
available, they cannot be simulated. Also exact transistor count
cannot be obtained.

VII. CONCLUSION

This paper presents a novel frequency detector based on data
phase selection. By feeding the correct data phase into the phase
detector, the effect of cycle slipping is mitigated and the CDR
capture range is increased to the VCO tuning range. Also, by
filtering the pattern out of the FD, this frequency detector toler-
ates up to 7 dB of loss without compromising the capture range.

APPENDIX

The lock time of a conventional binary CDRwith a first-order
RC loop filter is derived in [21]. The analysis is then slightly
modified in [14] to obtain the lock time of a binary CDR with a
CPR FD. In this Appendix, we derive the lock time of a binary
CDRwith a CPS FD. For convenience, some of the intermediate
steps of the derivation is repeated here. This section assumes
that the input is a clock pattern, the loop has a resistance of in
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series with a capacitance of , the charge-pump current is
and the VCO gain is .
It was shown in [14] that the change in phase and frequency

during a period of or pulse is:

(5)

where and and are de-
fined as:

(6)

It was shows in [21] that for a conventional CDR the number
of and pulses during each cycle-slip period is:

(7)

where is the average value of frequency error during a
cycle-slipping period.
Now, let us revisit Fig. 4(b). While a conventional CDR

increases the VCO frequency for and decreases it for
, the CPS FD increases the VCO frequency for

and decreases it for . This, combined with
(6) yield the total change in the CDR frequency error during a
cycle-slipping period:

(8)

Since each cycle-slip period takes , the
change in frequency error versus time can be expressed as:

(9)

Solving the above differential equation yields the lock time
of the CDR

(10)

For the CDR with UIA, the situation is simpler, as cycle-
slipping is completely eliminated. Since is now
independent of time, (6) simplifies to:

(11)

can easily be found to be:

(12)
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