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Abstract

This paper presents an efficient technique for esti-
mating the propagation delay of signals in SRAM-
based FPGAs, by using an analytic model of MOS
integrated circuits. The model provides a facility for
experimenting to find the effect that different rout-
ing structures in SRAM-based FPGAs have on the
speed-performance of implemented circuits. To
illustrate the applicability of the technique, two
examples of its use are provided.

1 Introduction

Having been introduced in 1985 by Xilinx, severa dif-
ferent types of FPGAs are now commercialy available
from an assortment of companies. While each manu-
facturer’s product offers unique features, all FPGAs
share some common characteristics, like an array of
logic blocks and programmable interconnect resources.
A number of technologies are currently used for imple-
menting the programmable elements in the intercon-
nect, including static RAM, EPROM, EEPROM, and
anti-fuse. This paper focuses on SRAM technology
because it is widely used, being offered in FPGAs
manufactured by Xilinx[1], Altera[2], AT&T [3],

Atmel[4] and Algotronix[5].

A key aspect in the design of an FPGA is its rout-
ing architecture, which comprises the resources that
are used to interconnect the device's logic blocks. In
early FPGAs [1], the interconnect consisted mostly of
short wire segments that spanned the length or width of
one logic block. Longer segments could be formed by
joining together two or more of these short segments
via programmable routing switches. While this
approach provides for good utilization of the wire seg-
ments in the sense that there are no long segments that
might be wasted on short connections, requiring that
long connections pass through severa switches in
series severely impairs speed-performance. This fol-
lows because SRAM-based FPGAs normally use pass-
transistors to implement routing switches and this kind
of switch has significant series resistance and parasitic
capacitance. To address these issues, more recent

SRAM-based FPGA s include wire segments of various
lengths, but research has not yet determined what spe-
cific segmentation schemes produce the best results.

A hypothetical SRAM-based FPGA is depicted in
Figure 1. The figure shows an FPGA with a two-

dimensional array of logic blocks, and both horizontal
Interconnection

Resources

Figure 1 - A Hypothetical SRAM-based FPGA.

and vertical routing channelst. Although the figure
does not include the details of the interconnection
resources, routing switches would exist for two pur-
poses. 1) to connect the pins of the logic blocks to the
wire segments in the channels, and 2) to connect one
wire segment to another. Two examples of how SRAM
cells could be used to control the routing switches in
this type of FPGA areillustrated by Figure 2.
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Figure 2 - SRAM-based Routing Switches.
Figure 2(a) shows an SRAM cell controlling asin-

1. While commercial FPGA architectures differ, this paper assumes
the general structure shown in Figure 1, without loss of generality.



gle NMOS pass-transistor and Figure 2(b) represents
an SRAM cell controlling two pass-transistors con-
nected as atransmission gate. The relative merits of the
two types of routing switches shown in Figure 2 are
evaluated in Section 3 of this paper.

The purpose of the work presented in this paper is
to facilitate experimentation with different routing
architectures by providing a computationally efficient
technique for estimating the speed-performance of
SRAM-based FPGAs that use pass-transistors to
implement routing switches. The technique is based on
an analytic model [6] that sets upper and lower bounds
for signal delay in MOS integrated circuits. Routing
switches are represented in the model as simple resis-
tors and capacitors, which is discussed in detail in Sec-
tion 2. Section 3 compares the delay estimates
produced by the anaytic model with true transistor
delays as measured by the de facto industry standard
HSPICE simulator [7]. Section 4 provides some exam-
ples that illustrate the usefulness of the delay estima
tion technique, and Section 5 provides concluding
remarks.

2 Delay Modelling of Pass-Transistor
Routing Switches

As mentioned above, the analytic model developed in
[6] is employed to estimate routing delays in SRAM-
based FPGAs. In this model, MOS transistors are rep-
resented as constant RC elements. While other more
sophisticated models have appeared in the literature [8]
[9], the method in [6] has been chosen because it is
easy to implement, computationally simple to evaluate,
and we can show that it is accurate for our purposes.
For brevity, the internal workings of the analytic model
are not explained here, but we describe the way in
which inputs to the model are generated from routed
FPGA circuits. The reader interested in the details of
the model itself can refer to the original publication.

The input to the analytic model is an RC tree net-
work, which is a set of interconnected resistors with
capacitors from each node in the network to ground.
As output, the model produces an upper and lower
bound for the delay from the source node of the net-

work to each of the sink nodes.® In order to generate
the required RC tree for a net routed in an FPGA, the
pass-transistor switches and wire segments involved
must be modelled by resistive and capacitive elements.
A net isrouted in an FPGA by selecting wire segments
to connect to each logic block pin on the net and then
linking these wire segments together through routing
switches. For any given net, there usually will be many

1. Our implementation of the analytic model, written in the C pro-
gramming language, is available on request by anonymous ftp.

ways in which the required connectivity can be
achieved, but ultimately one specific path through the
routing channels will be chosen by the CAD routing
tools.

An example of a small (two-point) net is illus-
trated in Figure 3. It shows three alternative ways of
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Figure 3 - Alternative Routing Choices for a Net
in an SRAM-based FPGA.

connecting apin a logic block A to apin at block B. In
the figure, routing switches are represented in two
ways:. a switch that connects alogic block pinto awire
segment is shown as an X, and a switch that connects
one wire segment to another appears as a small circle
(for clarity, only the routing switches in the rightmost
and lower routing channels are shown in the figure, and
only one pin is drawn for each logic block). The paths
in the figure are labelled as paths #1, #2, and #3 for
later reference. In order to build an RC tree from the
information depicted in Figure 3, the following ques-
tions must be answered:

* How do we model a switch that is turned ON?

* How do we model a switch that isturned OFF?

e How do we model a wire segment?

These questions are addressed in the following subsec-
tions.

2.1 Modelling an ON Routing Switch

An ON switch can be modelled asaresistor bounded by

two capacitors to ground, as shown in Figure 4c [10].
Gate R

Drain
= S(;'uvce Diffusion =
% s N\ s N
Con

a—

a) pass-transistor  b) physical layout ¢) ON switch model

Figure 4 - Modelling an ON Routing Switch.

The resistor represents the ON resistance of the switch
and the capacitors corresponds to the parasitic capaci-
tance at the drain and source of the device. Thissimple
model can be applied to an NMOS or PMOS pass-tran-
sistor, or atransmission gate. At first glance, this model



may not seem appropriate because the resistance of a
MOS transistor is non-linear, but the next subsection
(along with Section 3) showsthat it is possible to pick
avalue of resistance that accurately reflects the delay
characteristics of the device.

2.1.1 The Resistance of an ON Switch

To determine the resistance of an ON switch, we
use the method described in [11], as follows. One side
of the transistor is connected to a DC voltage source
that can be varied from zero to five volts and the other
side of the device is connected to ground. As the volt-
age across the switch is increased, the current is mea-
sured (using HSPICE) and the resistance is calculated
using Ohm’s law. As an example, Figure 5 shows the
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Figure 5 - Measuring the Resistance of an NMOS
Pass-Transistor Switch.

results of simulations to measure the ON resistance of
an NMOS pass-transistor assumed to be built using a
0.8y BiCMOS technology [12]. Each of the curvesin
the figure represents a different value of transistor
channel width, from 5 microns for the highest curve to
30 microns for the lowest. As the figure shows, the ON
resistance is a monotonically increasing non-linear
function of the applied voltage. The same experiment
was performed for a transmission gate switch and it
was found to have a lower ON resistance than the sin-
gle NMOS pass-transistor, as one would intuitively
expect. Thisis discussed further in Section 3.

2.1.2 The Capacitance of an ON Switch

The capacitance at the source (or drain) of the ON
switch can be approximated as follows [13]:

1
Con = Cdrain(Csource) = Cdiffusion+é X Cgate 1

Cdiffusion consistsof two parts, called thejunction area
capacitance and junction sidewall capacitance. Cdiffu-
sion in then defined according to:

Cdiffusion = Cjax (ab) + CjswXx (2a+ 2b) 2

where Cja is the junction area capacitance per square
and Cjsw is the junction sidewall capacitance per unit
length. Note that Cja and Cjsw are functions of the

voltage across the diffusion/substrate junction, but we
approximate this by taking the average value. The vari-
ables a and b are the dimensions of the diffusion area
asillustrated by Figure 4(b). The Cgate term in Equa-
tion 1 can be approximated as

€0 X €Si02

Cgate = ———— XA
9 Tox % 3

where o and esio2 arethe permittivity of vacuum and
silicon dioxide respectively, A isthe active area of the
gate and Tox is the thickness of the thin oxide between
the gate and the substrate.

2.2 Modelling an OFF Routing Switch

An OFF switch can be modelled simply as two capaci-
tors, called Coff, separated by an infinitely large resis-
tance. The value of Coff is equal to Cdiffusion as given
by Equation 2.

2.3 Modelling a Wire Segment

A wire segment in an FPGA may span the length
or width of a single logic block or it may be longer.
Since wire segments are implemented as metal lines
they have negligible resistance, but their parasitic
capacitance can be significant. Thus, awire segment is
modelled as a capacitor, Cws, between the node corre-
sponding to the wire segment and ground. As in the
case of the diffusion capacitance (Equation 2), Cws
consists of two parts. area and sidewall capacitance, as
defined in Equation 4:

Cws = Cma(SegArea) + Cmsw (SegPerimeter) 4

Cma and Cmsw are the metal area capacitance per
square and the metal sidewall capacitance per unit
length, respectively.

RO#:;%iixlrtCh Coff Coate Con | Ron_max *
Width (um) (f) (Ff) (ff) Con (psec)

5 4.9 7.9 8.8 24.7

10 8.8 15.8 16.7 23.3

15 12.7 23.7 24.6 22.5

20 16.7 31.6 325 22.3

25 20.6 395 40.4 22.1

30 24.6 47.4 48.3 22.0

Table 1 - Capacitance values for a 0.8u BICMOS N-
Channel Pass-Transistor Switch.

Typical values of capacitance as calculated by the
above equations are listed in Table 1. The table gives
the values of Coff, Cgate, and Con for several values of
transistor channel width, assuming an NMOS transis-
tor built in the same 0.8y BiCMOS technology [12]. In
addition, the right-most column of Table 1 shows the
product of Con with the maximum switch resistance
(Ron_max) taken from Figure 5. This column indicates
the inherent delay of the switch, and shows that the



delay levels off asthe transistor size increases (because
Ron_max decreases, but Con increases). This issue is
discussed in more detail in Section 4.

2.4 Example of an RC Tree Network

As an example of an RC tree network, Figure 6 shows
Rsource R R R
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Figure 6 - Example of an RC Tree Network.
the RC tree corresponding to paths #1 and #3 for the
net illustrated in Figure 3. For each of the paths, it is
assumed that the logic block driving the net is charac-
terized by an output resistance and capacitance called
Rsource and Csource. Also, aload capacitance called
Cload is added at the sink end of the path. Referring to
Figure 6a, it can be seen that path #1 involves three
resistors, labelled R, that correspond to routing
switches. Also, the values of the capacitors account for
the number of routing switches in path #1 that are
turned ON, the number of OFF switches that “hang on”
the wire segments in the path, and the capacitance of
the wire segments (Cws3 represents the capacitance of
awire segment that spans 3 logic blocks). Similarly,
Figure 6b corresponds to path #3, showing that this
path involves many more series resistors (seven)
because it passes through more routing switches. In the
next section, we will compare the speed performance
of both paths, using both HSPICE and our delay
model.

3 Delay Model versus HSPICE

This section shows that the delay estimates produced
by our technique are accurate as compared to HSPICE
simulations. For this experiment, we assume that 50
(0.8u-BiCMOS n-channel) pass-transistors are con-
nected in series and each transistor has a channel width
of 15 microns 1. The input to the first transistor is a
step function that is varied from zero to five volts. The
last transistor is connected to a capacitive load. Values

1. The same experiment was carried out using different transistor
sizes, with similar results.

for Con are taken from Table 1. For the ON resistance,
results are given for two values: Ron_ave and Ron_-
max. Ron_avg is the average value of the switch resis-
tance (480 Q) over the voltage range given in Figure 5
and Ron_max is the maximum value of resistance (900
Q) in Figure 5. Figures 7 and 8 show the results of
comparing delay estimates produced by our method
with HSPICE. Both figures give the delay at the output
of each pass-transistor in the sequence. As Figure 7
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Figure 7 - Comparison of the Delay Model Results
with HSPICE Using Ron_ave.
indicates, the delay estimates produced by the analytic
model do not bound the real delays when using
Ron_avg, but Figure 8 shows that the real delays are
bounded by the model when Ron_max is used. Since
the number of transistorsin seriesin this experiment is
Delay(qs)

X “tower Botind

Upper Bound

30.0

T T T T T T T T T T T ]

0.0 Pass Xistor #

T 10 20 30 40 50
Figure 8 - Comparison of the Delay Model Results
with HSPICE Using Ron_max.

more than would normally be expected in an FPGA,
Figure 8 shows that if the switch resistance is set to
Ron_max, the analytic model provides an accurate esti-
mate of the delay of routing switches in SRAM-based
FPGASs.

As an example of rea nets in an FPGA, Table 2
shows the delays of both paths #1 and #3 from Figure 3
as calculated by both HSPICE and the analytic model.
In this case, we show the results for both a single pass-
transistor and a transmission gate for comparison pur-
poses. Columns 2 to 5 show the delay of path #1, pro-
duced by HSPICE simulation for transmission gate
(TG) switches, HSPICE simulation with NMOS pass-



transistor (PT) switches, and by the lower (L) and
upper (U) bounds of the delay model (the RC-tree was
shown in Figure 8a). The same information for path #3
isgivenin columns 6 to 9. Again, values are shown for

arange of transistor widths! and indicate that the delay
levels off as the transistor size is increased. The table
shows that path #1 is much faster than path #3 (by an
average of 55 percent) because of the lesser number of
routing switches traversed. It also shows that the delay
model accurately bounds HSPICE simulations (com-
parethe PT column with the L and U columns for both
paths).

Path #1 Delay (ns) | Path #3 Delay (ns)

Width(um) | TG|PT| L | U |TG|PT| L | U
5 08]09]|06[10]22]24]18|30

10 08]07[05]08[21[18[14]24

15 080604082117 [12]23

20 08]06[04/08[21]16]12]22

25 0906|0408 21]16]|12]22

30 10[/06]04][08]21[15[12]22

Table 2 - Delay of Path #1 and Path #3 (Figure 3)

Comparison between the TG and the PT results
for the two paths shows that the transmission gate
switch actually performs worse than the single NMOS
transistor. While this might seem surprising at first, it
occurs because, athough the transmission gate has a
lower resistance than a single pass-transistor (as men-
tioned before), the PMOS transistor adds a significant
amount of parasitic capacitance. This capacitance is
particularly important in an FPGA because it not only
affects the Con values, but also Coff (Recall from Fig-
ure 6 that many Coff capacitors “hang on” the wire
segmentsin an FPGA).

Having illustrated the accuracy of the delay mod-
elling technique, we will now present two examples of
itsuse: 1) to evaluate different cost functionsin a CAD
routing tool for FPGAS, and 2) to evaluate the effect of
routing switch size on the speed performance of real
FPGA circuits.

4 Examples Utilizing the Delay
Estimation Technique

The experimental results presented in this section are
based on real industrial benchmark circuits imple-
mented in a hypothetical FPGA (Figure 1). Several
stages are involved in a CAD system that maps a cir-
cuit into an FPGA [14], including logic optimization,
technology mapping, placement, and routing. Since
this paper is concerned with measuring the speed-per-
formance of the final routed circuits, we focus only on
the final step in the CAD system, in which the routing

1. For the transmission gate case, the channel width numbers arefor
the NMOS transistor, with the PMOS being twice as large.

resources are allocated to implement the required con-
nectivity between logic blocks. Some characteristics of
the benchmark circuits, which are in the appropriate
format for input to the CAD routing tool, are listed in
Table 3. The table gives the size of each circuit, both in

terms of the number of two-point connections? and the
number of connected logic blocks. Each of the circuits
is from the Microel ectronics Centre of North-Carolina
(MCNC) benchmark suite.

Circuit Name # Logic # Two-Point
Blocks Connections
too_large 156 519
example2 120 444
vda 210 722
au2 143 511
aud 255 851

Table 3 - Characteristics of Benchmark Circuits

The FPGA used to implement the benchmarks
comprises a routing architecture that consists of wire
segments of various lengths. For all of the examples
given here, we average the results over many segmen-
tation schemes that have segments of lengths one, two
and three.

4.1 Evaluating the Speed-Performance of
Different Cost Functions

Asillustrated earlier in the previous sections, the spe-
cific wire segments chosen for a connection routed in
an SRAM-based FPGA can have asignificant effect on
speed-performance. In order for a CAD routing tool to
account for this, it must have some means of evaluat-
ing the speed-performance of routing alternatives. This
ability has been implemented into a CAD routing tool
for FPGAS, called SEGA [15] [16] by using a cost
function, called Delay(p). When routing a connection
as part of acircuit, SEGA assesses the speed of each
possible path by evaluating Delay(p) either as:

Delay (p) = w; x NumSeg (p) +w,xLenSeg(p) 5

or as.
Delay (p) = Analytic(RC) 6
For brevity, the details concerning Equation 5 will not
be described, but the basic ideais that it accounts for
the number of wire segments in a path, p, using the
NumSeg(p) term, and the lengths of those segmentsvia
the LenSeg(p) term. This type of cost function has also
been utilized in other routing tools for FPGASs [17]
[18]. However, it is not clear, what weights, wy and wy,
should be used in equation 5. In Equation 6, Delay(p)

2. The CAD routing tool requires that multi-point nets are divided
into two-point connections. However, all delay measurements are
calculated for multi-point nets because the delay of individual con-
nections is affected by being part of alarger net.



is evaluated by representing p as an RC tree and then
estimating its delay using the analytic model, as was
shown for the example in Section 3. Table 4 compares
the quality of results produced by the above two cost
functions where the numbers in the table (given in ns)
represent the average delay of anet in each circuit as

estimated by the analytic modell. Comparing the
results in column 2 to those in columns 3 and 4 of the
table shows that decreasing the number of segments
(and so the number of ON switches) a net has to pass
through, is the most critical factor in reducing its rout-
ing delay. Similar speed performance is also found by
the analytic delay function as given in column 5.

EQ5 | EQ5 | EQ5 | Analytic
Circuit | with with with Delay
Name |wl=1, |wl=0, |wl=1, |Function
w2=0|w2=1|w2=1| (EQ6)

too_large | 12.7 185 13.7 12.6
example2 8.7 12,5 9.3 8.6
vda 16.5 24.2 18.1 16.4
alu2 9.0 13.2 10.0 9.1
aud 13.3 19.7 14.7 134
Average 12.0 17.6 13.2 12.0

Table 4 - Speed Performance Results Using Four
Delay Cost Functions

4.2 Measuring the Effect of Switch
Transistor Size on Speed-performance

Table 5 shows the results of an experiment to measure
the effect that varying the size (channel width) of an
NMOS pass-transistor switch has on the speed-perfor-
mance of the benchmark circuits. In the experiment,
each of the circuits was routed using SEGA with rout-
ing switch size that varies from 5 to 30 um. Asin ear-
lier experiments, the transistor RC parameters were
taken from the 0.8y BiCM OS technol ogy.

Circuit Name| 5 10 15 20 25 30

too_large 128 | 109 | 104 | 103 | 103 | 104
example2 9.1 7.8 7.4 74 74 75

vda 171 | 145 | 138 | 13.7 | 13.7 | 13.7
alu2 9.7 8.3 7.9 7.9 7.9 8.0
aud 148 | 126 | 120 | 11.0 | 119 | 119

Average 12,7 | 108 | 10.3 | 10.1 | 10.2 | 10.3

Table 5 - Effect of Switch Transistor Sze on Speed-
Performance

The table shows that increasing the switch channel
width from 5 to 15 microns significantly reduces delay,
but there are diminishing returns beyond that point.
Thisresult is consistent with the datain Table 1, where
the inherent delay of a single pass-transistor was
shown to level out beyond a size of 15 microns. As
stated earlier with respect to Table 1, the reason that

1. Recall that the analytic model produces both an upper and lower
bound for the delay. For the results given here, we always use the
upper bound.

the delay flattens out as transistor size increases is that,
although resistance drops as the transistor size is
increased, parasitic capacitance increases.

5 Conclusions and Future Work

In this paper, we have described an efficient technique
for estimating routing delays in SRAM-based FPGAS.
The technigue has been shown to be accurate by com-
parison to HSPICE simulations and is important
because it facilitates experimentation into the speed-
performance of different FPGA routing architectures.
We have illustrated the applicability of the technique
by providing two example of its use.

In future work, the technique will be used for
extensive experimentation into the effect of different
FPGA routing architectures on speed-performance.
This includes a study of channel segmentation as well
as other routing architecture parameters.
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