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Machine learning (ML) has seen a tremendous rise in interest in recent years, with neural networks in particular gaining widespread adoption. ML models run on many types of hardware, ranging from low-power IoT devices to powerful GPUs and a plethora of dedicated accelerators. However, their popularity has made systems using ML susceptible to several attacks. To safely enable their widespread use, this thesis details mechanisms to improve the security and safeguard the privacy of ML systems. To this end, we make three contributions: FARO, AESIR and EMPATIC.

Our first contribution (FARO) secures the weights of ML models running on low-power IoT devices against side-channel attacks. Such attacks allow for the entire model to be stolen merely by analyzing several power traces of the device. For the attack to work however, operations must be performed in the same order in each trace. To prevent this, FARO adds hardware to randomly shuffle the order of operations during each run as a functional unit within the CPU. FARO secures the crucial weights of the model, while adding < 5% area, latency and power overheads.

The second contribution (AESIR) enables edge ML accelerators to run security-critical ML algorithms such as differentially private ML (DP-ML). Current ML accelerator designs lack CPUs and are unable to provide the random noise required by such algorithms. AESIR details simple hardware modifications to enable noise addition from arbitrary distributions. Compared to dedicated on-chip hardware for generating noise, AESIR adds 23 × lower area and 40 × lower power.
energy while also being secure against side-channel attacks.

The final contribution (EMPATIC) accelerates adversarial training, used to train models which are more robust against adversarial attacks. We do so by efficiently using the support for high-throughput 8-bit floating point ($FP_8$) provided by modern GPUs. Directly training models using $FP_8$ is challenging due to the extremely narrow range of this datatype. We propose EMPATIC, where we cluster the training data so that groups of similar inputs are run contiguously. We then calculate the difference within each group – which have a smaller range than the original data – and use $FP_8$ for performing computations with these differences. EMPATIC matches the accuracy of models trained using higher precision, while effectively using the higher throughput provided by modern GPUs for $FP_8$ computation. Together, our three contributions help improve the security of ML models and protect the privacy of user data used to train ML models.
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INTRODUCTION

Machine Learning (ML) has emerged in recent years as a transformative technology, advancing the state-of-the-art in diverse domains such as image and voice recognition, indoor localization and biomedical monitoring [187]. ML has also permeated our daily lives in numerous ways. For example, most email programs use ML for identifying spam messages [171, 240]. Voice-to-text – a popular feature on most smartphones – is powered by ML to transcribe speech into text [235]. Such technology underpins popular digital ‘assistants’ such as Apple Siri and Amazon Alexa [147]. In particular, neural networks have gained significant prominence in recent years and is the focus of this work. While this widespread use of ML has been positive in many ways, it is not without its drawbacks. Ubiquity has made ML the ‘common target’ for those looking to subvert a wide range of systems.

1.1 Security and privacy of ML

In this work, we consider two complementary aspects of safeguarding ML models; namely the security of the models themselves and the privacy of user data used to train these models. The need to secure ML models is not only of academic interest but has recently become an issue of public policy. For instance, the RAND corporation – a US-based think tank – recently released a report highlighting the pressing need to secure ML models from theft [136]. To understand why it is essential to secure ML models, we ask the question: why would someone wish to steal a pre-trained ML model?

We provide two answers to this question. First, training a model to achieve high accuracy takes a significant investment of time and effort. Training often requires one or more GPUs, which can be expensive to purchase or even rent (from cloud service providers). Also, training can be a ‘trial-and-error’ process, performed multiple times with different training parameters to find the model which achieves the highest accuracy. This iterative process can further increase the cost of training models. Second, model accuracy has been shown to be highly dependent on the quality of the training data [126]. Obtaining high-quality data and processing it to make sure it is suitable for training can incur further costs. For example, a global survey of AI practitioners found that 96% of projects face challenges related to the quality of training data [13]. An attacker who can simply steal a pre-trained model can obtain a highly-accurate model for a fraction of the cost and without requiring high-quality training data.
While some attackers may only be interested in stealing a model to deploy it themselves, for others stealing a model can only be a first step in crafting other attacks. For example, with full access to a trained model, an attacker can learn to craft malicious inputs to fool the model. These malicious inputs can then be used against the model deployed in the field, and cause the model to behave in unpredictable ways. One example is the case of self-driving cars, which use ML to detect and react to road signs. Figure 1.1a shows a speed limit sign (left) and the same sign once it has been subtly altered by an attacker (right) [66]. While a human can still clearly make out the sign on the right as being a speed limit sign, a ML model would classify it as a stop sign. Such a mis-classifications can cause a self-driving car to abruptly speed up or slow down, putting passengers and pedestrians at risk.

Another scenario is insurance companies, who are increasingly using ML to confirm diagnoses made by doctors [70]. Figure 1.1b shows two X-ray images of lungs. The X-ray on the left is the original image, which has been diagnosed as benign by a doctor. However, the X-ray on the right – despite being visually indistinguishable – has been altered to fool a model to classifying it as showing signs of pneumonia. Attackers can alter images submitted for insurance claims to maximize their chances of getting fraudulent payouts, thereby undermining faith in any system powered by ML.

In addition to securing the models themselves, it is also essential that we consider the privacy of user data that was used during training. Particularly for edge applications, sending all user data to a central server for training poses a significant security risk; if the server is hacked, all the user data stored on it is vulnerable. To mitigate this risk, prior works propose ‘collaborative training’, a paradigm where each participant trains a model locally on their own data [169]. The different local models are then shared to generate a final global model, while private data remains with the user. Despite this, collaboratively trained models can still leak user data [174]. For example, Fredrikson et al. show that a neural network trained on user photos can reproduce these photos, given only the user’s name [71]. Thus, we require more robust mechanisms to ensure data privacy when training ML models.

The concerns described in this section highlight the importance of security and privacy for anyone working with ML. The goal of our work is to help improve security and privacy of neural networks specifically, to enable their safe, widespread deployment.
1.2 Contributions

The focus of this thesis is on the security and privacy of hardware used to run ML models. The growing importance of ML has led to a surge of hardware designed and optimized for ML. Power and performance have been the primary design goals for these designs; security and privacy have received far less consideration. We believe that ML security must be viewed holistically – considering the model together with the hardware it is run on – to ensure security and privacy.

Specifically, computer architects working on ML hardware must focus on security and privacy for the following reasons:

1. The choice of hardware used to run the ML model can expose models to new types of attacks. For example, running ML on low-power IoT devices is susceptible to physical side-channel attacks, in contrast to running models on high-power systems such as GPUs (Chapter 3).

2. Dedicated ML hardware may not be able to run ML algorithms designed to protect user privacy (e.g., differentially private ML). Without such support, private user data used in ML accelerators remains vulnerable to theft (Chapter 4).

Furthermore, we believe that knowledge of the underlying hardware can also help speed up techniques which make models safer. We demonstrate this by leveraging hardware support for high-throughput 8-bit floating point in recent GPUs (Chapter 5). With these in mind, we now provide a brief overview of each contribution of this thesis.

1.2.1 FARO

ML models are increasingly used in low-power IoT devices. Prior work shows that ML models deployed on such low-power devices are susceptible to side-channel attacks [18]. By analyzing traces of power consumption while the device is running the ML model, an attacker can reverse engineer all the model weights. However, due to noise from other system components, the attack requires several dozen traces to be analyzed together. For this analysis to succeed, the model weights must be accessed in the same order each time.

Shuffling the order of operations (e.g., the order in which neurons are run in a given layer) prevents the attacker from averaging traces and learning the weights. Prior work performs shuffling in software to prevent this attack [25, 200]. However, we show that software shuffling leads to a tremendous increase in model latency and also leaks side-channel information. This information leakage can then be used to undermine the security offered by shuffling.

To securely and efficiently perform shuffling, we present FARO (Chapter 3). FARO comprises hardware – added as a functional unit within the CPU – to shuffle arbitrary numbers of items ($N$). Our work is the first to propose hardware to shuffle arbitrary values of $N$; prior approaches can only perform shuffling is $N$ is a power-of-two. FARO secures the weights of ML models running on IoT devices while adding just 0.56% latency, 2.46% area and 3.28% power overheads.

1.2.2 AESIR

The popularity of ML has driven a surge in accelerators designed specifically for speeding up ML models. However, we find that existing approaches are not designed with security-critical ML
algorithms in mind. Two important algorithms which current edge ML accelerators cannot support are: 1) Differentially private training and 2) Adversarially robust inference. Both algorithms require random values – sampled from specific distributions – for their operation. However, existing techniques for generating such ‘noise’ in hardware impose significant overheads. In addition, current approaches also leak side-channel information that undermine their security [131, 186].

To enable ML accelerators to support these crucial algorithms, we propose AESIR (Chapter 4). To avoid the drawbacks of generating noise directly in hardware, AESIR pre-computes the required noise ahead of time and stores these values in plentiful off-chip DRAM. Then, when we require noise, we can randomly sample values from this stored list. AESIR supports adding noise from arbitrary distributions, while also avoiding the side-channel information leakage that plagues on-chip noise generation. AESIR enables noise addition while incurring 23× lower area and 40× lower energy compared to producing noise directly on-chip.

1.2.3 EMPATIC

Our final contribution focuses on speeding up Adversarial training, a crucial technique for creating ML models which are resilient to adversarial attacks – such as the ones shown in Figure 1.1. Adversarial training improves model robustness by training on inputs which have already been attacked. This requires performing the attacks during training to generate the altered inputs. However, as the attacks are typically iterative, adversarial training incurs a significant performance overhead.

To speed-up adversarial training, we propose EMPATIC, a technique targeting modern GPUs which support high-throughput 8-bit floating-point computations. Prior work has enabled training using 16-bit floating point, but extending this approach to 8-bit is challenging due to the extremely narrow range of 8-bit formats. To overcome this, we first perform cluster the training set to create ‘groups’ of inputs which are near each other. Within each group, we maintain one input as a ‘base’ input and calculate the difference between the other inputs and the base input. By doing so, we obtain deltas which (due to our clustering) have a smaller range than the original inputs. We then perform computations using these deltas with using 8-bit values without exceeding the range of this datatype. We show that EMPATIC effectively leverages GPU support for high-throughput 8-bit operations, without suffering the drawbacks of prior approaches.
In this chapter, we provide some background common to multiple chapters of this thesis. The expert reader may skip the sections they are comfortable with; any background specific to each contribution will be provided at the start of the respective chapter. Here, we start with a brief overview of neural networks – including the most commonly used layers – as well as the process for training neural networks (Chapter 2.1). Finally, in Chapter 2.2, we describe adversarial attacks against neural network as Chapters 4 and 5 focus on techniques to defend against such attacks.

2.1 Neural Networks

Neural networks are a class of machine learning algorithms that see widespread use in modern systems [187]. Neural networks consist of many neurons each having several inputs and one output. Figure 2.1a depicts a single neuron, with each operation shown separately for clarity. Each input \((x_i)\) has an associated weight \((w_i)\), which determines how strongly that input affects the output of the neuron. We first compute the product of each input with its associated weight and then sum these together. Then, a bias term \(b\) is added to this sum, which helps improve the network’s training accuracy. To learn non-linear decision boundaries, neurons use an activation function, \(f\). Some common activation functions include the rectified linear unit (ReLU), tanh and sigmoid [187]. In total, the operation of each neuron can be represented mathematically as:

\[
y = f \left[ \sum x_i \cdot w_i + b \right]
\]  

(2.1)

Neural networks are composed of many ‘layers’; each layer is made up of several neurons. Figure 2.1b shows a neural network with three layers: the input layer (which are the inputs to the network in this case), one ‘hidden layer’ and the output layer (which are the outputs of the network). The middle layer is sometimes referred to as a hidden layer, as it is not visible to the outside like the input and output layers. The strength of neural networks is their ability to learn increasingly complex patterns, as the number of layers and neurons is increased. To understand how, we now provide an overview of how neural networks are trained.

2.1.1 Neural network training

Neural network training is classified under the category of supervised machine learning. This means that we require labelled inputs, belonging to the different classes we wish to train with.
Thus training is performed on a dataset \( D = x_1, x_2, \ldots x_n \) and target labels \( L = y_1, y_2, \ldots y_n \) to find an 'optimal' set of model weights \( (W) \), which minimizes the classification error as follows:

\[
\arg\min_{W} \sum_{x_i \in D} \mathcal{L}(W(x_i), y_i) 
\]  

(2.2)

The error is calculated using a loss function \( (\mathcal{L}) \), such as mean squared error or cross-entropy loss [91]. At the start of training, we initialize the model with an starting hypothesis \( W_0(x, y) \).

The most commonly used algorithm for training neural networks is Stochastic Gradient Descent (SGD) [91]. We perform a single step of the SGD algorithm to generate a new weight hypothesis \( W_1(x, y) \) as:

\[
W_2(x, y) = W_1(x, y) - \eta \nabla(W_1(x, y))
\]  

(2.3)

\( \nabla(H_1(x, y)) \) is the gradient of the weights with respect to the inputs; this can be thought of as the direction that the weights must change to minimize the loss function \( \mathcal{L} \). Thus, for each new training example, the model weights are adjusted to most effectively reduce the loss function. \( \eta \) represents the learning rate of the algorithm which determines how much the hypothesis can change with each training example. In practice however, performing SGD after each training example would be prohibitively slow. Thus, several training examples are typically grouped into mini-batches.

Algorithm 1 shows the computational steps for SGD training, using mini-batches. First, we initialize the layer weights (Line 2) to random values. During each training timestep, we randomly sample minibatches from the full training set (Line 4). For each minibatch, we compute the gradients using the loss function (Line 6). Here, we only show the computation of the gradients with respect to the weights (i.e., \( \nabla_W \)). However, as most networks have multiple layers, we must also compute the gradients with respect to the inputs for each layer. This is because the weight gradients computed in layer \( N \) are used to update the weights of layer \( N \). On the other hand, the input gradients computed in layer \( N \) are used in the backward pass of layer \( N - 1 \). Thus, during backpropogation, we compute two sets of gradients in each layer. Once all minibatches are complete, we then aggregate the gradients across all mini-batches (Line 8). Finally, we update
Algorithm 1: Stochastic Gradient Descent (SGD).

1 **Inputs:** Training inputs \((x_1 \ldots x_N)\), training labels \((y_1 \ldots y_N)\), total timesteps \((T)\), weights \((W)\), minibatch size \((B)\), loss function \((\mathcal{L})\), learning rate \((\eta)\)

2 **Initialize** model weights before timestep 0: \(W_0\)

3 for \(t \in [T]\) do

4 Randomly sample \(NB\) minibatches from the training inputs.

5 for \(b \in [NB]\) do

6 \(g_t(x_b) \leftarrow \nabla_w \mathcal{L}(W_t(x_b,y_b))\)

7 end

▷ Sum gradients from all minibatches

8 \(\bar{g}_t = \frac{1}{B} \sum_{NB} g_t(x_b)\)

▷ Update weights for next time step

9 \(W_{t+1} \leftarrow W_t - \eta \bar{g}_t\)

end

the model weights for the next timestep (Line 9).

### 2.1.2 Common layer types

Neural networks are made up of many *layers*, each consisting of several neurons. The output of neurons from one layer serves as the input to the neurons of the next layer. Below, we list the common types of layers used in neural networks. We show ‘C-like’ pseudo code for each layer, as we use this code to show our annotations in Chapter 3.

**Code Snippet 1:** Fully connected layer

1 for \(i = 0; i < M; i++\) do

2 for \(j = 0; j < N; j++\) do

3 \(\text{sum}[i] += \text{input}[j] \times \text{weight}[i][j];\)

4 end

5 \(\text{sum}[i] += \text{bias}[i];\)

6 \(\text{output}[i] = \text{actFunc}(\text{sum}[i]);\)

7 end

**Fully connected layer.** The most basic type of layer is the fully connected (or dense) layer. Code snippet 1 shows the code snippet for calculating a single fully connected layer. A dense layer consists of \(M\) neurons, with each neuron having \(N\) weights. The outer loop iterates over each of these \(M\) neurons. In the inner loop, each weight-input pair is multiplied and accumulated to calculate the sum for a single neuron. Finally, a bias value is added to this sum and then passed through the layer’s activation function to produce the final output. Networks with just fully connected layers are known as multi-layer perceptron (MLP) networks.

**Convolutional layers.** Convolutional layers are typically used for classifying spatially or temporally correlated data, such as images, videos or audio. Two dimensional convolutional layers (Conv2D) are the most widely used for image classification. These layers use several ‘channels’, both for input and output to detect and generate different features. To calculate each output channel, a 2D weight kernel is convolved with each input channel and accumulated. A
bias value is then added and the output is passed through an activation function to get the final output. Code snippet 2 shows the code for a Conv2D layer, implemented using a set of six nested for loops. While these six loops can have any order, in Code snippet 2, we show these loops (starting from outermost) iterating over: output channels, input channels, input height, input width, kernel height and kernel width.

Code Snippet 3: 2D max pooling layer.

Pool layer. To reduce data dimensionality as we move through the network, convolutional layers are typically followed by pooling layers. A pooling layer operates over an $N \times N$ window of input pixels to produce a single final output pixel. Common pooling layers include average and max pooling; these output the average and maximum value in the input window, respectively. Code snippet 3 shows the code for max pooling layer.

Batch normalization layer. As neural networks get deeper, we encounter the problem of vanishing or exploding gradients. This occurs due to the repeated multiply-accumulate (MAC)
Figure 2.2: (a) Depiction of the decision boundary between two classes and the perturbation needed to cause a mis-classification. (b) Improving model robustness necessitates larger perturbations to nudge inputs across the decision boundary.

Adversarial attacks

In this section, we provide an overview of adversarial attacks. We focus on these due to their strength and the difficulty of thwarting such attacks. These attacks predominantly target Convolutional Neural Networks (CNNs) used for image classification [32]. Attackers aim to keep the changes made to the input as small as possible, to avoid detection. For example, in Fig. 1.1a, changing the background colour entirely would be easily spotted so attackers make more subtle changes as shown. We conceptualize this by showing inputs from two classes and the decision boundary separating them in Fig. 2.2(a). The goal of these attacks is to make small changes to ‘nudge’ the input across this boundary. Thus, for inputs near the boundary, small changes are enough to cause the model to mis-classify, while inputs farther away require larger changes. To understand how attacks make these changes, we first describe the parameter used to

...
quantify attacks.

**Similarity metric:** To quantify how much an attack has changed an image, attacks use a ‘similarity metric’. The most widely used for this is the distance metric, the $L_p$ norm, given as:

$$|x|_p = (|x_1|^p + |x_2|^p + \ldots + |x_n|^p)^{\frac{1}{p}}$$  \hspace{1cm} (2.4)

Specifically, attacks predominantly use the $L_2$ and $L_\infty$ norms [32]. For a given image $x$ and an altered image $x'$, the $L_2$ norm is the Euclidean distance between $x$ and $x'$ while the $L_\infty$ norm is the largest magnitude value in the vector $x - x'$. To quantify the magnitude of these changes, we use a parameter ($\epsilon$), calculated for the entire image. A higher $\epsilon$ allows for bigger changes, but increases the risk of these changes becoming easier to detect.

**Measuring attack success:** We now clarify two different accuracy metrics used when discussing adversarial attacks. *Benign* accuracy refers to the accuracy of the model on unperturbed inputs, while *robustness* accuracy refers to the accuracy on inputs which have been attacked. For both accuracies, higher values are better.

**Threat model:** Finally, we clarify the specific threat model for adversarial attacks in our work. We consider attacks – such as the ones we list below – that have *white-box* access to the model. Under this threat model, the attacker has total knowledge of the underlying model including the architecture, weights and even the algorithm used to train the model (e.g., SGD) [43]. With this unrestricted access, the attacker can query the model as many times as they want. We opt to use white-box attacks as these are the strongest possible types of attacks [43] and are the most widely used in prior work to evaluate the adversarial robustness of networks [65, 109, 128, 149, 160, 249, 263]. We now describe the specific attacks we use in our work.

### 2.2.1 Common attacks

We now describe the attacks most commonly used in prior work for evaluating robustness.

**Fast Gradient Sign Method (FGSM)** [92] is a single-step attack that calculates perturbations to a given input. For an input image $x$ of class $y$, FGSM computes the gradient $\nabla$ with respect to $x$ as:

$$x_{adv} = x + \epsilon \cdot sign(\nabla_x \mathcal{L}(W(x,y)))$$  \hspace{1cm} (2.5)

In Equation 2.5, $\epsilon$ is the attack strength and sign is a function that returns just the sign of the computed gradients.

**Projected Gradient Descent (PGD)** [163] improves on FGSM by iteratively making smaller alterations to the input image. PGD takes several ‘steps’, where the image is altered by the ‘step size’ ($\alpha$) in each step. This contrasts with the FGSM attack which does a single ‘step’ of size $\epsilon$. PGD also initializes the attack to a random point within the specified maximum distance (based on the norm).

$$x_{adv}^{st+1} = proj\left\{x_{adv}^{st} + \alpha \cdot sign(\nabla_x \mathcal{L}(W(x_{adv}^{st},y)))\right\}$$  \hspace{1cm} (2.6)

In Equation 2.6, $x_{st}$ is the image at step $st$. Also, proj indicates that at the end of each attack
step, \( x^{\text{adv}} \) is clipped so that the perturbations do not exceed \( \varepsilon \).

**Carlini and Wagner (CW)** [31] aims to find the minimum perturbation \( \delta \) to the image \( x \), such that \( x + \delta \) does not exceed the maximum allowable pixel value. CW does so by solving an optimization problem comprising two parts: 1) minimizing the perturbation \( \delta \) and 2) maximizing the loss for the perturbed input \( x + \delta \).

\[
\min \| \delta \|_p + c \cdot f(x + \delta) \tag{2.7}
\]

In Equation 2.7, \( c \) is a parameter which controls the weighting of the two parts. Finally, CW uses stochastic gradient descent to solve this optimization problem.

**AutoAttack (AA):** Despite their popularity, the attacks listed thus far suffer from a few drawbacks. Parameters such as \( \varepsilon \), \( \alpha \) and \( c \) need to be manually chosen, which can lead to sub-optimal attack performance. AA remedies this by proposing a set of ‘parameter-free’ attacks [46]. Furthermore, instead of consisting of a single attack, AA uses four separate attacks. AA proposes a modified version of the PGD (Equation 2.6), called APGD, which automatically tunes the step size during each attack iteration to more efficiently converge on a successful attack image. AA implements two version of APGD using two different loss functions: 1) the commonly used cross-entropy loss and 2) the difference of logits ratio loss (i.e, the difference between the prediction for the true class and the largest non-true-class prediction). AA also uses the Fast Adaptive Boundary [45] attack and Square Attack [6] to comprehensively evaluate model robustness. In recent years, AA has emerged as the standard attack to evaluate the robustness of ML models.

### 2.3 Defending against adversarial attacks

Given the strength of adversarial attacks to subvert ML systems, many prior works have proposed techniques to defend against such attacks. We briefly describe some of these techniques here and focus on two in particular – namely adversarial training and noise injection – as these are important for understanding our work in Chapters 3 and 5. Finally, in Chapter 2.3.4, we detail approaches that aim to detect attacked images, instead of directly altering the model itself.

#### 2.3.1 Noise injection for robustness

A widely studied technique for improving model robustness is to add ‘noise’ (i.e., random values sampled from a specified distribution) to the network [109, 128, 149, 160]. Fig. 2.2(b) pictorially depicts the effect of added noise on the model’s decision boundary. Without noise, the model only learns to classify specific points in the input space; this leads to a ‘smooth’ decision boundary between classes. However, with added noise, the network classifies a small region around each input as belonging to the same class. Thus, small changes which only the move the input within this region would no longer be enough to cause a misclassification. The most commonly used is noise sampled from a Gaussian distribution [42, 109, 128, 149, 160]. As a well-studied and commonly used distribution, the Gaussian distribution allows for mathematical formulations of noise injection for robustness [10, 60, 215, 216].
Algorithm 2: Adversarial training algorithm using the PGD attack.

1 **Inputs:** Examples \((x_1, \ldots, x_N)\), total timesteps \((T)\), weights \((W)\), minibatch size \((B)\), loss function \((L)\), learning rate \((\eta)\), attack strength \((\epsilon)\), step size \((\alpha)\), number of steps \((NS)\)

2 **Initialize** model weights before timestep 0: \(W_0\)

3 for \(t \in [T]\) do

4 Randomly sample \(NB\) minibatches.

5 for \(b \in [NB]\) do

6 \(\tilde{x}_b^0 \leftarrow x_b + \mathcal{U}(-\epsilon, \epsilon)\)

7 \(\text{▷ Initialize the attack to a random point within the max distance } \epsilon.\)

8 \(\tilde{x}_b^{st+1} \leftarrow \text{proj} \{\tilde{x}_b^{st} + \alpha \cdot \text{sign} (\nabla_x L(W(\tilde{x}_b^{st}, y)))\}\)

9 for \(st \in [NS]\) do

10 \(g_t(\tilde{x}_b) \leftarrow \nabla_{W_t} L(W_t(\tilde{x}_b, y_b))\)

11 end

12 \(\tilde{g}_t = \frac{1}{B} \sum_{b} g_t(x_b)\)

13 \(\text{▷ Sum gradients from all minibatches}\)

14 \(W_{t+1} \leftarrow W_t - \eta \tilde{g}_t\)

15 end

Techniques vary in terms of where they add noise in the network, including at 1) the input \([42, 260]\), 2) after a single layer \([65, 149]\), 3) after every convolutional layer \([160]\) or 4) after every convolutional and fully connected layer \([109]\). However, techniques that add noise just to the input have been shown to be susceptible to attack \([29]\). Other techniques add noise to several copies of the input and output the average prediction \([42, 160]\). However, running multiple copies of the input can add significant latency overhead. Similarly, adding noise after every layer can adversely impact performance, based on the technique used to generate the noise. For example, as we describe in Chapter 4, generating Gaussian noise directly on low-power edge ML accelerators adds significant area, energy and performance penalties. In Chapter 4, we describe hardware to enable noise addition with minimal overheads.

### 2.3.2 Adversarial training

Another widely used approach for improving model robustness is to directly train the network on attacked images. This technique is known as ‘adversarial training’ (AdvTrain). The most commonly used attack is the \(L_\infty\)-PGD attack, which has been shown to be the ‘universal’ attack for this purpose. Algorithm 2 shows the steps for AdvTrain.

Adversarial training first attacks the inputs in each minibatch before computing the weight gradients. We require additional training parameters for the PGD attack (shown in Chapter 2.2.1), such as: 1) the attack strength \((\epsilon)\), 2) the step size \((\alpha)\) and 3) the number of steps \((NS)\).

The attack itself is broken down into several steps. We first calculate a random starting point for the attack (Line 7). We do this by sampling a random point within a ‘sphere’ of points within a distance of \(\epsilon\). From this point onwards, we show benign and perturbed images as \(x\) and \(\bar{x}\),...
respectively. We then perform each step of the PGD attack to iteratively improve $\tilde{x}$ (Line 9). Once the attack is finished, we then compute the weight gradient using the final attacked images (Line 11). The rest of the algorithm is the same as regular SGD.

It is important to note that, although we compute gradients in both Lines 9 and 11, they are not identical. In Line 11, we compute the gradients of the weights with respect to the inputs. We then use these weight gradients to update the model weights. In Line 9, we compute the gradients of the inputs with respect to the weights. During attacks, we only compute the latter as attacks do not alter the model weights directly. However, when training the model itself (i.e., update the model weights), we compute both gradients, similar to Algorithm 1. Adversarial training is the most robust technique proposed so far [190]. Since it was proposed several years ago, no subsequent work has been able to subvert the improvement in robustness given by AT. However, adversarially trained models see a significant reduction in benign classification accuracy.

**Improvements to Adversarial training.** Many prior works seek to improve the classification accuracy (i.e., accuracy on natural or benign inputs) without sacrificing robustness accuracy (i.e., accuracy on attacked inputs) of adversarial training. Zhang et al. focus on the boundary error, where the distance between the data and the decision boundary is $< \varepsilon$ [263]. They propose TRADES – a modified loss term to reduce boundary error – which achieves 10% higher accuracy compared to regular AT. One problem of TRADES is that the regularization term is designed to push natural examples and their adversarial counterparts together, even if the data is misclassified. Wang et al. propose MART, which prioritizes training on misclassified examples [249].

In Chapter 5, we describe our technique to speed up training, by utilizing the capabilities of the underlying hardware. Crucially, our technique is orthogonal to the techniques discussed above and can be combined with these to further speedup adversarial training times.

### 2.3.3 Other approaches for robustness

In addition to noise injection and adversarial training, many other techniques have also been proposed to improve model robustness. We now list some of these other approaches, implemented in software and hardware.

#### 2.3.3.1 Software approaches

Software approaches aim to improve model robustness by making algorithmic changes. These techniques are agnostic to the underlying hardware used to execute the model.

**Input pre-processing.** Soon after adversarial attacks were first proposed, early defenses focused on ways to ‘clean’ the input to the network. By pre-processing the input before classification, these techniques aimed to reduce the impact of any changes made by the attacker. Such pre-processing techniques include: JPEG compression [61], Fourier transforms [15] and random sampling of the input [97, 258]. Another approach is to use a second ML model to pre-process the input before feeding it to the CNN. Models used for this include other CNNs [232], generative adversarial networks [223], variational auto-encoders [122] and denoising auto-encoders [94, 129, 222]. However, all these techniques add noticeable overheads as a significant amount of computation must be done on the input before it can be fed to the network.
Quantization. Techniques have proposed robustness-aware training for quantized networks [139, 158, 208]. For example, QUANOS trains the model to find the bit-width for each layer that maximizes robustness while maintaining classification accuracy [208]. Defensive Distillation shows that merely quantizing a model actually reduces robustness and adds a new regularization term during training to counter this effect [158]. However, all quantization schemes are static during inference, making them susceptible to attack [20].

Neural architecture search. Another approach for adversarial robustness is to specifically craft network architectures to defend against attacks [33, 35, 98]. Such models have both forward and backward dataflow between layers, compared to typical CNNs which only have forward dataflow. This makes it difficult to efficiently execute these models on most CNN accelerators. NASGuard [246] proposes a new accelerator architecture to more efficiently run such models.

2.3.3.2 Hardware techniques

We now describe some hardware-oriented techniques which have been proposed to defend against adversarial attacks. These techniques are targeted to specific types of hardware (e.g., accelerators) and cannot be applied to other hardware which runs ML.

2-in-1 accelerator (2-in-1) trains models at various bit-widths and randomly selects one model to run each time [74]. Using a random bit-width during inference makes it more difficult for the attack to infer gradients. However, accelerators are not designed to efficiently run models at various bit-widths. Therefore, 2-in-1 also proposes a novel accelerator architecture to support dynamically switching between different bit-widths for each run.

Defensive Approximation (DA) is a hardware technique that uses approximate floating point multipliers for increased robustness [96]. DA targets the 24×24 array-multiplier used to compute the product mantissa in a floating-point multiplier. Figure 2.3a shows a 4×4 array multiplier. DA replaces the full-adders (Figure 2.3b(i)) typically used in an array-multiplier with simple buffers (Figure 2.3b(ii)). This hardware modification adds input-dependent randomness into the computation which increases robustness against attacks. This greatly reduces the area and energy.
of the floating point hardware.

**Using analog noise.** Some prior works leverage the noise inherent to performing analog computation to improve robustness. One approach is to under-volt the ML accelerator to reduce the transistor error margins and produce random errors as noise [125, 167]. Another approach is to tune the noise of 6T and 8T SRAM cells, used to store model weights and activations [21]. Roy et al. show that ML accelerators which use crossbars in non-volatile memory to perform calculations can also provide robustness against adversarial attacks [219]. However, achieving robustness using analog noise without sacrificing performance requires careful tuning to account for hardware non-idealities [220].

### 2.3.4 Detecting adversarial attacks

So far in this section, we have focused on techniques to improve the model’s robustness to adversarial attacks. A complementary area of research focuses instead on detecting adversarial inputs. Once an input has been identified as malicious, it can be saved for later analysis.

A common approach for identifying malicious inputs is to use a second ML model. Models used for this include: 1) CNNs [179], 2) autoencoders [177], 3) a K-NN classifier [231] or 4) SVMs [162]. However, running a second model alongside the CNN adds considerable overheads. To reduce this overhead, DNNGuard modifies an NVDLA-based accelerator to efficiently run a detection model alongside the regular CNN [247].

Another approach is to use the difference in activation patterns to identify benign vs. adversarial inputs. Ptolemy is a hardware accelerator that stores activations per-layer for each input and then uses a random forest classifier to detect adversarial inputs [77]. DNNShield uses dynamic pruning of the network during inference to identify adversarial inputs [224]. DNNShield performs two inferences runs; one of the baseline network and a second run with dynamic pruning. The difference in classification between both runs is used to identify if the input was adversarial.

Despite being a popular avenue of research, detection techniques must be used with care. Prior works show that detection methods can be bypassed by using a modified loss function for the attack [30]. We therefore focus on techniques which directly improve the robustness of the model.

In this chapter, we presented some background information required to understand the later chapters. We first presented an overview of neural networks, including the training process and commonly used layers. We then described adversarial attacks (which are the focus of Chapters 4 and 5) and prior work on defending against such attacks. With the background covered, we now move onto our contributions starting with FARO.
The Internet of Things (IoT) has enabled novel applications in fields such as health monitoring [104], smart homes [225] and remote sensing [206]. Within IoT, Machine learning (ML) is seeing increased use in areas such as image and voice recognition, indoor localization and biomedical monitoring [187]. As described in Chapter 1, their widespread use makes ML models a lucrative target of theft. In the case of ML models running on IoT devices, one way to steal the model is to simply read the stored model data from the device memory. However, such direct access to the models stored in on-chip memory is normally blocked by manufacturers. For example, reading memory using the JTAG port on a TI’s MSP430FR chips require a password [214]. Thus, attackers must resort to using side channels to steal information from the device.

Side channels are vectors such as timing, power consumption or electromagnetic emanations (EM) which can leak information about data being processed by the device [176]. Prior work shows that side-channel leakage can be used to fully reverse engineer a neural network running on an IoT device [18, 133, 165]. By analyzing EM traces of the device running the network, an attacker can learn the size, activation function, and the weights for every layer. However, for this analysis to succeed, the operations being targeted must occur in the same place in each trace, to remove noise due to other system components. Therefore, one approach to thwart such attacks is to randomly shuffle the order of operations each time.

When applied to neural networks, shuffling can lead to a tremendous increase in the number of possible permutations. For example, to reverse engineer $M$ shuffled weights, the attacker would need $O(M!)$ traces to mount an attack. For a single neuron with 64 weights, shuffling increases the number of traces needed for a successful attack by 90 orders of magnitude. If an attacker collects and analyzes 1000 traces a second – similar to the speed of our setup – they would need $4.026 \times 10^{78}$ years to reverse engineer the weights of a single neuron. If we also shuffle the order of neurons ($N$) per layer, the total number of possible permutations increases to $O(M!) \times O(N!)$. As neural networks consist of hundreds of neurons and thousands of weights, collecting enough traces to reverse engineer a whole network would take millions of years, making the attack completely untenable.

Prior work shows that shuffling is effective at preventing side-channel attacks targeting neural networks [25, 200]. However, these works implement shuffling in software, which suffers from a
number of drawbacks:

1. Software shuffling leaks side-channel information. We demonstrate a new attack which undermines the security benefits of software shuffling (Chapter 3.3).

2. Software shuffling adds significant latency overheads due to the additional CPU instructions required (Chapter 3.5).

To overcome the limitations of software shuffling, we propose FARO,\(^1\) hardware to perform random shuffling. FARO is added as a functional unit within the CPU, which significantly reduces the latency overhead of shuffling (Chapter 3.5.3). While prior work has proposed hardware for shuffling, these designs are limited to shuffling \(2^N\) objects [19, 34, 38, 49]. This limitation makes existing approaches unsuitable for shuffling the arbitrary number of weights and neurons used in neural networks. FARO provides an efficient, low-latency hardware solution which supports shuffling any number of values.

**Contributions**

In this chapter, we make the following contributions:

- We show that shuffling is an effective technique to prevent side-channel attacks against ML algorithms, due to the large number of operations that can be shuffled.
- To the best of our knowledge, we show the first side-channel attack against software shuffling, to learn the exact values being shuffled. An attacker can use this information to ‘undo’ shuffling and carry out the attack as before.
- To perform shuffling securely and with much less overhead, we add FARO as a functional unit within the CPU. FARO effectively prevents side-channel attacks, while adding just 2.46% area, 3.28% power and 0.56% latency overhead to an ARM M0+ SoC.
- We demonstrate the versatility of our approach by showing that FARO is effective at preventing other side-channel attacks as well as securing other applications against such attacks.

### 3.1 Background and Related Work

In this section, we provide background on side-channel attacks. We also detail prior work on shuffling, a commonly used technique to defend against these attacks.

#### 3.1.1 Side-channel attacks

Side-channels attacks are a widely used mechanism to obtain secret information about a system, without interfering with normal system operation. Attacks such as SPECTRE [143] and MELTDOWN [159], which target large out-of-order cores, have highlighted the strength of side-channel attacks. SPECTRE and MELTDOWN use *timing* side channels, where an attacker leverages the time difference between certain operations to steal secret information. As IoT systems typically employ very simple processors, they are more commonly targeted by power side-channel attacks [176].

\(^1\)The Faro shuffle – a popular method of shuffling a deck of cards – is conceptually similar to how our hardware shuffles the order in which iterations are run.
Power side-channel attacks require collecting traces of the system being targeted. A trace is a measurement of the device while it is operating on secret data. The power trace varies based on the secret information being operated on by the device. Thus, by analyzing these power traces, an attacker can reverse engineer the secret information used. To collect these traces, an attacker only needs access to the voltage ($V_{dd}$) input of the device. A commonly used proxy for power is to measure the Electromagnetic (EM) emanations of the device. This does not even require the attacker to physically contact the device at all; the EM probe must simply be placed near the device [176].

A key difference between timing and power/EM side channels is the number of traces required; with timing channels, information can be leaked with a single trace. However, for power/EM attacks, many traces are required to recover secret information. This is because these side channels are noisy due to interference from other system operations [176]. Thus a single trace does not provide sufficient resolution for an attacker to recover information. The attacker must therefore collect a large number of traces and analyze them together to eliminate noise. Thus, variations between the traces makes the attack more difficult as the attacker must compensate for variations before performing the attack. We now focus on shuffling – a popular technique for preventing side-channel attacks – which is the basis of our work.

3.1.2 Shuffling

Shuffling randomly reorders the sequence of sensitive operations each time a program is run [170]. With operations happening at different points in each trace, the attacker can no longer identify the position of each operation. Therefore, shuffling $N$ operations forces the attacker to collect $N!$ traces to account for every possible ordering. Shuffling in software was first used to secure the S-Box operation of AES running on a low-power CPU [19]. This is done by unrolling the loop which computes the 16 S-Box computations and running these steps in a random order. However, as we show in Chapter 3.5.3, shuffling in this way adds tremendous overheads when applied to neural networks.

**Shuffling neural networks:** Prior work has proposed software shuffling for neural networks [25, 200]. However, these approaches suffer from two drawbacks: 1) they add significant latency overheads (as we show in Chapter 3.5.3, this can be as high as $271\times$) and 2) they leak side-channel information which can undermine their security (Chapter 3.3). This motivates us to design hardware to perform shuffling, to secure ML models against side-channel attacks. Randomly shuffling the order of operations – in software or hardware – requires a random number generator, which we describe next.

**True random number generation:** To securely produce random numbers, we use a True Random Number Generator (TRNG), a hardware module to produce a sequence of random bits. TRNGs use some physical phenomenon (e.g., power supply noise, temperature, voltage fluctuations) to generate random numbers [234]. By relying on such analog phenomenon, TRNG outputs do not conform to a repeating pattern than an attacker can learn to subvert the security of the TRNG. On supported systems, the TRNG output can be accessed in software using a random number generation function (e.g., $\text{rand}()$ in C). We assume that both software shuffling and FARO use a TRNG for generating random numbers. Having covered the background and
related work for shuffling, we now describe CSI NN, prior work which describes a side-channel attack against neural networks.

### 3.2 Attacking neural networks

In this section, we explain how the neural network running on an IoT device can be stolen via side-channel attacks. We focus on power/EM side-channel attacks and describe other types of attacks in Chapter 3.6.2. We begin by outlining the threat model we consider in our work (Chapter 3.2.2). While several power/EM side-channel attacks have been proposed [18, 108, 133], we focus on CSI NN [18] as a representative side-channel attack from this class (Chapter 3.2.1). We then describe how we replicate the CSI NN attack (Chapter 3.2.3). Finally, we show how this attack can be extended to ML models other than neural networks (Chapter 3.2.4).

#### 3.2.1 Threat model

To understand the threat model we consider in our work, we must first describe how electromagnetic (EM) side channel attack are carried out. Figure 3.2 shows the steps involved in an EM side channel attack. The IoT system (①) contains the secret information the attacker wishes to steal. We consider a ‘passive’ attacker, who only observes the device operation but does not interfere with it in any way. Thus, they merely place an near-field EM probe (②) next to the CPU of the IoT system. The data is collected by an oscilliscope (③) and passed to a computer for analysis (④) to obtain the secret information (⑤).

We now detail exactly what information the attacker needs to have to carry out this attack. The attacker knows the program being run on the device. For example, in the case of encryption algorithms, the attacker is aware of when the encryption algorithm is executing on the CPU. In

Table 3.1: Comparison of delays (in ms) for commonly used activation functions running on an ARM M3 CPU [18].

<table>
<thead>
<tr>
<th>Activation function</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReLU</td>
<td>5.8</td>
<td>6.06</td>
<td>5.9</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>152</td>
<td>222</td>
<td>189</td>
</tr>
<tr>
<td>Tanh</td>
<td>51</td>
<td>210</td>
<td>184</td>
</tr>
<tr>
<td>Softmax</td>
<td>724</td>
<td>877</td>
<td>813</td>
</tr>
</tbody>
</table>
this case, the information they wish to steal is the secret key used during encryption. They are also able to feed known inputs to the device. This is referred to as a known plaintext attack [18]. Finally, we consider a baseline system which has no countermeasures against side-channel attacks. However, we assume that the device will have memory protection to prevent an attacker from directly reading the stored model from non-volatile memory [229].

Specifically for neural networks, our threat model described above is similar to the one described in CSI NN [18] and defences against this attack [25, 200]. As with prior work, we consider MLP and CNN models; we further extend the attack to SVMs and Autoencoders in Chapter 3.2.4. The attacker only knows that the system is running a neural network, but not the specific underlying architecture of the network. They wish to learn the network architecture and the exact weights used in every network layer. We impose no limitations on model size or the activation functions used by networks. Our analysis applies to models using different datatypes, such as floating-point and fixed point numbers.

**Sample scenario:** The attack scenario we consider arises for IoT devices deployed ‘in the field’. For example, consider a network deployed on a wearable device, used for health monitoring. The model may be trained on proprietary training data, which the attacker does not have access to. However, the wearable device itself is readily available, providing the attacker with easy physical access to the device. Thus, an attacker can carry out a side-channel attack against this device by recording and analyzing EM traces of the device to steal the model, without interfering with the normal operation of the device.

### 3.2.2 CSI NN

CSI NN uses electromagnetic emanations from an IoT device running a neural network to learn the weights and the hyperparameters (i.e., number of layers, number of neurons per layer and the activation functions) of the network. We show how each of these is determined, starting with the network hyperparameters.

**Number of neurons.** Calculating the output of a neuron consists of several multiplication operations followed by the activation function. Figure 3.1a shows the EM trace for a layer with six neurons. An attacker needs to simply count the number of neurons from the trace.

**Activation function.** Focusing on the computation of each neuron in Figure 3.1a, we see two distinct regions. Figure 3.1b shows these regions for a single neuron, with the multiplication
operations followed by the activation function. CSI NN observes that common activation functions (i.e., sigmoid, tanh, ReLU and softmax) show significant variations in runtime (Table 3.1). ReLU takes < 10ms, while sigmoid and tanh take 50-200ms and sigmoid takes 700-900ms. This variation can be used to identify the specific activation function used for each layer. With the activation function known, the attacker can then split the trace into segments containing only the weights for the next step. The next step is to determine the values of these weights using Correlation Power Analysis.

Correlation Power Analysis. Correlation power analysis (CPA) is a type of differential power analysis where the attacker correlates traces using known inputs against a power model to recover the secret data (i.e., weights). CPA consists of 6 key steps, each of which we elaborate on below.

1. Generate a mathematical model of the device’s power consumption.
2. Record several traces of the device performing inference using known inputs.
3. Split the traces into segments, with one weight per segment.
4. Attack each weight segment as follows:
   a) Consider every possible option for the weight. For each weight guess and known input, calculate the power consumption according to the model.
   b) Calculate the Pearson correlation coefficient between the modeled and actual power consumption for every data point in the traces.
   c) Pick the weight guess that correlates best to the measured traces.
5. Combine the best weight guesses for all the weights to obtain the full set of weights for the network.

Power model. To carry out a successful CPA attack, the attacker must use an accurate model of the device’s power consumption. The power model is highly dependent on the hardware being targeted. In microcontrollers, the memory bus consumes the most power [243]. The memory bus is pre-charged to all 0’s before any memory is read. Then, based on the value read, the power consumed is proportional to the number of bus lines that are charged to 1. This is known as the Hamming Weight (HW) power model and is the most commonly used model for microcontrollers [18, 165]. The Hamming Weight of a value is given by Equation 3.1.

\[ HW(x) = \sum_{i=1}^{n} x_i \]  

(3.1)

The attacker then generates ‘weight candidates’ – a list of all possible weight values and their Hamming weights.

Correlating traces. For this step, the attacker first splits each trace into per-weight segments and targets each weight separately. For each weight, the attacker has \( D \) power traces (i.e., \( t \)), each consisting of \( T \) measured data points. The attacker also has a list of \( I \) weight values (\( h \)), one for each trace (since each trace uses a different input). Now, the attacker must correlate the measured traces \( t \) against the guesses of the power model \( h \). The Pearson correlation coefficient (PCC) is the most widely used metric for this purpose [243]. The PCC \( (\rho) \) is calculated using
Equation 3.2.

\[
\rho_{t,h} = \frac{\sum_d \left[ (h_{d,i} - \bar{h}_i)(t_{d,j} - \bar{t}_j) \right]}{\sqrt{\sum_d (h_{d,i} - \bar{h}_i)^2 \sum_d (t_{d,j} - \bar{t}_j)^2}}
\]

The parameters in Equation 3.2 are:

- \( t_{d,j} \) is point \( j \) in trace \( d \).
- \( h_{d,i} \) is the weight guess \( i \) for trace \( d \).
- \( \bar{t}_j \) is the mean of all guesses for each trace \( d \).
- \( \bar{h}_i \) is the mean of all guesses for a weight \( i \).

The attacker then uses the absolute value of the PCC to perform the correlation. An absolute value of \( \rho_{t,h} \) (i.e., \(|\rho_{t,h}|\)) close to one means that the weight guess \( h \) correlates closely with the trace \( t \), indicating that weight guess is more likely to be the correct guess for that weight. The value with the highest \(|\rho|\) is taken as the final guess for that weight. This process is then repeated for every weight in the trace to generate all the weights for the network. In CSI NN, the authors are able to reverse engineer networks with a < 1% loss in classification accuracy. In contrast, when shuffling is applied using FARO, the recovered weights yield a network with a much lower classification accuracy. For one of the networks we evaluate in Chapter 3.5.3, the accuracy using the recovered weights is just 11.7%.

**Number of layers.** Figure 3.1a shows a single fully connected layer with six neurons. However, it is not possible to tell this network apart from a network with two layers having three neurons each. In CSI NN, the authors use the \(|\rho|\) values to also determine the layer boundaries. The attacker uses a known input to attack all the neurons in the trace. The neurons belonging to the first hidden layer will correlate strongly with the input (i.e., have high \(|\rho|\) values). However, as neurons in the second hidden layer do not depend on the input, they show weak correlation. Thus, the last neuron which shows a high correlation marks the layer boundary.

The attacker follows an iterative procedure where they target the first hidden layer, determine its size and recover the weights. Once this is done, they can calculate the outputs of that layer and feed them to the second hidden layer as inputs and repeat the attack. The attacker repeats this process for each layer to reverse engineer the whole network. We now describe how we reproduce the CSI NN attack as a baseline to evaluate FARO.

### 3.2.3 Reproducing the attack

To reproduce the CSI NN attack, we use the ChipWhisperer CW-NANO platform [205]. The ChipWhisperer is a commonly used platform for side-channel analysis [87, 148, 189]. The CW-NANO platform consists of an ARM M0+ CPU as the ‘target’ for side channel attacks, alongside an FPGA for data collection and processing.

We collect traces of a MLP network consisting of a 32, 10 and 5 neurons in the input, hidden and output layers, respectively. We first split this trace into segments of just the weights for each neuron and then use correlation power analysis (CPA) to reverse engineer the weights. We empirically determine that 100 traces is sufficient to recover all the weights of the network with 100% accuracy. Our experiments differ from those in CSI NN in two ways: We are able to...
recover the weights with 100% accuracy with just 100 traces. In contrast, CSI NN required several hundred traces and weights were not recovered with 100% accuracy. This is due to the following two reasons:

1. CSI NN targeted floating-point values while we target fixed-point operations. Low-power IoT devices typically lack floating-point hardware, which makes fixed-point operations a natural choice for running NNs on these devices.

2. CSI NN used the EM side channel which is more susceptible to noise compared to the power side channel which we use. Despite this, our attack is equivalent to CSI NN since EM is merely a proxy for power.

We also see that the number of traces needed does not scale with the number of weights. This is because each weight is treated independently, thus having more weights does not affect the ‘averaging of traces’ needed to recover each weight value.

3.2.4 Extending the attack

While CSI NN targets MLPs and CNNs, we show that this attack also works for other ML algorithms, namely autoencoder (AE) networks and support vector machines (SVMs). As AE networks use the same layer types as CNNs, the attack applies directly to them. For SVMs, we target linear kernels (suitable for low power IoT devices), which use two nested for loops. The outer loops iterate over all support vectors and the inner loops over all the input dimensions. The inner loop performs a dot product of the input and a secret weight vector, which an attacker wishes to steal. Thus, shuffling SVMs is similar to shuffling fully connected layers, which are also implemented using two nested for loops. Next, we demonstrate for the first time how shuffling performed in software can still be attacked via side-channel information.

3.3 Attacking Software Shuffling

In this section, we describe how shuffling is implemented in software and how this implementation leaks side channel information. Finally, we outline our attack against software shuffling, which can nullify the security benefits of shuffling in software.

3.3.1 Shuffling for security

Software shuffling has been applied to prevent side channel attacks against neural networks [25, 200]. Both papers shuffle the order of neurons per layer and the order of weights per neuron. Code snippet 4 shows a shuffled implementation of a fully-connected layer with $M$ neurons and $N$ weights per neuron. For clarity, lines added to the baseline code (shown in Code snippet 1) are colored grey. In the un-shuffled case, the next neuron to run is picked by the loop iterator $i$. With shuffling, we need a separate list to store the shuffled order. Therefore, we make a new list with the values $[0, M]$ in sequence, using the `CreateList` function (Line 1). The new list is then shuffled and for each loop iteration, we read the next element from the shuffled list and run that neuron (Line 4). This process is repeated each time this layer is run, effectively randomizing the order of operations. The weights per neuron are also shuffled in a similar way. Next, we describe how the shuffled list is created in software.
**Code Snippet 4:** Fully connected layer with software shuffling.

1. `M_list = CreateList(M)`
2. `M_shuffled = FisherYatesShuffle(M_list)`
3. `for i = 0; i < M; i += 1 do`
   4. `r_i = M_shuffled[i]`
   5. `N_list = CreateList(N)`
   7. `for j = 0; j < N; j += 1 do`
      8. `r_j = N_shuffled[j]`
      9. `sum[r_i] += input[r_j] \times weight[r_i][r_j]`
   10. `end`
   11. `sum[r_i] += bias[r_i]`
   12. `output[r_i] = actFunc(sum[r_i])`
   13. `end`

**Code Snippet 5:** Fisher-Yates algorithm for shuffling.

1. Function `FisherYatesShuffle(list, N)`:
   2. `for i = N − 1; i > 0; i -= 1 do`
      3. `j = rand() % (i+1);`
      4. `swap(list[i], list[j]);`
   5. `end`

Prior work uses the Fisher-Yates algorithm, which is widely used to perform shuffling in security-critical applications such as data and image encryption [3, 106, 221, 236]. Code snippet 5 provides the code to implement Fisher-Yates shuffling for a fully-connected layer.

Given a list of `N` numbers, Code snippet 5 generates a random permutation of this list. Algorithm 5 iterates over every item in the list and for each item, picks a second random item and swaps them. The `rand()` function queries a `l`-bit TRNG, which produces a number in the range `[0, 2^l)` (Line 3). The TRNG output is scaled to the desired range of `[0, i+1)` with a modulus operation. Finally, the `swap()` function then swaps both entries (Line 4). When the all iterations are complete, the items in the list indicate the random order in which iterations should be run.

We now focus on the modulus operation, which is the source of the side channel leakage. In hardware, modulus is computed as the remainder of a division operation [52]. Ultra-low power CPUs, such as the ARM M0+ that we use in our evaluation, do not have a hardware divider [52]. They instead implement division in software, using shifts and subtractions.

The ARM GCC compiler for the M0+ CPU uses the `__aeabi_udivmod` function for division and modulus. Code snippet 6 shows pseudo-code for this function. The `division` function computes `a ÷ b` and returns the quotient `q` and remainder (i.e., the modulus) `r`. The first `While` loop counts the number of steps division will take, by shifting `b` 1-bit to the left until bit 31 is 1. The number of shifts required is stored in `i`, which then determines how many times the second `While` loop runs. The second `While` loop performs division by implementing a restoring division algorithm. Both the time taken and the power trace vary based on the dividend `a` and divisor `b`. 
3.3.2 Analyzing software division

**Latency variation.** We begin by profiling the number of cycles taken by software division. We once again use the CW-NANO platform that we described in Chapter 3.2.3. We measure latency using a C program, compiled using the ARM GNU compiler v9.2.1 with -O3 optimizations. Figure 3.3a shows the heat-map of cycles of $a \div b$ for $a, b \in [1, 16384]$. We see a significant variation in latency when $a > b$ (top left of Figure 3.3a). As Code snippet 6 performs $a - b$ during each iteration, the bigger the value of $a$ compared to $b$, the more iterations are needed. In

---

We use 16,384 as that is the maximum number of iterations our implementation supports (Chapter 3.5.3). However, our attack scales to all values of $a$ and $b$. 

---

**Code Snippet 6:** Pseudocode for software division.

```plaintext
Function division(a, b):
    if b == 0 then
        divideByZeroException()
    else
        i = 1, q = 0
        while b[31] ≠ 0 do
            b = b << 1
            i = i << 1
        end
        while i > 0 do
            q = q << 1
            if a ≥ b then
                a = a - b
                q = q + 1
            end
            b = b >> 1
            i = i >> 1
        end
    end
return return q, a
```

Figure 3.3: (a) Heat-map of cycle times for software division, using a log-log scale and (b) Mean subtracted power traces of $100 \div b$ for $b \in [8, 15]$. 

---

We use 16,384 as that is the maximum number of iterations our implementation supports (Chapter 3.5.3). However, our attack scales to all values of $a$ and $b$. 

---
contrast, the latency is similar for all cases where \( a < b \) (bottom right of Figure 3.3a). This is because in these cases, Code snippet 6 only runs a single iteration. Since many input values have the same latency, we also analyze the variation in power when performing division, to uniquely identify \( a \) and \( b \).

**Power variation.** Figure 3.3b shows mean subtracted power traces for \( 100 \div b \) for \( b \in [8, 15] \). We first take the average of all the power traces (to remove the power contribution of other system components) and then plot each trace minus this average. While dividing 100 by each of these \( b \) values has the same latency, we see that the power traces differ based on the value of \( b \), allowing us to tell them apart. While we only show a small range of values for clarity, we see this behaviour for the entire range of inputs we study. Together, we use the input-dependent variation in the latency and power of software division as the basis of our attack.

We could gather and store traces of the system computing \( a \div b \) for all possible values of \((a, b)\). Then, we would compare each stored trace against each trace we collect from the system. The stored trace which exactly matches the collected trace would give us the values of \( a \) and \( b \). However, this approach suffers from two drawbacks: 1) as \( a \) and \( b \) can each take \( 2^N \) values, the number of comparisons required grows exponentially with \( N \). 2) As Figure 3.3a shows, many values of \( a \) and \( b \) have the same latency. Thus, the variations in the power traces between these
values is small, making it difficult to uniquely identifying $a$ and $b$ from a single trace this way. We now describe two techniques to narrow the search space and make this identification tractable.

1. **Making efficient comparisons.** From our earlier profiling of software division, we have a minimum ($t_{min}$) and maximum ($t_{max}$) time that division can take. Instead of finding out where division ends, we find where in the collected trace $\circ$ begins. As $\circ$ is the same for every trace, this comparison is much more efficient. For the first division operation in Figure 3.5, we compute the difference between $\circ$ and the collected trace starting at $11 + t_{min}$ until $11 + t_{max}$. The value of $t$ (i.e., $t_{div}$) where the difference is 0 gives us the latency of division. Once we know $t_{div}$, we only need to compare against traces which take that number of cycles. However, as Figure 3.3a shows, many values can have the same division latency. Our second optimization further shrinks the search space.

2. **Sequential values.** In Code snippet 5, the inputs to the division operation are $\text{rand}()$ and $i + 1$. We cannot know $\text{rand}()$ as it is the output of a TRNG. However, as $i$ goes from $N$ to 1, we know the value of $i + 1$ during each iteration. We can learn $N$ by analyzing the traces shown in Figure 3.1b as software shuffling does not obscure the number of items being shuffled. We now know the divisor ($b$, which is $i + 1$) during each division operation. We only need to compare the trace against the stored traces where the divisor is $i + 1$, which further reduces the number of comparisons needed.

**Training a classifier.** With the first two optimizations having reduced the number of comparisons needed, we train decision tree classifiers to predict $a$, given $b$ and $t_{div}$. We train our classifiers using SciPy version 1.9.0, using the gini criterion. We train a separate classifier for each value of $t_{div}$ and $b$. By narrowing the range of values that each classifier must predict, we obtain smaller and more accurate classifiers. This allows the classifier to predict the value of $a$ with 100% accuracy.

Note that we get $a$ and $b$ from a single trace. CSI NN requires multiple traces because the multiplication operation being targeted is a single-cycle operation. However, as software division takes many cycles, our classifier has many data points it can use, which allows our attack to work with a single trace.

### 3.3.3 Putting it all together

The target of our attack is the modulus operation (Line 3 in Code snippet 5). We wish to learn the value of $j$ so we know the inputs to the $\text{swap}()$ function (Line 4). Using our attack, we find the output of $\text{rand}()$ and we also know the value of $i$. Knowing these values lets us determine the value of $j$ for every iteration. We then collect multiple traces as outlined in Chapter 3.2 and then rearrange each trace based on the swapped indices. With the rearranged traces, we can carry out the power side-channel attack as before. With our attack, software shuffling offers no security improvement over the baseline. We therefore conclude from our attack that we require novel hardware which does not leak side-channel information for shuffling.

---

3 Some implementations of Fisher Yates access items from index 0 to $N - 1$. Our approach still applies as elements are accessed sequentially.
3.4 Securing model weights with FARO

In this section, we describe FARO, hardware for efficient shuffling. We begin by outlining the main challenges associated with designing hardware for shuffling. We then provide an overview of our hardware, followed by a description of how software interfaces with our hardware.

3.4.1 Design challenges

Securely shuffling an arbitrary number of iterations in hardware requires overcoming a number of challenges.

**Avoiding the memory bus.** We want to avoid the memory bus as it is the main source of information leakage. Therefore, we add FARO as a functional unit directly within the CPU. This also reduces the latency of our approach.

**Reducing latency.** Similar to software shuffling, we could also produce a shuffled list ahead of each loop. However, storing a list of arbitrary size \( N \) in hardware is challenging. We cannot store this list in memory as that would require using the memory bus and subject to leaking information. Alternatively, we could use a dedicated on-chip storage but sizing this to accommodate the large dimensions of neural networks would add considerable overhead. As we show in Chapter 3.5.3, our implementation supports 16,384 iterations for four loops. We use CACTI 7 [17] to determine that storing this many iterations would add 61% area overhead to an ARM M0+ SoC [193]. Instead, we produce random iterations while the layer is running and store the next iteration value in a CPU-accessible register. The CPU reads from this register in a single cycle, thereby minimizing latency and storage overhead.

**Avoiding the modulus operation.** We must convert the TRNG output from a value in the range \([0, 2^l)\) to the range \([0, N)\), using a modulus operation. As we showed in Chapter 3.3, modulus (implemented as division) is susceptible to side-channel attacks. Therefore, we need a way to randomize the order of iterations without using a modulus operation. We now describe FARO, which addresses these challenges without incurring significant overheads.

3.4.2 High level overview

To generate iterations in the range \([0, N)\) in a random order, without repetitions, we first split the total number of iterations into \(k\) ‘bins’. Each bin then represents a subset of the total number of iterations that must be run. For example, for a single neuron with ten weights, we split them into two bins: bin 0 for iterations 0-4 and bin 1 for iterations 5-9.\(^4\) To start with, each bin is set to its minimum value (i.e., 0 and 5). To pick an iteration to run, we pick one of the two bins and the value in that bin is output. Next, the value in that bin is incremented, ensuring a unique output each time. The process repeats ten times to output ten total iterations, with one of the two bins picked randomly each time. In essence, FARO converts the problem of selecting an iteration in the range \([0, N)\), to picking from a much smaller number of bins. By restricting the number of bins to always be a power of 2, we can directly use the output of the TRNG without requiring

\(^4\)The number of bins is configurable at design time. We use a design with 2 bins in this example for clarity.
a modulus operation. Next, we quantify the total number of possible permutations when using FARO.

Mathematical formulation. When $N$ is a multiple of $k$, all bins will have the same number of iterations. But when $N$ is not a multiple of $k$, there will be one bin with fewer iterations. In this case, the first $k - 1$ bins will each have $a$ iterations where $a = \lceil N/k \rceil$, while the last bin will have $b$ iterations, where $b = N - (k - 1)a$. If $N$ is a multiple of $k$ however, $a = N/k$ and $b = 0$. Therefore, the total number of permutations, $P$ is:

$$P = \begin{cases} 
N!/[\lceil a \rceil^k], & \text{if } N \text{ is a multiple of } k \\
N!/[\lceil a \rceil^{k-1} \times b!], & \text{otherwise} 
\end{cases}$$

(3.3)

For the case with a single register ($k = 1$), we have $a = N$ (i.e., $N$ iterations all in one bin) and $b = 0$. This gives us just 1 possible order, which is the same as the baseline case. Using $N$ registers per set (i.e., $k = N$), with $a = 1$ (i.e., 1 bin per iteration) and $b = 0$, gives us the maximum possible $N!$ permutations. Using Equation 3.3 for our example above ($N=10$ and $k=2$), we get $P = 252$ possible orderings. For larger sizes of $N$ and $k$, $P$ quickly grows into the millions, which effectively randomizes the sequence. In Chapter 3.5.2, we show how such huge values of $P$ make the attack take intractable lengths of time. We now describe our hardware implementation of this ‘bins’ to track iterations.

### 3.4.3 Hardware overview

Figure 3.6 shows an overview of FARO. We use a set of $k$ registers to keep track of the value of each bin. In our example above, we would use two current count registers, to track the current
value of each bin. These two current count registers are initially loaded with the values 0 and 5, respectively. We use a TRNG to pick a current count register to output the next iteration. As registers are picked, their values are incremented each time. However, once a current count register reaches its maximum value (i.e., 4 or 9 in our example), we must disallow it from being run again. To keep track of the maximum values for each current count register, we use another set of max count registers.

As current count registers begin to saturate, the output from the TRNG will pick disallowed registers. To quickly pick another valid register to run, we employ a combinational Round Robin Arbiter (RRA). The RRA keeps track of all current count registers, using a single bit set to ‘1’ per register, indicating that this current count register still has iterations that can be run. The output of the TRNG is fed to the RRA to pick a current count register. If the corresponding RRA bit is ‘1’, that register’s value is output. Next, we compare the value in that current count register with its corresponding max count register. If the maximum value has not been reached, the current count register is incremented. This is performed using the ‘compare and increment’ (CAI) block in Figure 3.6. However, if a register has reached its maximum value, the CAI block sets the bit corresponding to that register in the RRA to ‘0’, via the ‘disallow register’ signal. If a disallowed register is later picked, the RRA outputs the closest allowable register to be run instead. The RRA is purely combinational and therefore returns a valid register in a single cycle each time.5 The number of registers per set is a parameter that can be configured at design time. The larger the number of registers, the more security our design provides but at the cost of increased area. To balance security and added area, we opt for 16 registers per set.

**Hardware banks.** The hardware shown in Figure 3.6 generates random iterations for a single loop. However, neural network layers are implemented as a series of nested loops. Therefore, we use one copy of the hardware in Figure 3.6 per loop that we wish to randomize. Each loop is associated with one bank and we use multiplexors to pick which bank to use for each loop. We opt for a design which uses four banks, to balance security vs. area and latency overhead. We use two banks for fully connected layers. For convolutional layers, we opt to four out of the six loops. Therefore, we loop over input channels, the output channels, input rows and input columns. Lastly, for max pooling layers, we use three banks to shuffle rows, columns and channels. Shuffling of these loops is achieved by modifications to the code shown using highlighted boxes in Code snippet 7. Next, we describe the purpose of these code additions.

### 3.4.4 System interface

In this section, we show how FARO is controlled via software and the necessary extensions to support this.

**Code annotations.** We program FARO via two functions: `load_bank` and `get_next_iteration`. Code snippet 7 shows the code for a fully connected layer with our changes highlighted.6 The `load_bank` function (lines 1 and 2) loads the registers in a specified bank, before running the loops. The `get_next_iteration` function (lines 4 and 6) queries the hardware for the next iteration from a given bank. The values returned from the `get_next_iteration` are stored in `r_i` and `r_j`.

---

5This avoids repeatedly querying the TRNG for a valid register which would be time consuming.

6We provide code for 2D convolutional and max pooling layers in Appendix B.
Code Snippet 7: Fully connected layer with FARO functions added.

```plaintext
load_bank(BANK0,M)
lload_bank(BANK1,N)
for i = 0; i < M; i++ do
   r_i = get_next_iteration(BANK0)
   for j = 0; j < N; j++ do
      r_j = get_next_iteration(BANK1)
      sum[r_i] += input[r_j] * weight[r_i][r_j]
   end
   sum[r_i] += bias[r_i]
   output[r_i] = actFunc(sum[r_i])
end
```

and then used in the loops instead of the original loop iterators `i` and `j`. The `load_bank` and `get_next_iteration` functions are defined in a library that we provide. Our library implements these functions using custom ISA instructions, which we describe next.

**ISA extensions.** We add additional CPU instructions to interface with FARO (Figure 3.7). The first instruction, `SHFL_LD`, loads initial values to the current count and max count registers before each layer. The bits of the `SHFL_LD` instruction are:

- [31:28] represent condition codes that the instruction must check before execution. We set these bits to ‘1110’, as per the ARM Technical Reference Manual [11].
- [27:20] shows an unused opcode in the baseline ARM ISA which we use for our instructions.
- [19:18] select the bank we want to access.
- [17] select the set (i.e., current/max count registers).
- [16:10] specify the register within the set.
- [9:0] are the value to be loaded into the selected register.

The second instruction, `SHFL_GNI`, returns the next iteration from one of the banks. This instruction format is:

- [31:18] are identical to the `SHFL_LD` instruction.
- [17:4] are unused in this instruction.
- [3:0] specifies a CPU register for the result.

Figure 3.7: Custom ISA instructions for shuffling hardware.
The \textit{SHFLLD} instruction uses 10 bits for the register value, which allows each register to count up to 1024 iterations. We use 7 bits for the register select, which allows for designs with up to 128 registers per set. This instruction encoding therefore supports loops with up to 131,072 iterations. As this is much larger than networks run on an IoT device, this encoding does not limit the size of networks that our technique can support. For example, the largest layer we run in Chapter 3.4.5 is an order of magnitude smaller than the maximum iterations supported by our encoding. Our technique does not impose any restriction on the number of layers nor the total number of weights a network can have.

We provide definitions for the \textit{load~bank} and \textit{get~next~iteration} function calls. The \textit{load~bank} function calculates and loads (using \textit{SHFLLD}) the current count registers and max count registers. The \textit{load~bank} function is only called once per bank, before each layer. The overhead of \textit{load~bank} scales with the number of registers but is not affected by the size of the layers. Thus, layers of any size require the same number of instructions for the loading operation, which amortizes the overhead of \textit{load~bank}.

The \textit{get~next~iteration} function performs a single register read and therefore adds just one \textit{SHFLGNI} instruction to the program binary. However, as the \textit{SHFLGNI} instruction is called for every single loop iteration, it is critical that we minimize the cycle count of that instruction, to reduce the overall latency impact. Next, we explain how FARO achieves this goal of minimizing the latency of the \textit{SHFLGNI} instruction.

### 3.4.5 Hardware latency

We design FARO to provide the next iteration number to the CPU with a one-cycle latency. To do this, we take advantage of the time between subsequent calls to the \textit{get~next~iteration}. In Code snippet 7, we first load BANK0 (line 1). As soon as BANK0 is loaded, the hardware begins selecting the next iteration for that bank. In the meantime, the CPU is loading values for BANK1 (line 2). Thus, we have several cycles to pick the next iteration for BANK0 before it is queried by the CPU.

Similarly, there are seven cycles between subsequent calls to the \textit{get~next~iteration} function, even in the inner for loop (line 5). This is because CPU must do several operations (i.e., calculating the index of the next weight, loading that weight and associated input, performing a multiplication and addition) before requiring the next iteration number. This allows FARO to select the next iteration in time for the next request from the CPU. FARO takes a total of three cycles to generate the next iteration, which gives us several cycles of buffer before the next iteration is queried.

Once calculated, the next iteration value is stored in the ‘next iteration’ register in each bank until it is read by the CPU. The CPU can then read from this register using the \textit{SHFLGNI} instruction in a single cycle. As soon as this register is read, the hardware begins selecting the next iteration to run for that bank. This allows us to minimize the latency of the \textit{get~next~iteration} to a single cycle.
3.5 Evaluation

In this section, we evaluate the effectiveness of FARO in preventing side-channel attacks. We begin by showing that FARO masks the side channel and secures neural networks against attackers. Next, we show how FARO greatly increases the time needed to collect enough traces to carry out the attack. We then report the runtime overhead of FARO on several representative neural networks and compare against the overhead of software shuffling. Finally, we quantify the area and latency overhead of FARO and explain how FARO does not leak side channel information.

3.5.1 Efficacy of hardware shuffling

We first show how shuffling impacts the effectiveness of the power side-channel attack. Since our target CPU does not have shuffling hardware, we calculate a shuffled order of weight accesses for each run and load this into our CPU prior to trace collection. Thus the traces we collect have the weights accessed in a new shuffled order during each run. For robustness, we collect 200 traces for each run of the network, exceeding the 100 traces we need for the baseline attack. We see that even increasing to 1000 traces does not change our results. Thus, we do not believe that an attacker can circumvent our solution by simply increasing the number of traces they collect.

Effect on $\rho$. First, we see how shuffling affects the Pearson correlation coefficient ($\rho$), which is the metric used by CPA to determine the most likely value of each weight. We demonstrate using a single run with 16 weights, where we vary the amount of shuffling from $k = 1$ (no shuffling) to $k = 16$ (full shuffling). Recall that $k$ is the number of registers per set in our design. Figure 3.8(a) shows $\rho$ (y-axis) as we analyze more traces (x-axis). For each $k$ value, we show the average $\rho$ of all 16 weights for two cases: Continuous line: the weight with the highest $\rho$ value ($\rho_{\text{max}}$), which is the weight guessed by the CPA attack Dashed line: the $\rho$ value of the correct weight ($\rho_{\text{correct}}$).

As we use the Pearson Correlation Coefficient, all weights start with a value of 1. But as we add more traces, we expect $\rho_{\text{correct}}$ to stay high while the $\rho$ values for incorrect weights to settle to significantly lower values. This is precisely what we see in the no shuffling case, as the continuous and dashed lines overlap. This means that $\rho_{\text{max}} = \rho_{\text{correct}}$ and that the attack can
identify the correct weight values in just 30 traces. However, for cases with shuffling, as we analyze more traces, the attack always guesses an incorrect weight as the best guess (i.e., $\rho_{\text{max}}$). The correct weight ($\rho_{\text{correct}}$) is consistently lower, giving the attacker no means of identifying this as the correct weight.

Despite this, the incorrect guesses could still be numerically close to the correct weights. To study this, we use the weights obtained with shuffling for one of the networks we study in Chapter 3.5.3, namely mnist-mlp. With shuffling, the network achieves a classification accuracy of just 11.7%, compared to the original accuracy of 92.9%. Thus, the weights recovered with shuffling do not provide any useful information to the attacker to steal the network.

**Partial Guess Entropy (PGE).** In addition to looking at $\rho$, we also look at how far away the guessed weight is from the correct weight. Recall that the CPA attack generates a list of possible weight guesses, ranked by $\rho$. PGE [53] is the position of the correct weight in this list of guessed weights; A PGE of 0 means that the attack correctly guessed the weight. Figure 3.8(b) shows the average PGE values for 16 weights as we vary $k$. As expected, with no shuffling, PGE reaches 0 with just 30 traces analyzed. However with shuffling, PGE values remain high and do not move closer to 0, even with more traces. This shows that analyzing additional traces does not diminish the effectiveness of our technique. We also see that increasing $k$ leads to an increase in the average PGE value. Past 150 traces, we see that the PGE values stabilize in order of $k$, with $k = 2$ and $k = 16$ having the lowest and highest average PGE values, respectively. This shows that increasing $k$ leads to an increase in the security offered by our design. So far, we have used small values of $N$ and $k$ for clarity. We now quantify the impact of larger values of $N$ and $k$ on the time needed for a successful attack.

### 3.5.2 Effect on time needed for attack

The increase in number of total permutations is effective as a security measure since it dramatically increases the time needed by the attacker to collect and process enough traces to find the correct weights. Table 3.2 shows the time it would take (in years) for an attacker to gather enough traces and process them to recover the weights. We assume an attacker who can gather and process 1000 traces a second, which is similar to the speed of our setup. While the time is relatively short for small values (e.g., $\sim 7$ days for $N = 32, k = 2$), this rapidly grows into decades and then centuries for larger values of $N$ and $k$. As the benchmarks we evaluate below contain thousands of weights,

<table>
<thead>
<tr>
<th>k/N</th>
<th>32</th>
<th>64</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$1.91 \times 10^2$</td>
<td>$5.81 \times 10^7$</td>
<td>$7.59 \times 10^{26}$</td>
</tr>
<tr>
<td>4</td>
<td>$3.16 \times 10^6$</td>
<td>$2.10 \times 10^{25}$</td>
<td>$2.55 \times 10^{63}$</td>
</tr>
<tr>
<td>8</td>
<td>$7.58 \times 10^{11}$</td>
<td>$5.76 \times 10^{41}$</td>
<td>$3.33 \times 10^{98}$</td>
</tr>
<tr>
<td>16</td>
<td>$1.27 \times 10^{20}$</td>
<td>$3.32 \times 10^{56}$</td>
<td>$2.51 \times 10^{137}$</td>
</tr>
<tr>
<td>32</td>
<td>$8.34 \times 10^{24}$</td>
<td>$9.37 \times 10^{68}$</td>
<td>$8.33 \times 10^{160}$</td>
</tr>
<tr>
<td>64</td>
<td>-</td>
<td>$4.02 \times 10^{78}$</td>
<td>$6.63 \times 10^{185}$</td>
</tr>
<tr>
<td>128</td>
<td>-</td>
<td>-</td>
<td>$1.22 \times 10^{205}$</td>
</tr>
</tbody>
</table>
Table 3.3: List of networks evaluated, showing the architecture and overheads (C–Convolutional and F–Fully connected layers).

<table>
<thead>
<tr>
<th>Network</th>
<th>Architecture</th>
<th>Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Software</td>
</tr>
<tr>
<td>mnist-mlp</td>
<td>$F_{128 \times 10}$</td>
<td>75.82%</td>
</tr>
<tr>
<td>kws-mlp</td>
<td>$F_{250 \times 144}$, $F_{144 \times 10}$</td>
<td>59.10%</td>
</tr>
<tr>
<td>mnist-cnn</td>
<td>$C_{3 \times 3 \times 6}$, $C_{3 \times 3 \times 10}$</td>
<td>39.90%</td>
</tr>
<tr>
<td>har-cnn</td>
<td>$C_{2 \times 2 \times 128}$, $F_{5632 \times 128}$, $F_{128 \times 128}$, $F_{128 \times 6}$</td>
<td>271.36%</td>
</tr>
<tr>
<td>gesture-cnn</td>
<td>$C_{3 \times 5 \times 32}$, $C_{3 \times 3 \times 64}$, $C_{3 \times 3 \times 64}$, $F_{5760 \times 128}$, $F_{128 \times 10}$</td>
<td>100.06%</td>
</tr>
<tr>
<td>ecg-ae</td>
<td>$F_{128 \times 1024}$, $F_{1024 \times 1024}$, $F_{1024 \times 140}$</td>
<td>75.06%</td>
</tr>
<tr>
<td>seizure-svm</td>
<td>$F_{2854 \times 179}$</td>
<td>86.74%</td>
</tr>
</tbody>
</table>

Average 101.15% 0.56%

the time needed to carry out the attack would be thousands of years to reverse engineer even a single layer. We further note that the analysis above is for securing one single dimension, such as the weights of a single neuron. Thus, the time needed to reverse engineer a whole network would be cumulative, making it totally untenable to carry out the attack in a reasonable amount of time. This tremendous increase in time needed for the attack is the cornerstone of the security offered by FARO.

3.5.3 System evaluation

In this section, we evaluate the overhead of shuffling using the networks listed in Table 3.3. For each network, we list the layers, the activation function used per layer and the size of each layer. For FC layers, the size is given as input channels $\times$ output channels, while for CONV layers it is given as kernel width $\times$ kernel height $\times$ input channels $\times$ output channels. Also, each CONV layer is followed by a 2$\times$2 max pooling layer. The networks are written in C and compiled using ARM GCC 2019.4 compiler, with optimization set to -O3. For performance, we use Thumbulator [110], a cycle accurate simulator for the ARM M0+ CPU. All our networks use 16-bit fixed point values in Q4.11 format. For fully connected and max pooling layers, we shuffle the order of all loops. For convolutional layers, we shuffle input channels, the output channels, input rows and input columns.

Benchmarks. Our benchmarks cover typical networks run on IoT devices. mnist-mlp and mnist-cnn represent image recognition tasks, which are increasingly popular on IoT devices [164]. kws-mlp is an audio keyword spotting network for IoT devices [264]. har-cnn classifies users’ activities based on accelerometer data [102]. gesture-cnn takes camera input and classifies the gesture performed to control an IoT system [261]. ecg-ae uses an autoencoder to detect anomalous readings from ECG data [116]. seizure-svm processes EKG data to identify the on-set of a seizure, so preventing action can be taken [227].

Software shuffling. For all the benchmarks we study, we see that software shuffling adds a significant overhead, up to 271%. For MLP networks, shuffling takes longer for larger layers, as the list of indices to be shuffled is longer. The overhead for kws-mlp is lower compared to the

---

7Our solution also applies to networks that use floating point, such as those shown in CSI NN.
*mnist-mlp* network, as the former has smaller FC layers. For the CNN networks, benchmarks with more CONV layers have lower overhead. There are two reasons for this: 1) CONV layers have smaller indices which makes shuffling faster and 2) CONV layers require more computation than FC layers. For CONV layers, each weight kernel of size $N \times N$ requires $N^2$ multiply accumulate (MAC) operations, while FC require a single MAC operation per weight. This higher compute cost amortizes the high cost of software shuffling. However, networks with fewer CONV layers have very high overhead as the first FC layer has a large number of neurons. The overhead from this large FC layer dominates the overhead of software shuffling. In contrast, prior work only shows an 18% overhead for software shuffling [25]. This low overhead is because they only test a very simple MLP network with 15, 10 and 10 neurons per layer. As we evaluate much larger networks, we see significantly higher overheads when using software shuffling.

**Hardware shuffling.** In contrast to software shuffling, the additional instructions needed for hardware shuffling adds an average of just 0.56% latency overhead. The overhead is higher for the MLP networks as they consist solely of fully connected layers. As we shuffle both dimensions (i.e., neurons and weights per neuron) for FC layers, our technique adds more instructions, leading to greater overhead. We see lower overhead for CNN networks as they spend more time computing convolutional layers. Unlike software shuffling, the overhead of our technique does not scale with the size of layers.

**Impact of shuffling on accuracy.** Shuffling does not affect network accuracy, as all the operations are still performed, merely in a different order. In contrast, using the weights recovered by the attack when shuffling is used results in a significant loss of accuracy. For example, for mnist-mlp the weights recovered with $k = 16$, result in an accuracy of just 11.7%. It is important to note that shuffling the order of operations does not incur any additional latency due to cache non-locality. Low-power IoT CPUs such as the ARM M0+ do not use caches. Thus, all memory accesses take the same number of cycles to complete.

### 3.5.4 Area, frequency and power analysis

As mentioned in Chapter 3.4.3, we opt for a design with 16 register per set (i.e., bins). The largest layer in our evaluation is 5760 neurons. We therefore use 10-bit registers, allowing us to support a maximum of 16,384 iterations. With this sizing in mind, we now explore the operating frequency and the area and power overheads of FARO.

We design FARO in Verilog and synthesize it using the Synopsys Design Compiler Version N-2017.09. As IoT devices are typically manufactured using older device technologies [183], we use the TSMCs 65nm (nominal) process technology. For area and delay, we use Cadence Innovus v16.22-s071 and Mentor Graphics ModelSim SE 10.4c. FARO adds just 2.2% area to an ARM M0+ SoC manufactured in 65nm [193]. FARO has an $F_{\text{max}}$ of 257.83MHz, which is much faster than the clock speed of IoT devices. Prior works use frequencies ranging from 10MHz to 50Mhz for IoT devices used for ML applications [40, 48, 84, 99]. Thus FARO has no impact on the $F_{\text{max}}$ of the overall system. We opt to run our CPU at 24MHz, matching prior work [111]. At this frequency, FARO incurs a 2.22% power overhead, compared to a ARM M0+ CPU [233]. This is in contrast to software shuffling, which, on average, more than doubles the latency and energy cost of computation.
TRNG. We now quantify the randomness required by FARO. Our hardware runs at 24MHz and we use 16 registers per set. As we described in Chapter 3.4.5, FARO produces a new value every 3 cycles. Therefore, we require $24 \times \log_2(16) / 3 = 32 \text{ Mbits/s}$ of randomness. To satisfy this requirement, we use a TRNG which provides up to 86 Mbits/s of randomness [207]. The TRNG adds an additional 0.26% area and 1.06% power overhead, which brings our total overhead to 2.46% area and 3.28% power.

3.5.5 Security of shuffling hardware

We now explore whether FARO can leak any side channel information that an attacker can use to subvert our solution. We use a formal verification based approach, which is highly effective in detecting possible side channel leaks. Formal verification has previously identified leaks in a hardware encryption algorithm, which was previously deemed secure based on attacking captured traces [12].

We use the CocoAlma [103] tool, which takes a Verilog file as input and searches for possible side channel leaks. CocoAlma checks for any variations in latency or power during operation which could potentially serve as a side channel leak. This tool also accounts for hardware leakage effects such as glitches. We analyze FARO using CocoAlma and verify that there are no side channel leaks from FARO.

3.6 Broader applicability of FARO

In this section, we outline how FARO can be used for more than just securing ML algorithms against power-side channel attacks. First, we describe two security-critical applications that can be secured using FARO. We then provide an overview of other types of attacks against neural networks running on IoT devices and describe how FARO can also effectively prevent these attacks.

3.6.1 Other applications

Elliptical curve cryptography (ECC). ECC is a public-key cryptography scheme based on elliptic curves over finite fields [26]. ECC encodes keys as coefficients of polynomials. Prior work shows that ECC leaks side channel information, which can be used to recover private keys [47]. Attacks target the elliptic curve multiplication (ECM) operation, commonly implemented using the ‘double-and-add’ method [130]. ECM takes a point $p$ as input and loops over each bit of $p$; if the bit is 1, ECM performs an add operation. Thus, iterations which take longer have a 1 in that bit position. With FARO, we can shuffle the order in which bits are accessed each time, which prevents the attacker from learning which bits are 1. As ECC uses at least 224 bit keys [34], shuffling increases the number of possible permutations tremendously.

Biometric authentication. An emerging use case for IoT devices is for biometric authentication [89]. An example of this is a fingerprint recognition system, such as those commonly used in laptops. Prior work shows that such systems are susceptible to side channel attacks [75]. Specifically, the CPA attack (outlined in Chapter 3.2) can be used to learn each user’s stored
fingerprint data [41]. The recognition system is implemented as a set of nested for loops, which can be shuffled using FARO to obscure this side channel.

3.6.2 Other attacks

**Floating point timing attack.** The difference in time taken by floating point multiplication based on the input values [90] can be used to mount an attack. In the IEEE-754 32-bit floating point format, the smallest number using the normal representation is $1.0 \times 2^{-126}$. Numbers smaller than this are called subnormal; operations involving subnormal numbers take much longer than operations using only normal numbers. For example, on an x86 system, $(\text{normal} \times \text{normal} = \text{subnormal})$ takes 124 cycles, while $\text{normal} \times \text{normal} = \text{normal}$ takes only 10 cycles. During network inference, each $(\text{input} \times \text{weight})$ operation has a specific input value which will cause the output to become subnormal. The attacker sweeps the input to find this threshold value and then uses that to learn the weight. The attacker can then recover all the weights of the first layer and repeat the process for the other layers. While this attack is limited to networks that use floating point numbers, it requires less equipment as it relies on timing rather than power. However, this attack still requires each operation to occur in the same place in each trace, so the attacker can try multiple input values to find the threshold input value. FARO prevents this attack by randomizing the order of operations, and preventing the iterative search.

**Fault injection attacks.** The attacks discussed thus far have focused on stealing the model; in contrast, fault injection attacks cause the model to operate in an abnormal way [23, 24]. For example, in the network used for ‘chip-and-pin’, fault injection can be used to classify a fraudulent transaction as legitimate. Attackers inject ‘faults’ into the system while it is running the model, forcing it to mis-classify its inputs. Prior work shows a practical attack using lasers to inject faults [23]. To counteract such attacks, techniques have been proposed to detect faults [85, 127]. However, detection techniques incur high overheads and are not 100% accurate. To minimize the chance of detection, the attacker must inject as few faults as possible [83, 265]. Prior work shows that a mis-classification can be forced with just 4 injected faults [82]. However, the attacker must have full knowledge of the model, to determine the exact points where faults must be injected. By shuffling the order of operations, FARO prevents the attacker from determining the exact location for fault injection. The attacker must therefore inject many more faults, and therefore significantly increase the chances of detection.

3.7 Related work

In this section, we present some related work on shuffling to secure encryption algorithms. We also detail related work on masking, which is another commonly used technique for preventing side-channel attacks. Finally, we list prior works on securing machine learning in a broader context.

3.7.1 Shuffling

Shuffling was first proposed as a technique to secure AES encryption against side channel attacks [170]. Most shuffling techniques target the 16 S-Box operations performed in AES [243].
We now detail prior work which perform shuffling in software and hardware.

**Software.** One approach to shuffle the order of operations is to pick a random index to start at each time. As this only requires calculating one random value, it adds significantly less overhead [69, 173, 188]. However, follow-on work shows that this approach does not significantly improve security as it only results in $N$ permutations instead of $N!$ [243]. Another approach is to combine shuffling with inserting dummy instructions to further mis-align the recorded power traces [153]. However, this approach is challenging as the dummy instructions must appear genuine to the attacker or else they can easily remove them from the trace before analysis.

Other approaches perform ‘fully shuffling’, for securing the S-Box operation of AES running on a low-power CPU [19]. This is done by unrolling the loop which computes the 16 S-Box computations and running these steps in a random order. This technique would be impractical for neural networks due to the larger, arbitrary number of neurons and weights in neural networks. FARO solves this problem and allows shuffling arbitrary number of neurons and weights, using dedicated hardware.

**Hardware.** Shuffling in hardware has also been implemented for AES on FPGA [213, 248]. Dhanuskodi et al. design an ASIC for AES encryption, which employs shuffling [49]. Techniques that combine hardware and software to perform AES shuffling have also been proposed [79]. Patranabis et al. detail hardware to perform shuffling in hardware in two rounds instead of one [213]. All these works target AES encryption and cannot be extended to support shuffling arbitrary number of operations, which is necessary for shuffling neural networks. In contrast, our hardware is able to scale to arbitrary number of operations.

**Other uses.** Adding hardware for shuffling has also been proposed for other encryption algorithms such as elliptic curve cryptography [34] and lattice-based cryptography [38]. These approaches are also restricted to shuffling $2^N$ iterations, while FARO supports shuffling any number of iterations. Shuffler [252] and Morpheus [76] employ shuffling to protect against code reuse attacks, while we defend against side channel attacks.

### 3.7.2 Masking

One popular technique to obfuscate side-channels is to *mask* secret data by *splitting* this data into several parts and operating on each part separately. Mathematically, the secret information $s$ is split into $d$ parts (or ‘shares’) $s_1, s_2, ... s_d$ such that $s_1 \oplus s_2 \oplus ... \oplus s_d = s$. Thus, for an attacker to recover $s$, they must first recover all $d$ shares. As the $d$ shares can be distributed anywhere in the power trace, the attacker must analyze the entire trace to try to identify where in the trace each share is located. This process makes masking effective at improving security against side-channel attacks.

Masking has been extensively studied for securing encryption algorithms such as AES [140], Saber [145], and Midori64 [81]. Masking has also been applied to CPUs to prevent side-channel attacks but incur a $141 \times$ latency overhead [8]. Similar to our approach, Dubey et al. modify a RISC-V CPU to mask operations during network inference, but add $2 \times$ latency overhead [58], compared to just 0.56% added by FARO.

Techniques to secure neural networks accelerators by masking have also been proposed, although these techniques impose significant latency (up to $2.8 \times$) and area (up to $5.9 \times$) over-
heads [56, 57]. Maji et al. propose a masking-based neural network accelerator to prevent power side-channel attacks, which adds 1.4× latency and 1.64× area overhead and only targets fully connected layers [166]. In contrast, FARO adds just 0.56% latency and 2.46% area overhead to an ARM M0+ SoC.

Another solution to obscure side channel leakage due to memory access patterns is oblivious RAM (ORAM) [88]. However, ORAM cannot be used to hide power side channels, which is the focus of our work [44]. Also, ORAM imposes a large 100× overhead, compared to just a few percent for our technique [2].

3.7.3 Machine learning side channel security

Attacks against ML algorithms using cache side channels have also been proposed [115, 256]. These attacks leverage the difference in cache access timing to infer information. However, as IoT devices typically lack caches, such attacks do not apply to them. Similarly, the memory access pattern of neural network accelerators has also been used as a side-channel to recover information [119]. The authors are able to reverse engineer the network architecture from the memory access patterns observed during inference. This attack does not apply to low-power embedded systems, where all memory accesses take the same number of cycles. Recent work proposes a defense against such an attack that employs shuffling, but is limited to a small subset of memory accesses to obscure only the boundaries between layers [161].

3.8 Conclusion

In this chapter, we propose a technique to efficiently and securely shuffle the order of operations in an ML model running on an IoT device. We show that software shuffling (proposed in prior work) leaks information which can be used to obviate the security benefits of shuffling. Leveraging this, we detail a new attack against software shuffling which can be used to learn the exact values being shuffled from a single power trace. To overcome the short-coming of software shuffling, we propose FARO, which adds a hardware functional unit within the CPU. FARO uses a novel counter-based approach, to effectively shuffle the large, arbitrary sizes of neural network layers. FARO adds just 0.56% latency overhead, compared to over 100% in the case of software shuffling. We show that FARO effectively secures the weights of neural networks and can also be used to secure other applications. FARO adds just 2.46% area and 3.28% power overhead, without itself leaking any side channel information.
In this Chapter, we consider the security and privacy of edge ML accelerators. We have seen a tremendous rise in the number of edge accelerators targeting ML [192]. However, there has been a lack of work that studies such devices from the safety and privacy perspective. As they are designed to minimize power consumption, edge ML accelerators typically lack a CPU [36, 37, 86, 146, 211]. Thus, the accelerator is responsible not only for performance but also for security. In this Chapter, we examine a common requirement for running security-centric ML algorithms that current ML accelerators do not provide. Specifically, these algorithms require random numbers, sampled from specific distributions. Examples of such algorithms, and the type of random values they require are:

**Differentially-private ML**: Differential Privacy (DP) is a technique that allows for operations to be performed on large collections of private data, while protecting the privacy of each individual’s data [4]. Differentially Private ML (DP-ML) extends the privacy-preserving guarantees of DP to machine learning models. Models trained on private user data can ‘memorize’ specific examples and can leak sensitive user data [72]. Thus, to ensure the integrity of ML models trained on private data, DP-ML adds Gaussian or Laplace random values to the activations of each layer during training. We further elaborate on DP-ML in Chapter 4.1.1.

**Adversarially robust CNNs**: As described in Chapter 2.2, adversarial attacks are a major risk to ML systems. Many techniques which aim to improve robustness against such attacks require random values sampled from a Gaussian distribution [65, 109, 128, 268].

One option for supporting these algorithms is to include dedicated hardware for noise\(^1\) generation. However, as we show in Chapter 4.2.1, existing approaches to do so impose high overheads which are untenable in resource constrained edge devices. Also, adding support for different distributions (e.g., Gaussian or Laplace) and varying dimensionality (i.e., univariate or multivariate) further increases these overheads. Finally, hardware noise generation can also leak side-channel information [186]: popular methods to produce both Gaussian- and Laplace-sampled noise are susceptible to timing side channel attacks [131].

\(^1\)We use the terms ‘noise’ and ‘random values’ interchangeably throughout this chapter.
To efficiently and safely enable security-centric ML algorithms on edge devices, we propose AESIR. Instead of computing noise values directly in hardware, AESIR pre-computes and stores noise values in memory ahead of time. During runtime, we randomly sample from these stored points to produce the noise we need. AESIR avoids the overhead of noise-generation hardware in favour of storing pre-computed noise points in plentiful off-chip memory. AESIR adds significantly less overhead compared to dedicated hardware for noise generation. Thus, AESIR allows ML accelerators to support a wide range of ML algorithms that require noise sampled from a variety of distributions. Furthermore, AESIR does not suffer from the vulnerability to side-channel attacks as dedicated noise generation hardware.

This chapter is based on work published in:


Contributions

In this chapter, we make the following contributions:

- We observe that current edge ML accelerators have no way of generating noise from specific distributions and therefore are unable to run many security-critical ML algorithms.
- We explain why current hardware-based noise generation approaches suffer from high overheads and are insecure.
- To efficiently and safely produce random values, we propose AESIR, lightweight hardware modifications to ML accelerators to enable noise generation. AESIR pre-computes and stores random values in off-chip memory and randomly samples from these stored values during runtime.
- AESIR enables crucial algorithms such as differentially private ML and adversarially robust CNNs, with $< 0.5\%$ area and energy overheads. Compared to prior approaches, AESIR adds $23 \times$ lower area and $40 \times$ lower energy, while avoiding the security issues with dedicated noise-generation hardware.

4.1 Background and related work

We now provide some background on differentially private ML, which is one of the main algorithms which requires random noise (Chapter 4.1.1). We then describe how techniques for improving adversarial robustness also require random noise (Chapter 4.1.2). Next, to understand how we implement AESIR, we provide an overview of the architecture of typical edge ML accelerators (Chapter 4.1.3). Finally, we outline existing hardware approaches for generating Gaussian and Laplace noise in hardware (Chapter 4.1.4).
4.1.1 Differentially Private ML

In this section, we begin by outlining the threat model that DP-ML is designed to protect against. We then describe differential privacy before detailing how differential privacy is used in conjunction with ML.

4.1.1.1 Threat model

We consider training a single ML model using private data from several users. We show different scenarios to achieve this, and the different security vulnerabilities in each case. We depict data movement in each figure with arrows; red arrows indicate the data is not protected and vulnerable to theft. We start with the base case (Figure 4.1a) where private data from several users is sent to a central server to train a model. In this case, data is sent ‘as-is’ and is vulnerable during transmission.

To secure data during transmission, Figure 4.1b shows the case where data is first encrypted before transmission. Encryption protects the data during transmission (shown with black arrows in the figure) and only requires modest computational capability on the user side. However, on the server side, this scenario requires the server to decrypt data from every user before training the model. For systems with many users, this can add significant overhead to the server [169]. In addition, decrypted data from every user is stored on the server during training, making the server a ‘single point of failure’. If an attacker gains access the server, they can obtain unencrypted data.
from every user in a single location. Some approaches (e.g., homomorphic encryption) aim to allow the server to directly train on the encrypted data. However, homomorphic encryption slows down execution by several orders of magnitude [67, 154].

Federated learning (Figure 4.1c) avoids having to store data from every user on the server [169]. In this approach, each user trains a local ML model and then shares just the updates with the central server. The server then trains a global model with all the local updates and shares this model back with all the users. However, prior work shows that even the trained model can leak information [72]. Thus, we require a means of enabling federated learning while protecting user privacy. One approach to remedy this is differentially private ML, which we describe next.

### 4.1.1.2 Different Privacy

Differential privacy (DP) leverages the idea that a user’s privacy is guaranteed if their data is not in the dataset at all. DP therefore gives each user the same privacy that they would get from having their data removed from the dataset. Dwork et al. [59] demonstrate that random noise can be added to each user’s data to mimic the effect of removing one user’s data from the dataset. DP is now used by major companies such as Apple [9] and Facebook [197] and even the US Census Bureau [1] to secure private user data.

The most commonly used is random noise sampled from a Laplace distribution [80], which yields a strict $\varepsilon$-DP guarantee and is termed pure differential privacy. $\varepsilon$ is a tunable parameter to control the trade-off between privacy and accuracy [152]. Another option is to add noise from a Gaussian distribution – termed approximate differential privacy – which provides the looser $(\varepsilon, \delta)$-DP guarantee [80]. In this case, $\delta$ is a small value which quantifies the risk of privacy loss from using Gaussian noise. The Laplace mechanism is preferred for smaller datasets, while Gaussian is preferred for larger datasets [4].

**Algorithm 3: Differentially private SGD.**

1. **Inputs:** Examples ($x_1 \ldots x_N$), timestep ($T$), weights ($w$), minibatch size ($B$), loss function ($\mathcal{L}$), noise variance ($\sigma$), max gradient norm ($C$), learning rate ($\eta$)
2. **Initialize** model weights before timestep 0: $w_0$
3. for $t \in [T]$ do
   4. Randomly sample a minibatch $B$.
   5. foreach $i \in [B]$ do
      6. $g_t(x_i) \leftarrow \nabla_{w_t} \mathcal{L}(w_t, x_i)$
      7. $n_i = \|g_t(x_i)\|_2$
      8. $\overline{g_t}(x_i) \leftarrow g_t(x_i)/\max(1, n_i)$
   9. Add noise and aggregate
      10. $\tilde{g_t}(x_i) = \frac{1}{B} \sum (g_b^c + D(0, \sigma \cdot C))$  
      11. Perform SGD
      12. $w_{t+1} \leftarrow w_t - \eta \tilde{g}_t$
9. end
4.1.1.3 Differentially Private ML

Differentially Private ML (DP-ML) extends the privacy-preserving guarantees of DP to machine learning models. Figure 4.1d shows this, depicting the addition of noise during local training on the edge ML accelerator. A popular technique for training DP-ML models is to modify the standard Stochastic Gradient Descent (SGD) algorithm. This new algorithm (called DP-SGD) is outlined in Algorithm 3). Similar to regular SGD, DP-SGD first computes the gradients with respect to the loss function (Line 6). After this, DP-SGD computes the $L_2$ norm of the computed gradients (Line 7) to perform gradient clipping (Line 8). Then, DP-SGD adds noise to each gradient value before the final aggregation step (Line 10). This final step of adding noise to each gradient is crucial for the certifiable security guarantee provided by DP-ML.

4.1.2 Adversarial robustness

We now explain how AESIR can enable the execution of adversarially-robust models on edge devices. As described in Chapter 2.3.1, a widely studied technique to improve robustness is to add ‘noise’ (i.e., random values sampled from a specified distribution) to the network [109, 128, 149, 160]. We demonstrate how AESIR can be used to add noise using a recently proposed technique: WCA-Net [65]. We choose WCA-Net as it achieves state-of-the-art improvements in model robustness without adversely affecting classification accuracy.

As shown in Figure 4.2, WCA-Net adds a noise layer before the final fully-connected layer of the network. WCA-Net injects randomly sampled anisotropic multi-variate Gaussian noise, during both training and inference. This is coupled with a modified loss function which aligns the weights of the final layer with the injected noise. This causes the final layer to better ‘separate’ benign and adversarial inputs so that a small perturbation in the input does not cause a large change in the final layer output. With this approach WCA-Net achieves state-of-the-art performance by injecting noise at just one point in the network.
4.1.3 CNN accelerators

In this section, we provide a brief overview of CNN accelerators. We also describe prior work which aims to improve the security of these accelerators.

4.1.3.1 Architecture

We describe a typical ML accelerator as shown in Figure 4.3. For inference, accelerators store the trained weight values in off-chip (DRAM) memory. Accelerators run one layer at a time, with the weights and inputs for that layer being moved from off-chip memory to the on-chip global buffer (GLB). The weights and inputs are then sent to the processing elements (PEs). The PEs are connected as a systolic array [86, 134] or using a network-on-chip [36, 37, 146].

Inference vs. training. We consider the application of our techniques to both training and inference. ML accelerators for training must support back propagation of the gradients to adjust the weights. Inference and training accelerators differ in the datatypes supported; inference is commonly done with fixed-point formats such as int8 [134] or int16 [36, 55], which results in significant area, energy and latency savings, while training uses floating point such as bfloat16.

System integration. To meet strict area and energy constraints, edge ML accelerators are typically deployed ‘standalone’, without a CPU [36, 37, 86, 146, 211]. The designs we use as our baseline for evaluating training and inference – Eyeriss [36] and DiVa [211] – both lack a CPU. Since edge ML accelerators typically run a single network for long periods of time, they do not need the flexibility of a tightly-coupled CPU. They are instead configured, when required, using a scan-chain [36], a configuration bit-stream [86] or using on-chip control logic [146]. We therefore consider efficient noise addition in accelerators without CPUs.

4.1.4 Sampling distributions in hardware

We now explore existing approaches for producing random values from Gaussian and Laplace distributions, on-the-fly. First, we describe our notation for distributions used throughout our work. Gaussian and Laplace distributions are typically characterized by their mean (µ) and scale (σ). The Gaussian distribution is commonly characterized using it’s variance (σ²), which is the square of the scale. However, for consistency with the Laplace distribution, we use the scale for both distributions. We also always consider distributions with a mean of 0 as none of the
applications we study uses a non-zero mean. Therefore, we denote the Gaussian and Laplace distributions as $G^\sigma$ and $L^\sigma$, respectively.

A hardware random number generator (RNG) produces $N$-random bits, following a uniform distribution $U \in [-2^{N-1}, 2^{N-1} - 1]$. We must then convert this uniformly-distributed value to the required Gaussian or Laplace distribution. A common approach, which works for any distribution, is the inversion method. If we wish to generate values for a random variable $X$, we start with the distribution’s cumulative distribution function (CDF) (i.e., $F_X$) and calculate the inverse CDF (i.e., $F_X^{-1}$). Given a uniformly-distributed random number $u \in [0, 1]$, $F_X^{-1}(u)$ is a random variable with the required distribution. For example, for the Laplace distribution, the CDF is

$$F_L^\mu, \sigma = \frac{1}{2\sigma} \exp\left(\frac{-|x - \mu|}{\sigma}\right)$$

Applying the inverse, we obtain

$$F_L^{-1}(u) = \mu - \sigma \text{sign}(u - 0.5) \ln(1 - 2|u - 0.5|)$$

Thus, we can convert a uniformly-distributed value, produced by an RNG, to a Laplace-distributed random number by implementing this inverse CDF in hardware.

**Gaussian Noise:** Unfortunately, the Gaussian distribution does not have a closed-form inverse CDF function. Thus, we cannot use the same approach we did for the Laplace distribution. We opt for a popular technique, namely the Box-Muller transform [22]. We elaborate further on this technique in Chapter 4.3, as we implement this design as a baseline to compare against AESIR. However, we later show that this design still requires expensive hardware blocks to implement. This motivates our design of AESIR, which we describe next.

### 4.2 AESIR

We motivate and describe AESIR, our technique for enabling efficient noise injection in ML accelerators. We begin with the challenges faced by existing approaches which generate noise directly in hardware. We then provide an overview of the hardware required for AESIR. Finally, we explain how AESIR overcomes the challenges of existing approaches.
4.2.1 Challenges

We now describe the difficulties associated with producing the noise required by security-centric ML algorithms. For ease of later referencing, we number each of these from C1 to C5. The first four–C1 to C4–apply to DP-ML, while C5 is relevant for adversarial robustness.

C1: Altering the scale of the produced noise. DP-SGD (described in Chapter 4.1.1) uses the same noise scale (σ) for all layers of the network. As we explained in Chapter 4.1.4, noise hardware typically produces $G_{0.1}$ or $L_{0.1}$ noise. However, DP-ML techniques add noise with varying scale values to the activations of all layers in the network [27, 210]. To get $G_{0,σ}$ or $L_{0,σ}$ noise, we must perform an additional multiplication operation, as shown in Figure 4.7a. For Gaussian noise, this requires two multipliers, as we produce two Gaussian random values at a time.

C2: Floating-point noise. As described in Chapter 4.1.3, accelerators used for training typically use floating-point values. However, existing approaches produce fixed-point values. These fixed-point values must first be converted to floating point, which requires additional hardware.

C3: Continuous noise. To provide certifiable privacy guarantees, DP requires the added noise to follow an ‘ideal’ distribution. Every possible value from a distribution must be a possible output without any ‘gaps’. However, the transforms described above do not satisfy this condition [186]. Assuming the uniform random numbers are evenly spread out – which is the case when using a true random number generator, the transformed distributions are then unevenly spaced, with more values around 0 and fewer values with larger magnitudes. Prior work shows how this can be exploited by an attacker to undermine the guarantees offered by differential privacy. The solution proposed by the authors – called ‘clamping’ – would incur additional overheads to prevent this [186].

C4: Timing side channel free noise. Jin et al. show that techniques to sample from Gaussian and Laplace distributions also suffer from timing side channels [131]. The time taken to produce a sample leaks the magnitude of the noise. With a success rate of over 90%, this timing attack effectively subverts the security of differentially private systems.

C5: Anisotropic multivariate noise. Producing the noise required by WCA, the adversarial robustness technique we study, is also non-trivial for noise generation hardware. As we explained in Chapter 4.1.2, WCA requires multi-variate Gaussian noise. The univariate distribution is described by two scalar values (i.e., the mean $μ$ and scale $σ$). However, the multi-variate distribution ($G$) is described by a vector of means $\bar{μ}$ and a covariance matrix $Σ$. Furthermore, WCA requires anisotropic multi-variate noise.\(^3\) To obtain $K$-dimensional anisotropic noise, we cannot simply use $K$ separate univariate noise values. Instead, we must multiply these $K$ independent noise values with the covariance matrix ($Σ$) to generate the required noise vector $\bar{X}$.

With these challenges in mind, we describe AESIR, our noise injection approach which overcomes these challenges.

\(^3\)For anisotropic noise, the covariance matrix ($A$) must be symmetric (i.e., $A = A^T$) and positive semi-definite (i.e., $b^TAb \geq 0$, for $b \neq 0$).
4.2.2 High level overview

AESIR overcomes the challenges described above by not producing noise directly in hardware. Instead, we pre-compute the required noise values ahead of time and store them in plentiful off-chip DRAM memory. During runtime, our modified hardware simply reads a random value from this stored list to produce the required noise. AESIR only requires lightweight modifications to the memory controller and imposes no other limitations on the architecture of the ML accelerator. Specifically, AESIR modifies the address generation logic inside the memory controller (Figure 4.3).

Figure 4.5 shows the hardware for address generation and the modifications made to support AESIR. The region labelled ② calculates the addresses sent to DRAM as a ‘base’ plus an ‘offset’. The ‘base’ indicates the starting address in memory of the item being read (e.g., the weights of a particular layer). The region marked ① increments the ‘offset’ by a fixed ‘stride’ every cycle. As layer parameters – such as weights and inputs – are much larger than the size of the DRAM bus, we must perform multiple read operations to load all the values from DRAM. To support this, the ‘offset’ is incremented by the ‘stride’ value during each cycle to load the next set of values from DRAM.

We modify this hardware to support reading random values instead of the stride during each cycle. Our additions are shown in the region marked ③. We add a random number generator (RNG) to select a random instead of fixed value from memory. A 2 : 1 mux selects between the original offset and our randomly calculated offset. The gen_rand_add signal selects between these two modes. We also add the address where random values are stored in the chip’s control logic, so that the correct ‘base’ address will be provided for reading random values. We also add logic to perform bit-shifts, which is required for the WCA algorithm, as we elaborate in Chapter 4.2.3.1. We now explain how we hide the latency of DRAM reads by loading noise values while the previous layer is still running.

4.2.3 Scheduling DRAM reads

To easily integrate with the scheduling schemes of existing accelerators, we frame noise addition as running a ‘noise layer’. The inputs to this noise layer are the activations from the previous layer, while the ‘weights’ of this noise layer are the random values we wish to add. Consider the case of a noise layer being run between layers $N$ and $N + 1$ of a network. The weights for layer
\( N \) have been read from DRAM and are stored in the weight buffer. Once the input for layer \( N \) is ready, that layer is run on the PE array.

Since the weights for layer \( N \) have been dispatched, we can now read the random values from DRAM and store them as ‘weights’ in the weight buffer. Depending on the algorithm, we can have one (e.g., WCA) or many (e.g., DP-ML) noise layers per network. Once layer \( N \) has finished, we schedule the noise layer to add the random noise values to all the activations. The noised activations are then ready to be used as the inputs to layer \( N + 1 \).

### 4.2.3.1 Support for WCA

We now describe how AESIR supports both algorithms we evaluate, starting with WCA. For WCA, we require noise values which must be used in order every time; we refer to these values as a noise vector. WCA requires either 32 or 256 values per vector. As DRAM is typically much wider than the datatype used, reading a single vector requires multiple DRAM reads. For example, consider a 128-bit DRAM bus and an int8 datatype where we store 16 values together. Thus, 32 values will be stored across two addresses while 256 values will be stored across 16 addresses. Therefore, when reading random noise vectors, we need a way to index to the starting address of each vector.

To do so efficiently, we add an \( n \)-bit shifter to our hardware, as shown in Figure 4.5. We use bit-shifts to calculate \( 2 \times R \) and \( 16 \times R \), where \( R \) is the output of the RNG. This allows us to always read an entire noise vector that is either 32 or 128 values in size each time. When we do not wish to use the shifter, we simply set \( n = 1 \) (as is the case for DP-ML).

### 4.2.4 Support for DP-ML

For DP-ML, we use univariate noise and thus do not need to do multiple DRAM reads. However, for each individual DRAM read, we always use that set of values in the same order. For the 128-bit DRAM bus and a 16-bit datatype we use in our evaluation of DP-ML (Chapter 4.4), 8 values are used in the same order every time. Although this ordering is necessary for WCA, for DP-ML, this can potentially diminish the security of our approach. To prevent the possibility of any information leakage from using univariate points in order every time, we add hardware that scrambles the order of these values each time they are read.

**Scrambling hardware.** Figure 4.6 shows our scrambling hardware. We require \( 128/16 = 8 \) multiplexers so that each 16-bit value can be placed in any position in the final 'scrambled'
128-bit output. We need a 3-bit TRNG (i.e., $\log_2(8)$) to select a random permutation each time. The TRNG output is connected to the select signal of each mux, with varying negation (shown with the white circle on the mux select lines). This ensures that each mux selects a unique 16-bit value from the input. This scrambling produces $8! = 40,320$ possible scrambled orders. Coupled with the large number of overall values we store in DRAM (discussed in Chapter 4.4), this results in a huge number of possible random values. This makes it untenable for an attacker to learn the noise values that were added to activations to subvert the security of AESIR.

### 4.2.5 Benefits of AESIR

We now explain how AESIR addresses each of the challenges faced by prior approaches (Chapter 4.2.1).

- \( \mathbb{C}1 \): As DP-ML adds noise from a distribution with a specific scale (\( \sigma \)) for every layer, AESIR simply stores values from this specific distribution and avoids any additional multiplication operations.

- \( \mathbb{C}2 \): AESIR can produce noise from any datatype without needing additional hardware to convert between datatypes.

- \( \mathbb{C}3 \): By producing noise points ahead of time, we can produce noise sampled from an ‘ideal’ distribution without missing any values and compromising the privacy guarantee offered by DP.

- \( \mathbb{C}4 \): As AESIR only performs memory read operations to get new noise values, there is no variation in time depending on the value being read. Therefore, we naturally obtain a constant time implementation, making AESIR immune to timing side-channel attacks.

- \( \mathbb{C}5 \): For WCA, we once again pre-compute and store several noise vectors and randomly choose one during runtime. This avoids the matrix-multiplication operation to convert \( k \) independent noise points into a noise vector.

While AESIR overcomes these challenges, the hardware for generating noise in hardware (described in Chapter 4.1.4), fails to do so. Next, we describe our hardware for on-chip noise generation, which we use as a baseline for comparing against AESIR.

### 4.3 Baseline on-chip noise generation hardware

In this section, we describe our baseline implementation, which we call NOISEGEN. To support both DP-ML and WCA, NOISEGEN must produce both Gaussian and Laplace noise. For Gaussian, we choose the design proposed by Lee et al. [150], which implements the Box-Muller transform. We opt for this design as the Box-Muller transform is considered the best approach to balances accuracy and hardware usage [168]. The Box-Muller transform (Equation 4.1) converts two uniformly distributed random numbers \( U_0 \) and \( U_1 \) to two Gaussian random numbers \( G_0 \) and \( G_1 \).
For the Laplace distribution, we use Equation 4.2 from Choi et al. [40], which converts $U_0$ and $U_1$ to a single Laplace random number $L_{\mu, \sigma}$.

$$L_{\sigma} = \sigma(\text{sign}(U_0 - 0.5) \cdot \ln(U_1))$$  \hspace{1cm} (4.2)

Hardware implementation. Figure 4.7a shows the block diagram of our implementation of the design of Lee et al. [150]. Blocks in blue calculate transcendental functions, while blocks in orange (with rounded corners) compute basic math operations (e.g., multiplication, subtraction). All transcendental functions (i.e., $\ln()$, $\sqrt{}$, $\sin()$ and $\cos()$) are implemented using lookup tables, where the coefficients are determined using Chebyshev series approximations [226]. To reduce the table size, this design employs range reduction to first transform the input to each table into a small range of values [226]. A key caveat with this hardware is that – similar to other hardware techniques for noise generation – it always produces $G_{0,1}$ noise.

Generating Laplace noise. The hardware proposed by Lee et al. only produces Gaussian random values. However, as we explained in Chapter 4.1.1, DP-ML sometimes requires Laplace random values. To enable this, we make minor modifications to the hardware shown in Figure 4.7a to also produce Laplace random values, based on the formula from Choi et al. [40]. Since some hardware blocks are shared between Equations 4.1 and 4.2 (i.e., $\ln(U_0)$ and a multiplier), we add muxes to switch the inputs to those blocks. We use the Mode input to switch between generating Gaussian ($Mode = 0$) and Laplace ($Mode = 1$) noise. In Gaussian mode, we produce two Gaussian random numbers, while in Laplace mode, $G_1$ is ignored. To maximize throughput, we fully-pipeline our design to produce 1 random value per cycle, after an initial start-up latency of 16 cycles for Gaussian mode and 8 cycles for Laplace mode.

As described in Chapter 4.2.1, generating noise directly in hardware faces a number of challenges. In this section, we describe how we modify the hardware in Figure 4.7a to address...
two of these challenges. We do this to enable a fair comparison against AESIR in our evaluation. We refer to the final hardware, shown in Figure 4.7b as NOISEGEN.

C1: Supporting multiple scale factors. As described in Section 4.2.1, DP-ML requires algorithms with varying scales (e.g., $G^{0, \sigma}$ for Gaussian). Recall that the hardware in Figure 4.7a only produces $G^{0,1}$ random values. Therefore, we add two additional multipliers in Figure 4.7b to produce $G^{0,\sigma}$.

C2: Floating-point noise. NOISEGEN produces fixed-point random values, which must be converted to floating point values using additional hardware. We pipeline our fixed2float hardware, which requires 16 cycles to convert a 16-bit fixed-point to a 16-bit floating-point value. Thus, the start-up latency of NOISEGEN is 32 and 24 cycles, for Gaussian and Laplace modes, respectively.

To save energy, we also power gate NOISEGEN when it is not being used. Finally, to match the operation of AESIR, we store the noise values produced by NOISEGEN in global memory until needed. Next, we present our evaluation of AESIR, for DP-ML.

4.4 AESIR for DP-ML

We now evaluate AESIR when used to add noise for DP-ML. We begin with our methodology for evaluating NOISEGEN against AESIR for this algorithm. We then detail the overheads of AESIR and NOISEGEN when used to generate noise for DP-ML.

4.4.1 DP-ML Methodology

Accelerator description. In this section, we focus on the accelerators targeting training. Our design is based on the DiVa [211] architecture, shown in Figure 4.8. However, DiVa is designed for datacenters, while we target edge applications. Therefore, we opt for a smaller version of DiVa, suitable for low-power edge scenarios. The post-processing unit (PPU) proposed in DiVa can perform a sum-reduce of 128 values, to match their $128 \times 128$ PE array. Instead, the PPU in our design can operate on 16 values at once. We assume a DRAM bus width of 128 bits, similar to prior work [14, 68].

We evaluate two flavours of the training accelerator to compare the two approaches for noise addition. The first (NOISEGEN-T) generates noise directly in hardware, using NOISEGEN.
Table 4.1: List of models evaluated. For each, we show the dataset used and the storage space needed for the model. We also provide a short name we use in our evaluation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>Model size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>int8</td>
<td>float16</td>
</tr>
<tr>
<td>PreActResNet-18</td>
<td>CIFAR-10</td>
<td>11.18 22.36</td>
</tr>
<tr>
<td>(P18)</td>
<td>CIFAR-100</td>
<td>11.32 22.64</td>
</tr>
<tr>
<td>WideResNet-32</td>
<td>CIFAR-10</td>
<td>46.18 92.36</td>
</tr>
<tr>
<td>(W32)</td>
<td>CIFAR-100</td>
<td>46.35 92.70</td>
</tr>
<tr>
<td>VGG-16 (V16)</td>
<td>CIFAR-10</td>
<td>14.75 29.50</td>
</tr>
</tbody>
</table>

This variant also includes hardware to convert from fixed-point to floating-point (Chapter 4.3). The second flavour (AESIR-T) implements AESIR, to read random values from DRAM. This variant includes hardware to scramble values read from DRAM. As we use a 128-bit DRAM bus and a 16-bit datatype, we read 8 values from DRAM per cycle. Thus, our scrambling hardware uses 8 muxes.

Modelling accelerators. We model our accelerator using Accelergy [255]. Accelergy supports components commonly used in accelerators such as multiply-accumulate units (MACs), SRAM for global memory, networks-on-chip, and the interface to DRAM. We implement additional hardware in Verilog including: the PPU and the hardware shown in Figs. 4.6 and 4.7b. We then perform synthesis using the Synopsys Design Compiler 2017.09 for the TSMC 65nm (nominal) process. We clock our design at 200MHz, matching prior work [36, 245].

Test setup. For training differentially private ML models, we use the Opacus [259] library, which adds DP-ML support to the PyTorch [212] framework. Table 4.1 shows the networks we study. We evaluate three models using two datasets, similar to prior work [74].

4.4.2 Overheads

We now analyze the overheads of AESIR by comparing NoiseGen-T and AESIR-T against our baseline implementation of DiVá. We begin by detailing the overheads for both which are similar, such as latency and global memory overhead. We then detail the area and energy overheads for each flavour separately, as they vary significantly.

Global memory. For both flavours, we store noise points in the on-chip global memory (GLB) until they are needed. This raises the possibility that we may not have enough space in the GLB to store the noise points, without evicting other data. We analyze this using Accelergy, which outputs the utilization of the GLB per layer. We see that there is no layer in any of the networks we evaluate where the GLB is more than 90.5% full. Thus, we always have at least 12 kB of space in the GLB for storing noise points. This allows us to read and store over 6000 noise points from DRAM per layer. Thus, for the networks we evaluate, storing noise points does not lead to any global memory contention.

Latency. As both flavours read noise values while the previous layer is running, both incur a minimal latency overhead of just 0.49% for all the networks we evaluate. This minimal increase comes from the extra latency of adding noise after the penultimate layer. The overhead is minimal for both flavours as they are both designed for low-latency operation. However, enabling low
Table 4.2: DRAM storage footprint for varying amounts of noise points stored.

<table>
<thead>
<tr>
<th>Number of noise values in DRAM</th>
<th>Storage required (KB)</th>
<th>Footprint (%) over smallest model</th>
</tr>
</thead>
<tbody>
<tr>
<td>65536</td>
<td>128</td>
<td>0.56</td>
</tr>
<tr>
<td>131072</td>
<td>256</td>
<td>1.11</td>
</tr>
<tr>
<td>262144</td>
<td>512</td>
<td>2.23</td>
</tr>
<tr>
<td>524288</td>
<td>1024</td>
<td>4.47</td>
</tr>
</tbody>
</table>

latency for NOISEGEN adds non-trivial area and energy overheads, which we explain next.

4.4.2.1 AESIR-T

We now present the DRAM footprint as well as the area and energy overheads of AESIR-T. DRAM. We first examine the minimum number of noise points that must be stored to meet security requirements. Recall that prior work by Mironov et al. [186] shows that ‘gaps’ in the random values produced, acts as a side-channel for an attack against DP [186]. Since we use the bfloat16 datatype, we must store one of each possible 65,536 (= 2^{16}) points to avoid such gaps.

With this minimum number of points in mind, we quantify the increase in memory footprint of DRAM. Table 4.2 shows the footprint of storing different numbers of points in DRAM. Even when storing over half a million points, we add just 1MB of storage. 1MB is less than 5% of the size of the smallest model we evaluate (PreActResNet-18). Thus AESIR only slightly increases the memory footprint of DRAM.

On-chip area and energy. To support AESIR, we add the following hardware to a baseline ML accelerator:

1. A 2 : 1 mux (Figure 4.5)

2. Hardware to scramble values read from DRAM (Figure 4.6) and

3. A hardware RNG for both additions above.

For the RNG, we opt for a cryptographically secure RNG, proposed by Bakiri et al. [16], which provides 9.4 Gbps of randomness. As we run our design at 200MHz, we obtain 9.4 ÷ 0.2 = 47 random bits per cycle. For our scrambling hardware, we need 3 (i.e., log_2(8)) bits to scramble the 8 muxes we use in our design. We therefore have 44 bits of randomness available per cycle to read random values from DRAM. This allows us to randomly select from 2^{44} addresses in DRAM.

As each location in DRAM contains 8 values, AESIR-T supports addressing up to 2^{44+3} (over 10^{13}) random values from memory. However, to address 1MB of stored noise points, we only require log_2(524288) = 19 bits from the TRNG. Thus, the TRNG we use supports significant headroom to address far more noise points in memory, if required. In total, AESIR-T incurs only a 0.4% area and 0.2% energy overhead, compared to our baseline DiVa accelerator, which does not support any noise addition. Of this 0.4% area overhead, 0.319% comes from the RNG hardware while our hardware additions only add 0.082% area overhead.
Table 4.3: Energy overhead of NoiseGen-T

<table>
<thead>
<tr>
<th>Model</th>
<th>P18</th>
<th>W32</th>
<th>VGG16</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy overhead (%)</td>
<td>10.05</td>
<td>7.01</td>
<td>7.39</td>
<td>8.15</td>
</tr>
</tbody>
</table>

4.4.2.2 NoiseGen-T

As our training accelerators use 16-bit datatype, we configure NoiseGen to produce 16-bit value every cycle. As shown in Figure 4.7a, our implementation requires a random number generator (RNG) for its operation. Matching prior work [150], our design requires 64 uniform random bits per cycle. However, using the RNG from above, we are only able to obtain 47 random bits per cycle. We therefore include two such RNGs to provide the 64 random bits needed for NoiseGen-T.

**On-chip area and energy.** Table 4.3 shows the energy overhead of NoiseGen-T for each model that we evaluate. We see that compared to the minimal 0.2% energy overhead imposed by AESIR-T, NoiseGen-T adds an average 8.15% energy overhead. Similarly, NoiseGen-T adds 9.38% area overhead to the baseline accelerator design. This increased overhead is due to: 1) the hardware to generate noise, including our augmentations described in Chapter 4.3 and 2) the extra RNG needed to produce enough random bits. These overheads are significant in the context of power and cost sensitive edge ML accelerators. This demonstrates the benefit of AESIR, compared to adding dedicated noise generation hardware. Note Table 4.3 does not distinguish between CIFAR-10 and CIFAR-100; these models vary only in the number of output classes. This only impacts the size of the last layer which accounts for < 1% of the total energy in all cases.

4.5 AESIR for robustness

We now evaluate AESIR when used to add noise for adversarial robustness. We first detail our methodology in Chapter 4.5.1. We then then present our evaluation in Chapter 4.5.2. Finally, we detail the overheads imposed by AESIR in Chapter 4.5.4.

4.5.1 Methodology

We describe the architecture used to evaluate AESIR for adversarial robustness, followed by our test setup and how we evaluate the adversarial robustness afforded by noise addition.

**Architecture description.** In this section, we use a new accelerator design – this time targeting inference – based on Eyeriss [36]. Similar to the previous section, NoiseGen-I generates noise in hardware while AESIR-I uses AESIR. Since we target inference, we opt to use an 8-bit fixed-point datatype. As both of these require noise vectors instead of individual noise points, we do not implement our scrambling hardware for inference. Finally, we once again use a DRAM bus-width of 128 bits and operate our designs at 200MHz.

**Test setup and parameters.** We evaluate the same models as the previous section, shown in Table 4.1. We run all our models using PyTorch 1.11 [212]. We evaluate robustness using the FGSM, PGD and CW attacks, similar to prior work [73, 96]. To carry out our attacks, we use the...
Figure 4.9: Classification and robustness accuracies for evaluated networks. We use the shortened names listed in Table 4.1. (V16 - VGG 16, P18 - PreActResnet-18, W32 - WideResNet32)

TorchAttacks library [141]. We provide all 10,000 test images for each dataset to the library to produce the attacked images. These attacked images are then classified by the model to obtain the robustness accuracy.

We train all models using 32-bit floating point and perform post-training quantization using PyTorch to obtain int8 models. In all cases, we saw a <1% difference in classification accuracy between the 32-bit floating-point and int8 models.

4.5.1.1 Comparison against prior work

To demonstrate the efficacy of noise addition, we compare against existing hardware techniques for adversarial robustness: 2-in-1 accelerators and defensive approximation. Both of these techniques were described earlier in Chapter 2.3.3.2. We now describe how we run each of the techniques we evaluate.

2-in-1 accelerator: We did not find any code released for this paper, so we instead ran the code from Double-Win Quant [73]. Double-Win Quant is earlier work from the same authors which implements the exact changes outlined in the 2-in-1 accelerator paper. We train models from 4–8 bits and confirm that the code randomly selects from different bit-widths as described by 2-in-1.

Defensive Approximation (DA): DA is a hardware technique that uses approximate floating point multipliers for increased robustness [96]. DA replaces the full-adders typically used in an array-multiplier with simple buffers. As DA requires custom hardware, we implement the DA approximation using custom CUDA kernels.

WCA: We obtain the WCA code from the author’s GitHub repository [64]. WCA includes an additional parameter \( M \), which is the dimension of the multivariate Gaussian distribution added to the penultimate layer. They recommend that \( M \) be greater than the number of output classes to enable high robustness accuracy. We therefore set \( M = 32 \) for CIFAR-10 and \( M = 256 \) for CIFAR-100, matching the values used by WCA.

4.5.2 Accuracy

We compare AESIR (implementing WCA) against baseline unprotected models and 2-in-1 accelerator. As DA only applies to floating-point inference, we compare against DA in Chapter 4.5.3 below. Figure 4.9 shows the classification and robustness accuracies for the models we evaluate. We see that the baseline networks achieve high classification accuracy but low
Table 4.4: Comparison of classification accuracy between Defensive Approximation (DA) and AESIR, for 32-bit floating point inference.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>DA (%)</th>
<th>AESIR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PreActResNet-18</td>
<td>CIFAR-10</td>
<td>10.00</td>
<td>91.75</td>
</tr>
<tr>
<td></td>
<td>CIFAR-100</td>
<td>1.33</td>
<td>66.53</td>
</tr>
<tr>
<td>WideResNet-32</td>
<td>CIFAR-10</td>
<td>8.11</td>
<td>92.06</td>
</tr>
<tr>
<td></td>
<td>CIFAR-100</td>
<td>0.18</td>
<td>72.10</td>
</tr>
<tr>
<td>VGG-16</td>
<td>CIFAR-10</td>
<td>17.21</td>
<td>92.18</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>CIFAR-10</td>
<td>13.38</td>
<td>92.63</td>
</tr>
</tbody>
</table>

robustness accuracy. This is expected as baseline models have no defences applied, either during training or inference, to improve their robustness.

2-in-1 accelerator. While 2-in-1 improves robustness accuracy compared to the baseline models, it suffers from a drop in classification accuracy. For 2-in-1, we make sure to randomly select a different bit-width for each input, during classification as well as attacks. Despite this, 2-in-1 does not significantly improve adversarial robustness. We believe this is because models trained at various bit-widths do not significantly alter the model’s loss landscape. That is, even when switching bit-widths for each input, the different models are similar enough that attacks are still able to successfully find perturbations to fool the model. Thus, the limited randomness of using a fixed number of pre-trained models is insufficient to defend against adversarial attacks.

AESIR. AESIR maintains high classification accuracy, with a <1% difference compared to the baseline models. AESIR achieves the highest robustness accuracy for all attacks compared to the other techniques. This demonstrates that noise injection is an effective method for improving the robustness of ML models, without sacrificing classification accuracy. We do not show these results for NOISEGEN, as they are identical. Thus, any noise generation technique achieves high robustness and classification accuracy.

4.5.3 Comparison with Defensive Approximation

We now compare AESIR against Defensive Approximation (DA). As DA uses approximate floating-point multipliers, we use floating-point inference. Table 4.4 compares the classification accuracy of models using DA against AESIR. For all models, DA achieves extremely low classification accuracy.

We believe DA sees low accuracy because of batch normalization (BatchNorm) layers in our evaluated networks. BatchNorm layers are widely used in CNNs [124] and allows networks to achieve ∼10% higher classification accuracy [239]. DA approximates the multiplier used to compute the floating-point mantissa. Without BatchNorm, repeated multiply-and-accumulate operations cause activations to grow in magnitude through the network. The mantissa in IEEE-754 format only has a range [1.0, 2.0]. Thus, as activations grown in magnitude, the error introduced by approximating the mantissa decreases through the network. However, with BatchNorm, activations are normalized through the network keeping them in a small range (e.g., [−1.0, 1.0]). This means that the error introduced by DA has a much greater impact on networks that use BatchNorm. As the classification accuracy is so low, we opt not to run any attacks for DA, as we
Table 4.5: Number of possible permutations, space needed and storage overhead (over the smallest model we evaluate) for different amounts of noise points stored in DRAM.

<table>
<thead>
<tr>
<th>Number of noise values in DRAM</th>
<th>Storage required (KB)</th>
<th>Number of permutations</th>
<th>Overhead (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>1</td>
<td>2.13599E+96</td>
<td>0.0419%</td>
</tr>
<tr>
<td>2048</td>
<td>2</td>
<td>9.174E+105</td>
<td>0.0838%</td>
</tr>
<tr>
<td>4096</td>
<td>4</td>
<td>3.9402E+115</td>
<td>0.1676%</td>
</tr>
<tr>
<td>8192</td>
<td>8</td>
<td>1.6923E+125</td>
<td>0.3353%</td>
</tr>
<tr>
<td>16384</td>
<td>16</td>
<td>7.2684E+134</td>
<td>0.6706%</td>
</tr>
</tbody>
</table>

believe the numbers would not be meaningful.

4.5.4 Overheads

In this section, we detail the overheads of \texttt{NoiseGen-I} and \texttt{AESIR-I}. Once again, we first present the overheads which are common for both, before describing overheads which vary between the two flavours.

Global memory. Similar to DP-ML, we ensure that there is sufficient space in global memory to store random noise vectors when needed. However, since WCA only adds a single noise vector before the penultimate layer, we require far less space in the GLB. Thus, for all the networks we evaluate, we can fit this noise vector in the GLB along with the inputs and weights of the preceding layer without contention.

Latency. Since WCA only requires reading values from DRAM for a single layer in the network, both \texttt{NoiseGen-I} and \texttt{AESIR-I} add minimal latency overhead. For all the networks we evaluate, \texttt{AESIR-T} has a < 0.01% latency increase, due to performing the noise addition operation. However, doing this for just a single layer adds negligible overhead.

\texttt{NoiseGen-T} must perform a matrix multiplication operation as well as noise addition. This leads to a maximum latency increase of 0.25% for PreActResNet-18, running CIFAR-100. PreActResNet-18 has the fewest layers of all the networks we study. Thus, performing the \(256 \times 256\) matrix multiplication adds more overhead to this network than the others. Despite both flavours adding only modest latency overheads, we once again see significant differences in area and energy between \texttt{NoiseGen-I} and \texttt{AESIR-I}.

4.5.4.1 AESIR-I overhead

We now detail the overheads imposed by \texttt{AESIR-I}, starting with the DRAM footprint, before moving on to area and energy. However, unlike DP-ML, we do not have a theoretical lower limit for the number of vectors that must be stored in DRAM. Therefore, we opt to perform an empirical analysis to determine this lower limit.

Figure 4.10 shows the impact of varying the number of stored vectors on accuracy. Recall that for WCA, we need vectors of 32 values for CIFAR-10 and 256 values for CIFAR-100. We now show the effect of storing \(k\) such vectors on accuracy. For the case where we generate a new point each time (unlimited stored vectors in Figure 4.10), we obtain the baseline accuracy as expected. For the other cases, we pre-compute and store \(k\) vectors and for each input, we sample one of
these vectors to add to the activations of the penultimate layer. Accuracies are unaffected down to \( k = 128 \) stored vectors. However, reducing \( k \) further results in a drop in both classification and robustness accuracy.

To see why fewer noise points leads to a loss of accuracy, we experiment with reducing the number of points stored from a univariate Gaussian. Figure 4.11 shows histograms generated when varying the numbers of stored points. For each histogram, we compute a list of \( Q \) noise points – shown above each figure – and then sample 100,000 values from this list. We see that for an infinite-sized table, the histogram is unmistakably Gaussian. The x-axis ranges from \([-128, 127]\) as we use an 8-bit datatype.\(^4\) When storing 128 or more values, the histogram maintains a Gaussian shape. But once we go down to 64 or fewer stored values, the distribution starts to appear more uniform. As WCA is trained with a Gaussian distribution, using so few points leads to a loss of accuracy. Therefore, in AESIR we opt to support a minimum of 128 values per dimension.

**DRAM footprint.** We now analyze the footprint of storing pre-computed noise vectors in DRAM in AESIR-I. Table 4.6 shows this footprint for different number of stored vectors. Recall that WCA requires noise vectors of size 32 for CIFAR-10 and 256 for CIFAR-100. Therefore, we show the footprint for both cases, compared to the smallest model we evaluate, PreActResNet-18 (P18). We sweep the number of stored vectors starting from the minimum value of 128, necessary for maintaining accuracy. While AESIR works with far fewer points, even storing 2048 vectors

\(^4\)Despite using 8-bits, setting \( Q \leq 256 \) does not mean every possible value in \([0, 2^8)\) is stored. As we store a Gaussian distribution, there are many more points close to 0.
Table 4.6: DRAM memory footprint required (compared to the smallest model we evaluate) for varying amounts of noise vectors stored.

<table>
<thead>
<tr>
<th>Number of noise vectors stored</th>
<th>Storage (KB)</th>
<th>Footprint (%)</th>
<th>Storage (KB)</th>
<th>Footprint (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>4</td>
<td>0.03</td>
<td>32</td>
<td>0.28</td>
</tr>
<tr>
<td>256</td>
<td>8</td>
<td>0.07</td>
<td>64</td>
<td>0.55</td>
</tr>
<tr>
<td>512</td>
<td>16</td>
<td>0.14</td>
<td>128</td>
<td>1.10</td>
</tr>
<tr>
<td>1024</td>
<td>32</td>
<td>0.28</td>
<td>256</td>
<td>2.21</td>
</tr>
<tr>
<td>2048</td>
<td>64</td>
<td>0.56</td>
<td>512</td>
<td>4.42</td>
</tr>
</tbody>
</table>

... add just 0.56% and 4.42% for the 32 and 256 sized noise vectors, respectively. We therefore conclude that AESIR only slightly increases over DRAM memory footprint. For AESIR-I, we require 11 bits from the RNG to access a table of 2048 stored vectors. Using the same RNG as AESIR-T, we have 47 bits from the RNG, providing us with plenty of headroom for storing many more vectors if needed.

**On-chip area and energy.** AESIR-I adds a 2:1 mux and an RNG, similar to AESIR-T. Together, these only add an additional 0.26% area compared to our baseline accelerator, which cannot add noise. However, as we only require the TRNG before a single layer, we use power gating to disable the TRNG when it is not needed. This results in an energy overhead of < 0.1% for AESIR-I.

### 4.5.4.2 NoiseGen-I

To match the 8-bit datatype we use for inference, we use a NOISEGEN configuration which produces 8-bit value every cycle, for NOISEGEN-I. This then reduces the number of uniform random bits required to 32. Thus, a single RNG is also sufficient to provide the required noise for NOISEGEN-I, similar to AESIR-I.

**On-chip area and energy.** NOISEGEN-T adds 8.05% area overhead to the baseline accelerator. Despite the smaller size of the 8-bit NOISEGEN configuration and the exclusion of extra hardware shown in Figure 4.7b, NOISEGEN-T still adds non-trivial area overhead. This is because of the overall smaller size of the accelerator for int8 vs. bfloat16, which causes even this smaller amount of hardware incur a high area overhead. Similar to AESIR-I, we also employ power gating to reduce leakage power in NOISEGEN-I, resulting in an average energy overhead of just 0.2%.

### 4.6 Other uses for random noise

We now describe some other ways in which support for random noise can help when running ML algorithms.

**Securing split inference.** With the increasing use of large ML models on edge devices, prior work has proposed offloading the compute-heavy portions of inference to cloud servers [105, 135, 142, 237]. This requires transmitting partially processed data over a network, which can lead to privacy breaches. Prior works add noise to the data before transmission, to reduce the mutual
information between the original and transmitted data [184, 185, 241]. Titcombe et al. [241] add Laplace noise, while CLOAK [184] adds Gaussian noise. In contrast, SHREDDER [185] adds custom noise distributions – which are learned during training – to the data before transmission. These works target inference using CPUs or GPUs, where the required noise is produced ‘on-the-fly’. AESIR enables these algorithms to run on edge accelerators, which do not have CPUs or GPUs.

Variational Autoencoders. In contrast to algorithms that require random noise for security, there are also algorithms that require noise for their basic operation. One such algorithm is Variational Autoencoders (VAE), which are a type of generative model. While VAEs are most commonly used for generating images, they are used for other applications on edge devices as well. For example, VAEs are used for speech enhancement to reduce noise before further audio processing [39].

Weight initialization. A crucial step when training a network is initializing the weights of the network. Setting weights to 0s or uniform random values can prevent training convergence [230]. He et al. [107] propose initializing the network weights with $G^{0, \sigma}$ random values. In this case, $\sigma$ is determined by the size of the neurons in the preceding layer. For example, to initialize layer $L$, we set $\sigma^2 = \sqrt{2/size_{L-1}}$. He et al. show that this initialization scheme is essential for convergence in training deep models (i.e., >30 layers).

Regularization. Training neural networks on lead to over-fitting where the networks ‘memorize’ the training set but fail to generalize to new inputs. One technique to prevent over-fitting is regularization, where a small amount of Gaussian noise is added to each input before training [51, 113, 198]. AESIR enables such regularization for models training on edge ML accelerators.

4.7 Related work

We now present related work to our technique. We begin by presenting prior approaches to generating Gaussian noise directly in hardware. We then present efforts which use noise present in analog computations to improve security. Finally, we detail other approaches for securing ML accelerators.

4.7.1 Generating noise in hardware

Efficiently producing noise in hardware has been extensively explored, particularly in the FPGA community. Various techniques have been proposed for generating Gaussian random numbers, in addition to the Box-Muller transform we implement for our comparison. These include the rejection and inversion methods.

Rejection: These techniques employ ‘sample-and-reject’ techniques, where they produce random numbers and sample them to see if they fit ‘inside’ the required Gaussian distribution. An example of this is the Ziggurat method, which is often used in software [63, 262]. However, the rejection method is a trial-and-error method, which leads to hardware designs with highly variable latency. As this can significantly complicates the design of hardware, this method has not been favored by hardware designers.

Inversion: This technique uses the inverse of the cumulative distribution function (ICDF) of
the Gaussian distribution to generate random values. However, this ICDF does not have a closed form solution, leading to approaches implementing piecewise linear approximations [62, 101, 151]. Prior work produces Laplace random noise for differential privacy [40]. Using fixed-point can lead to a loss of privacy, due to quantization error; to counter this, the authors propose hardware to post-process the produced noise to maintain privacy. By pre-computing and storing noise points, AESIR allows us to perform any required post-processing ahead of time and avoid the latency cost of doing so at runtime.

4.7.2 Using analog noise

Prior work uses the noise inherent in analog components for robustness during inference. Examples include under-volting the ML accelerator to reduce the transistor error margins and produce random errors as noise [125, 167], and tuning the noise of 6T and 8T SRAM cells, used to store model weights and activations [21]. Roy et al. show that ML accelerators which use crossbars in non-volatile memory to perform calculations can also provide robustness against adversarial attacks [219]. However, achieving robustness using analog noise without sacrificing performance requires careful tuning to account for hardware non-idealities [220]. In contrast, AESIR enables robustness without any hardware fine tuning.

4.7.3 ML accelerator security

There has been many works that aim to make ML accelerators more secure against a variety of attacks. Encryption [117] and Trusted Execution Environments [50] have been proposed to secure cloud-based ML accelerators. GuardNN encrypts all data sent out of the accelerator to ensure security [117]. Dhar et al. [50] add Trusted Execution Environment (TEE) support to ML accelerators, operating in cloud settings. However, the overheads of these approaches would be infeasible on the resource constrained edge accelerators we consider. Other works look at side-channel attacks against ML accelerators such as recovering inputs via power side channels [251] or recovering the network structure by observing off-chip memory access patterns [120]. Inputs can be recovered via a power side channel attack against FPGA-based accelerators [251]. Wei et al. demonstrate a power side channel attack against an FPGA-based accelerator to recover the input [251]. Hua et al. reverse engineer the network structure by observing off-chip memory access patterns in an accelerator that employs dynamic zero-pruning [120]. HuffDuff demonstrates an attack against accelerators that employ sparsity [257]. By observing memory access patterns, they can reduce the search space for possible network structures significantly. All these works rely on side channels, while our work focuses on enabling security-centric ML algorithms on edge ML accelerators.

4.8 Conclusion

We present AESIR, a mechanism to inject noise during network inference to improve robustness against adversarial attacks. We show that AESIR significantly improves robustness accuracy compared to prior hardware techniques, while imposing minimal overheads. Our work is the first to support efficiently adding noise to CNN accelerators. With this work, our goal is to motivate
architects to consider the security implications of their ML accelerator designs. We also describe how adding noise can help ensure the privacy of transmitted user data when network inference is split between the edge and the cloud. AESIR enables architects to explore other areas where added noise can improve the security of ML.
EMPATIC: CLUSTERING FOR LOW-PRECISION ADVERSARIAL TRAINING

With the increasing use of ML models, we face a pressing need to defend against anyone who wishes to subvert these models. For adversarial attacks, one technique which has seen extensive use is adversarial training [190]. Since it was proposed many years ago, adversarial training remains the most robust technique to date. During adversarial training, we first attack the inputs in the training data before using the attacked images to train the model. Thus, by training the model on the very images that attackers use to fool it, we can improve model robustness. However, as most attacks involve iterative ‘steps’, adversarial training can significantly slow down training. This is because during each step, we must perform a full pass – forward and backward – through the model.

Many techniques have been proposed to speed up adversarial training, which involve algorithmic modifications (as we show in Chapter 2.3.2). In contrast, we leverage a feature of modern GPUs, namely support for high-throughput arithmetic using reduced precision formats. GPUs have emerged as the de facto choice for training ML models; their capability to perform very large number of floating-point operations per second makes them an ideal match for the needs of ML training. Traditionally, GPUs were optimized for computations using 32-bit (i.e., single precision) or 64-bit (i.e., double precision) floating point numbers. However, a number of works show that ML models can run at lower precision and still achieve high classification accuracy [194, 195, 269]. Thus, recent GPUs offer higher-throughput using lower precision datatypes, such as 16-bit (FP16) and even 8-bit (FP8) numbers. As we elaborate in Chapter 5.1.1, some GPUs offer up to 15× higher-throughput for FP8 compared to FP32.

The popularity of reduced precision formats for inference has also lead to interest in using these types to accelerate training. However, most prior works focus on FP16 training [144, 180, 266, 267]. Extending these approaches to FP8 is challenging due to the extremely narrow range of this type. During the backward pass of training, we must compute gradients, which can comprise very small values [175, 180]. These small values ‘underflow’ (i.e., go below the smallest value that can be represented) when training with FP8. For instance, going from FP32 to FP16, the smallest representable value drops from $2^{-149}$ to just $2^{-24}$. This goes down even further to $2^{-9}$ for FP8, making it difficult to use this format ‘as-is’ for the gradients during
We propose EMPATIC,\(^1\) which retains the throughput advantages but eliminates the challenges of using narrow datatypes. EMPATIC first performs off-line clustering of the training set to identify inputs which are ‘close’ to each other. Then, during training, we group nearby inputs to be run together. By grouping inputs, the activations through each layer – forward and backward – remain ‘close’ to each other through the network. We then keep one input from the group as the ‘base’ and compute the differences (i.e., ‘deltas’) to the other inputs in the group. This gives us deltas with a smaller range that can fit in \(FP8\) datatype. We then compute using these deltas in \(FP8\) and \(FP16\) for the base values. Finally, we combine both outputs (from the base and the delta computations) to obtain the final layer output. We implement our changes to the widely-used PyTorch framework, including a custom dataloader which supports creating mini-batches from our clustered dataset. We show that EMPATIC effectively leverages hardware support for high-throughput \(FP8\) computation in modern GPUs to accelerate adversarial training. While the overall goal of our work is to reduce the time taken for adversarial training, we are unable to show direct speed up results. This is because we do not have access to current GPUs which support \(FP8\). Thus, we show that EMPATIC significantly reduces the number of values which underflow the \(FP8\) format compared to prior approaches.

**Contributions**

In this chapter, we make the following contributions:

- We propose EMPATIC, a technique to overcome the challenges of training robust ML models using \(FP8\).
- EMPATIC identifies groups of inputs in the training data which are close together. EMPATIC retains one input as a ‘base’ and computes the difference between the base and the remaining inputs. As we use grouped inputs, these differences are small enough to be represented using the \(FP8\) datatype.
- We implement EMPATIC in PyTorch using custom CUDA kernels to minimize overhead.
- We show that EMPATIC significantly reduces the number of values that underflow the \(FP8\) format during computations compared to prior approaches. Despite this, EMPATIC is able to achieve comparable classification and robustness accuracy to models trained with \(FP16\).

**5.1 Background**

We now provide some background on the topics required to understand the work in this chapter. We begin with an overview of commonly used floating point formats (Chapter 5.1.1). We then detail existing approaches for training models at reduced precision (Chapter 5.1.2). Finally, we provide an overview of data clustering (Chapter 5.1.3).

**5.1.1 Floating point numbers**

In this section, we provide an overview of the Floating Point (FP) representation. FP numbers are similar to scientific notation used for writing decimal numbers (e.g., \(6.022 \times 10^{-23}\)). They consist

\(^1\)EMPATIC: Efficient Mixed Precision Adversarial Training through Input Clustering
of three parts: the sign bit ($s$), the exponent ($e$) and the mantissa ($m$). To cover both positive and negative exponent values, the exponent is stored in ‘biased’ format. Thus, the number can be written numerically as: \((-1)^s \times m \times a^{e-b}\), where $a$ is the base (typically 2 in digital systems) and $b$ is the bias exponent.

**Common formats:** We now describe FP number formats commonly used in ML and depict them in Figure 5.1. The industry standard for FP numbers is IEEE-754 and includes specifications for 16-, 32-, 64- and 128-bit formats [123]. We focus on 16- and 32-bit cases as the 64- and 128-bit formats are rarely used for ML. We refer to these as FP16 and FP32 throughout this chapter. Recently, GPUs from both Nvidia and AMD have included support for FP8 formats, including E5M2 and E4M3 [5, 181]. Recent GPUs provide a significant increase in throughput with reduced precision types. The FP hardware in these GPUs can perform multiple narrow-precision FP operations in the same time as a single wider-precision operation.

Figure 5.3 shows the speed-ups when moving to reduced precision formats, for the last 5 generations of Nvidia GPUs. We gather this data from the datasheet for each GPU generation [201, 202, 204, 238]. Normalized to the FP32 throughput, we see that there has been an increasing trend to speed up FP16 and FP8 operations. Bars shown with ‘TC’ indicate support using specialized ‘Tensor cores’ – optimized for ML – as opposed to the regular ‘SIMD cores’, which are used for other GPU compute operations. Indeed, we see that FP16 is the widest precision supported on Tensor cores, which highlights the trend of using narrow types for ML workloads. When using Tensor cores, we see that performance also varies drastically based on the datatype that values are accumulated into. For example, for the Turing generation, accumulating FP16
Table 5.1: Comparison of commonly used floating point formats. We show the largest and smallest values which can be represented in each format as well as the abbreviation we use for each.

<table>
<thead>
<tr>
<th>Format</th>
<th>Abbreviation</th>
<th>Smallest representable value</th>
<th>Largest representable value</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE 32-bit</td>
<td>FP32</td>
<td>$1.401 \times 10^{-45}$</td>
<td>$3.34 \times 10^{38}$</td>
</tr>
<tr>
<td>IEEE 16-bit</td>
<td>FP16</td>
<td>$5.96 \times 10^{-8}$</td>
<td>65504</td>
</tr>
<tr>
<td>8-bit E5M2</td>
<td>E5M2</td>
<td>$1.525 \times 10^{-5}$</td>
<td>57344</td>
</tr>
<tr>
<td>8-bit E4M3</td>
<td>E4M3</td>
<td>0.00195</td>
<td>448</td>
</tr>
</tbody>
</table>

Figure 5.3: Performance comparison for different floating point formats across generations of NVidia GPUs. Bars with ‘TC’ show performance when using Tensor cores. ‘a→b’ indicates values of FP type ‘a’ accumulated into type ‘b’.

values into $FP16$ is $2 \times$ faster than accumulating into $FP32$. While the speed-ups when going from $FP32 \rightarrow FP16 \rightarrow FP8$ have varied from generation to generation, for the latest ‘Ada Lovelace’ generation, we see a more even trend of $2 \times$ performance increase when moving from a larger to a smaller format. In general however, we see that performance increases substantially when using narrower FP types.

**Trade-offs:** Despite the increase in throughput when using $FP8$, it is not always possible to simply replace $FP32$ or $FP16$ operations with $FP8$. In the next section, we elaborate on the challenges with doing so for ML training. This is because of the drastic reduction in the range of values which can be represented as we reduce the datatype size. We list the range for the formats in Figure 5.1 in Table 5.1. To highlight the scale of the range reduction, we also depict this visually in Figure 5.2, using a log-scale. The range of values that can be represented decreases drastically, going from $FP32$ to the smaller formats. We see that even the much smaller range of $FP16$ is further reduced in both $FP8$ types. Thus, effectively using $FP8$ for computations which produce values across a wide range (such as during training) is challenging. We elaborate further on this specific scenario next.

### 5.1.2 Reduced precision training using loss scaling

Using reduced precision formats to speed-up inference has been widely studied in previous works. Prior work has shown that trained networks can be quantized to operate with just 4 or 8 bits per value, with minimal accuracy loss [194, 195, 269]. Binarized neural networks have even shown that inference can be run with just 1 bit per value [121, 217]. The majority of works targeting
Algorithm 4: Stochastic Gradient Descent (SGD), incorporating loss scaling.

1. **Inputs:** Examples \((x_1 \ldots x_N)\), total timesteps \((T)\), weights \((W)\), minibatch size \((B)\), loss function \((\mathcal{L})\), learning rate \((\eta)\), loss scale \((\zeta)\)

2. **Initialize** model weights before timestep 0: \(W_0\)

3. **for** \(t \in [T]\) **do**
   1. Randomly sample \(NB\) minibatches.
   2. **for** \(b \in [NB]\) **do**
      1. Compute the scaled loss.
      2. \(S \leftarrow \zeta \times \mathcal{L}(W_t(x_b, y_b))\)
      3. Compute gradients
      4. \(g_t(x_b) \leftarrow \nabla_{W_t} \mathcal{L}(W_t(x_b, y_b))\)
   3. **end**
   4. Sum gradients from all minibatches
   5. \(\tilde{g}_t = \frac{1}{B} \left( \sum_{b=1}^{NB} g_t(x_b) \right)\)
   6. Update weights for next time step
   7. \(W_{t+1} \leftarrow W_t - \frac{\eta \tilde{g}_t}{\tau}\)

Inference use ‘fixed point’ rather than the floating point format we described in the previous section. However, for the same number of bits, fixed point formats have even narrower range that floating point, making them even harder to use for training.

Given the interest in using reduced precision types for inference, there has also been many works that look at using these types for training. During training, we first perform the forward pass through the network to compute the loss function. We then compute the gradients and back-propagate these through all the layers (as we showed in Algorithm 1). However, these gradients can be very small values and ‘underflow’ (i.e., go below the smallest representable value) when using reduced precision formats [175, 180]. When this happens, very small values are simply set to 0 and the information in those gradients is lost. Despite this, there is a pressing need to effectively use these narrow formats during training, as GPUs continue to offer higher throughput for these formats.

**Loss scaling:** A widely used technique to prevent gradient underflow during training is ‘loss scaling’. For loss scaling, we first multiply the loss values with a pre-determined scaling factor [144, 180]. Loss scaling ‘shifts’ the gradients to make more effective use of the entire range of reduced precision datatypes.

Algorithm 4 shows the steps for performing loss scaling during training. We multiply the loss by \(\zeta\) (Line 6) before computing the gradients (Line 7). Finally, when performing the ‘weight update’ step, we must first divide the gradients by \(\zeta\) (Line 10). This compensates for the multiplication with \(\zeta\) done earlier. While \(\zeta\) can be any large value, it is typically chosen to be a power of 2. As FP numbers use a base of 2, multiplication and division by \(\zeta\) only requires changing the exponent (\(e\)); this can be done exactly with no rounding error.

**Drawbacks of loss scaling:** While loss scaling has been shown to be effective for many networks, it suffers from two drawbacks. First, the scale factor must be set before network training. This involves a ‘trial-and-error’ process which can be time consuming. We typically start with a large \(\zeta\) value and check the outputs of each layer after Line 6 in Algorithm 4. If any
of the results ‘overflowed’ (i.e., exceeded the maximum possible value for the given datatype), we must reduce $\zeta$ and re-train. Thus, determining the optimal scale factor can require many training runs, which can extend the overall training time significantly. Also, loss scaling uses a single value to scale the gradients for every layer. This can lead to sub-optimal accuracy because the range of gradients can vary across layers. Thus, a $\zeta$ value chosen to avoid overflow in one layer may not fit the ideal range of another layer and still lose information due to underflow.

**Adaptive loss scaling:** Adaptive loss scaling has been proposed to overcome the challenges of fixed loss scaling for FP16 training [266, 267]. This technique uses a per-layer scale factor to allow gradients in each layer to best use the full range of reduced precision formats. We denote these per-layer scale factors as $\tau$ to differentiate them from the earlier network-wide scale factor of $\zeta$. Figure 5.4 shows the steps to employ adaptive loss scaling. We describe the process for a single layer and note that the same process applies to all network layers. First, we initialize the per-layer scale factors to be a power of 2. We then scale the gradients by $\tau$ before computing the layer output. Now, we check for overflow in the output; if overflow is detected, the computation is discarded and $\tau$ is halved. We then recompute the layer output using the new $\tau$. This adaptive process allows each layer to adjust to a different scale factor. However, as we show in Chapter 5.4.2, adaptive loss still does not allow training using FP8. Despite this, we use adaptive loss scaling in EMPATIC (with some modifications), as we explain in Chapter 5.2.1. We now provide some background on data clustering, which is the basis for our technique to allow training using FP8.

### 5.1.3 Data clustering

Clustering is an unsupervised learning technique that is used to glean insights from large datasets. Clustering is most commonly used to identify groups of datapoints which are close together to form ‘clusters’. In this section, we provide some background on techniques commonly used for clustering. The ML datasets that we cluster have very high dimensionality, making them a challenge to cluster. Therefore, we also describe techniques to reduce the dimensionality of our data before clustering. Finally, we also describe metrics which are used to evaluate the quality of clustering techniques.
5.1.3.1 Clustering techniques

Clustering techniques can be broadly split into two categories: centroid-based and connectivity-based.

**Centroid-based:** The key idea with centroid-based clustering is to treat the center of a set of datapoints as the cluster center. K-Means clustering is the most famous example of centroid-based clustering. K-Means partitions data into $k$ clusters and assigns points to each cluster by minimizing the mean distance to the cluster centroid. In general, centroid-based clustering is NP-hard problem. Thus, numerous heuristic solutions exist to speed this up. PAM is a optimization which uses greedy search to speed up the process [137]. CLARA is a further refinement to PAM which uses sampling (instead of using all the datapoints) to speed up clustering [138].

Despite their popularity, centroid-based clustering techniques suffer from two drawbacks, which makes them unsuitable for our purposes. 1) We need to know the number of clusters ahead of time for centroid-based clustering. We do not have a preset number for this when clustering our datasets. 3) Centroid-based clustering is designed for data that is in ‘discrete’ clusters. We know that ML datasets are not in such discrete clusters [270]. Indeed, if this were the case, these datasets could easily be classified using simple linear classifiers. For these two reasons, we do not use centroid-based clustering for our technique.

**Connectivity-based:** In contrast to centroid-based techniques, connectivity-based techniques aim to construct a hierarchical relationship between the data for clustering. They begin by considering each datapoint as a separate cluster and then merge clusters based on the distance between them. The simplest form of connectivity-based clustering is Hierarchical Agglomerative Clustering (HAC) [191]. Using HAC, we combine clusters iteratively based on the distance between them, a process that is best depicted visually.

Figure 5.5 shows an example of clustering a random dataset with 4 clusters. In Figure 5.5(a), the points belonging to each cluster are indicated with different colors and symbols for easy identification. Figure 5.5(b) shows the dendogram (or ‘tree diagram’) as we perform HAC on this dataset. To match Figure 5.5(a), the clusters are colored the same in Figure 5.5(b). The y-axis in Figure 5.5(b) shows the intra-cluster distance. Each vertical line corresponds to a single cluster, starting from 2 clusters at the very top to 100 at the bottom. As we vary the distance for
clustering, we get different numbers of clusters. For example, for a distance of 6 (solid red line in Figure 5.5(b)), we get just 2 clusters: 1) red and green and 2) orange and purple. As we go to a distance of 4 (dashed red line), we increase to 3 clusters; orange and purple are now in separate clusters. Finally, at a distance of 2 (dotted red line), we get the 4 clusters we expect. Of course, if we reduce the distance even further, we would start to separate this into even smaller clusters, until we eventually have each point being in its own cluster. Thus, it is important to know where to ‘cut’ the dendogram to get the appropriate number of clusters. We do this in our work using a metric which we describe in Chapter 5.1.3.3.

**Linkage method:** HAC works by grouping clusters based on their intra-cluster distance. Measuring the distance between single points is straightforward. However, as we group points into clusters, there are multiple methods to measure the distance between clusters.

We evaluate three such methods, which have been shown to be effective for high-dimensional data: median, centroid and ward [191]. **Median** computes the centroid of the new cluster as the average of the centroids of the original two clusters. **Centroid** recomputes the centroid for the new cluster based on all the points in the original two clusters. **Ward** uses the Ward variance minimization algorithm [250]. The Ward algorithm combines clusters such that the sum of squared inter-cluster distance is the least increased.

Like other clustering techniques, HAC also struggles to scale to the large numbers of dimensions used in real-world datasets. Therefore, we require a way to reduce the dimensionality of our data before clustering, which we detail next.

### 5.1.3.2 Dimensionality reduction

We now describe approaches to reduce the dimensionality of data, which are commonly used to improve the outcome of clustering.

**Principal Component Analysis:** A widely-used technique for dimensionality reduction is Principal Component Analysis (PCA) [93]. Given a dataset of size \((n \times n)\), PCA works in four steps:

1. Compute the covariance matrix of the normalized dataset.
2. Compute the eigenvectors and eigenvalues of the covariance matrix.
3. Sort the eigenvalues in descending order and choose the top-\(k\) eigenvalues to form the ‘principal’ components.
4. Project the original data onto the principal components to create a lower-dimensional representation.

Selecting the appropriate \(k\) value is essential for ensuring the quality of PCA output. A common technique to determine \(k\) is to use the Explained Variance Ratio (EVR) [132]. EVR is the cumulative percentage of the total variance that is explained by each additional principal component. We want \(k\) to be large enough to represent a high percentage (over 90%) of the variance in the dataset. This tells us that our reduced dataset is still representative of the original dataset, without losing too much information.

**Neural Network Embedding:** Another approach to dimensionality reduction is to use neural networks to create ‘embeddings’, which are low-dimensional representations of high-dimensional
data [270]. Hinton et al. were the first to do so by using an autoencoder [112]. Autoencoders consist of two networks: an encoder ($z = f(x)$) and a decoder ($x' = g(z)$). The autoencoder is then trained to reduce the error between the original input ($x$) and the reconstructed input $x'$. For dimensionality reduction, the size of the encoder output $z$ is made much smaller than $x$. We then discard the decoder and simply use the encoder output as our lower-dimensional projection of the input data. Many prior works have explored using an autoencoder, followed by an traditional clustering technique (e.g., HAC) to cluster machine learning datasets [95, 172, 196]. These works show that using encoders achieves higher clustering accuracy compared to traditional techniques such as PCA.

5.1.3.3 Evaluating clustering techniques

Finally, we describe how we evaluate the quality of a given clustering technique. Metrics which are used to measure classification accuracy (i.e., accuracy, F-score, area under the curve) are also used to evaluate clustering [95, 172, 196]. Prior works use these metrics with the class labels to measure accuracy. Thus, with these metrics, methods which group the most inputs from the same class together are deemed to be more accurate. However, this approach is unsuitable for us as we do not have a final desired grouping in mind. Thus, we cannot use a metric which requires a priori class labels.

We instead use a metric which does not require labels, namely silhouette scores [218]. The silhouette score measures how similar a point is to its own cluster compared to other clusters (separation). The score ranges from $-1$ to $+1$, which a higher value indicates that each point is well matched to its own cluster. We then report the average score for all points in the dataset. With the background covered, we now describe EMPATIC, our technique for using FP8 hardware for robust ML training.

5.2 EMPATIC

In this section, we describe EMPATIC, our approach to speed up adversarial training. We begin with a high level overview (Chapter 5.2.1). We then describe the modified dataloader we implement to support clustered data (Chapter 5.2.2). Finally, we explain the changes we make to layer implementations to support EMPATIC (Chapter 5.2.3).

5.2.1 High level overview

With EMPATIC, our goal is to speed up adversarial training by using the capability of modern GPUs for high-throughput FP8 computations, without suffering the drawbacks of prior work. Specifically, we want to reduce the range of values during computation, so that they can fit into the FP8 format, without underflow. In particular, we want to leverage the ability of modern GPUs to perform high-throughput FP8 multiplication operations. We design our technique to speed-up adversarial training. Specifically, we target the iterative steps during attacks used to compute the perturbed inputs. During attacks, we only calculate the gradient of the inputs with respect to the weights. It is important to note that our approach only applies to computing the gradients of the inputs; the derivation below does not apply for weight updates.
We now provide the mathematical formulation of our approach. We write matrices with uppercase letters and vectors using lowercase letters. Consider a single matrix multiplication of a set of input vectors $X \in \mathbb{R}^{n \times k}$ by a weight matrix $W \in \mathbb{R}^{m \times n}$ to yield an output vector $y \in \mathbb{R}^{m \times k}$. This can be the forward or backward pass of a convolutional or fully connected layer, as they are all computed using matrix multiplication. We calculate the output $y$ as:

$$Y = WX$$

(5.1)

Rewriting $W$ and $X$ in Equation 5.1 to separate just the first column and row in each, we get:

$$Y = \begin{bmatrix} w_0 & W' \\ x_0 & X' \end{bmatrix}$$

(5.2)

In Equation 5.2, $x_0 \in \mathbb{R}^{1 \times k}$, $w_0 \in \mathbb{R}^{m \times 1}$, $W' \in \mathbb{R}^{m \times (n-1)}$ and $X' \in \mathbb{R}^{(n-1) \times 1}$. Multiplying these matrices we obtain:

$$Y = w_0x_0 + W'X'$$

(5.3)

To implement EMPATIC, we subtract $x_0$ from $x'$ to get:

$$Y = w_0x_0 + W'(X' - x_01_{n-1}) + x_0W'$$

(5.4)

In Equation 5.4, $1_{n-1} = (1, 1, ..., 1) \in \mathbb{R}^{(n-1) \times 1}$. For ease of referencing, we label the three terms in Equation 5.4 sequentially as ①, ② and ③. With our modifications, we are subtracting extra terms which must them be added back in to preserve the equality. We do this by adding the ③ in Equation 5.3. Next, we analyze the increase in the number of operations due to our modifications and the expected impact of this on runtime.

5.2.1.1 Computational complexity

The goal of our modifications is to obtain ‘deltas’ (② in Equation 5.4). By picking the appropriate input values for $X$, we can get deltas with a smaller range than the original values. ① are computations using unmodified ‘base’ values (i.e., $x_0$) which are performed as normal. As we know that regular computations cannot be performed using $FP8$, we compute both ① and ③ using $FP16$ and only use $FP8$ for computing ②. We also keep all our values in $FP16$ in memory and only convert them to $FP8$ before using them (as explained in Chapter 5.2.3 below).

To quantify the computational complexity, consider the scenario where both $X$ and $W$ are both $n \times n$ matrices. In this case, ① and ③ are both matrix-vector products and have $O(n^2)$ complexity. ② is a matrix-matrix product and has $O(n^3)$ complexity. Thus, by implementing ② using $FP8$, we speed-up the most computationally complex operation in Equation 5.4. As $n$ increases, the complexity of ② grows faster than ① and ③ and we expect to get closer to the time to perform the entire operation in $FP8$. Indeed, we experimentally validate this observation in Chapter 5.4.3.

With the mathematical overview of our approach completed, we now discuss some challenges with the implementation of our technique.
5.2.1.2 Implementation challenges

We now discuss two issues we must overcome when implementing EMPATIC and how we address these.

**Preventing underflow**: As we perform clustering for the gradients, we are dealing with very small values which typically underflow $FP_{8}$. When we then perform a subtract operation between two such values, the result becomes even smaller and we risk even more underflows. To prevent this, we use adaptive loss scaling which we described in Chapter 5.1.2. Previous adaptive scaling techniques use a single scale factor ($\tau$) per layer. In our case, we opt to use two scale factors: One for the ‘base’ values and another for the deltas. As we use $FP_{16}$ for our base values, adaptative loss scaling works well for these values. Then, by scaling the deltas rather than the inputs, we also overcome the issues with adaptative loss scaling $FP_{8}$.

**Reducing the range of deltas**: If we simply picked random points from the training set, the deltas are not likely to be smaller than the base values. To ensure the deltas are as small as possible, we must first cluster the training inputs. Then, by picking groups from training inputs which are closest to each other, we obtain the small deltas we need. Furthermore, as similar inputs excite neurons in a similar way, the deltas remain small through all the layers in the network, in both the forward and backward passes. Key to our approach is clustering the training inputs effectively to obtain small deltas.

5.2.2 Supporting clustered data

With EMPATIC, we cluster the entire training set into $C$ clusters. Then, during each epoch, we must sample inputs from these clusters to form the batches we require for training. As this is not normally done during training, we implement the functionality required to support this. We implement all our modifications to the PyTorch framework [212]. In PyTorch, loading a dataset and forming batches is performed by the ‘dataloader’ class. Typically, for a batch size $b$ and $N$ inputs, we obtain $m$ batches, where $m = \lceil N \div b \rceil$. We show this in Figure 5.6(a), where $N = 12$ and $b = 4$. During training, it is common to randomly shuffle the inputs to improve accuracy.
Listing 5.1: PyTorch code for Conv2d

class conv2d:

    def forward(context, inputs, weights, bias, conv2d_params):
        context.save_for_backward(inputs, weights, bias, conv2d_params)
        outputs = conv2d_forward(inputs, weight, bias, parameters)
        return outputs

    def backward(context, grad_output):
        inputs, weights, bias, conv2d_params = context.saved_tensors
        grad_input = grad_weight = grad_bias = None

        if context.compute_input_gradients:
            grad_inputs = conv2d_input_grad(inputs, weights, grad_output, conv2d_params)

        if context.compute_weight_gradients:
            grad_weights = conv2d_weight_grad(inputs, weights, grad_output, conv2d_params)

        if context.compute_bias_gradients:
            grad_bias = conv2d_bias_grads(bias)

        return grad_inputs, grad_weights, grad_bias

However, we cannot directly use the default dataloader for clustered inputs. If we create shuffled batches, inputs from each cluster may no longer be contiguous. In this case, our deltas would no longer fit within a small range and we are likely to exceed the range of $FP8$.

To enable batching with clustered inputs, we develop a custom dataloader. Our dataloader also takes into account the number of inputs which must be kept contiguous. This value ($k$) controls the number of ‘delta’ inputs computed; there is always 1 base value and $k-1$ delta values. $k$ is independent of the batch size $b$. Thus, each batch can have multiple ‘groups’ of inputs, each from different clusters. Figure 5.6(b) shows grouped batching for a dataset with 2 clusters and $k = 2$.

Our approach randomly picks groups to fill every possible batch of inputs. For all these batches, we have $k$ inputs from each cluster placed together. However, there may be some inputs which cannot be grouped. To accommodate this, we collect all the ungrouped inputs into a single batch. We then run this final batch as usual, without any clustering.

Our approach does not limit the choice of dataset or the batchsize. Furthermore, our approach still implements ‘full shuffling’ of the dataset; every input in the dataset is still used exactly once in each epoch. We do this as prior work shows that shuffling is important to avoid over-fitting and allow for faster training convergence [155, 178]. Our approach also picks $k$ random inputs from each cluster to form groups each time. This ensures that the same $k$ inputs are not always run contiguously in every epoch. Finally, we also support clusters with fewer than $k$ inputs. We simply consider such inputs to be ‘ungrouped’ and always add them to the final batch.
5.2.3 Layer modifications

We now describe how we modify layers to support clustered inputs. Similar to the modified
dataloader, we also implement our layer modifications in PyTorch. While EMPATIC can be
implemented for a wide variety of layer types, we choose to only implement EMPATIC for
2D convolutional (i.e., ‘Conv2d’) layers, as they account for the majority of the runtime of
CNNs [156]. To understand the changes we make, we first describe the baseline implementation
of Conv2d in PyTorch.

Conv2d in PyTorch: Listing 5.1 shows the PyTorch code which implements the baseline
Conv2d layer. We begin with the forward pass (Line 3). First, we save the layer parameters so
we can use them during the backward pass, using PyTorch’s context functionality (Line 4). For
clarity, we group the different parameters required for Conv2d (e.g, kernel sizes, stride, padding
e tc) as conv2d_params. We then calculate the output using the conv2d_forward function provided
by PyTorch (Line 5). This function transforms the input and weight to two large matrices, which
are then multiplied to produce the output.

The backward pass (Line 8) is more complicated as we can compute the gradients for three
different tensors: the inputs, the weights and the bias. The context also stores the information
which tells us which tensors we must compute the gradients for. Input gradients (Line 12) are
computed during attacks and when we update the model weights. Weight gradients (Line 15) are
only computed during weight updates. Finally, bias gradients (Line 18) are computed when the
layer has bias values.

5.2.3.1 EMPATIC modifications

We modify two of the functions shown in Listing 5.1. Specifically, we implement custom
versions of the conv2d_forward (Line 5) and conv2d_input_grad (Line 5) functions. Our
modified functions are ‘drop-in’ replacement for the baseline PyTorch versions and require no
other changes. We now describe the changes we make to each of these functions.

Forward: Many prior works show that the forward pass can be performed using FP8 without
information loss [194, 195, 269]. We want to take advantage of this and perform the forward pass
in FP8. However, converting all the weights and activations to FP8 using PyTorch functions
would be very expensive, both in terms of latency and memory. This is because PyTorch only
supports changing the underlying datatype by creating a copy of the data. Instead, we modify
the underlying CUDA implementation of the Conv2D_forward function to cast FP16 values to
FP8 just before they are used. We do this using a special FP8 CUDA instruction that takes just
one cycle. We then perform the same calculations as Conv2D_forward using FP8 and return
the result as FP16. This is because we want to maintain all the values as FP16 and only use FP8
to accelerate computations. As Nvidia GPUs natively support accumulating FP8 into FP16, this
final step adds no additional overhead.

Backward: In the backward pass, we only modify the conv2d_input_grad function (Line 5).
We do so as our goal is to speed-up adversarial training, where carrying out the attack takes the
majority of the time. During attacks, only the input gradients are computed, as the model itself is
not changed and so we do not compute weight gradients.
Algorithm 5: Backward pass with clustering.

1 Inputs: Batch of output gradients (O), weights (W), Conv. params (P), cluster size (k), base scale factor (τ_base), delta scale factor (τ_deltas)
2 Outputs: Batch of input gradients (I)
3  O_{base}, O_{deltas} ← Split(O, k)
4  O_{base} · τ_{base}, O_{deltas} · τ_{deltas} ← O_{deltas} · τ_{deltas}
5  I_{base} ← conv2d_input_grad(O_{base}, P)
6  I_{deltas} ← conv2d_input_grad_custom(O_{deltas}, P)
7  I_{base} ← O_{base} · τ_{base}, I_{deltas} ← O_{deltas} · τ_{deltas}
8  I ← Combine(I_{base}, I_{deltas})
9 if CheckOverflow(O_{base}) then
10     τ_{base} ← τ_{base} ÷ 2
11 if CheckOverflow(O_{deltas}) then
12     τ_{deltas} ← τ_{deltas} ÷ 2

Algorithm 5 describes our implementation of the conv2d_input_grad function. For clarity, we show this using pseudo code instead of PyTorch code. As inputs, we have the gradients of the outputs to this layer (O), the layer weights (W) and the parameters for this layer (P) – such as the kernel sizes, stride, padding etc. As mentioned above, O and W are both stored using FP16. As we explained in Chapter 5.2.1, we use two scale factors per layer. In total, our modifications require: the cluster size (k) and the scale factors for the base and delta values (τ_base and τ_deltas).

We now explain the function of each line of Algorithm 5.

We begin by splitting the output gradients O into the base (O_{base}) and deltas (O_{deltas}) (Line 3). We then compute the output gradients O_{base} and O_{deltas} (Line 4). We compute the (scaled) input gradients for the base values I_{base} using FP16 (Line 5). For this we use the regular PyTorch function to compute the input gradients (conv2d_input_grad). However, to compute the (scaled) delta input gradients I_{deltas} using FP8, we implement a modified version of conv2d_input_grad, namely conv2d_input_grad_custom (Line 6). Similar to the modified forward pass, conv2d_input_grad_custom casts the FP16 values to FP8 for the computation and returns FP16 results. As I_{base} and I_{deltas} are both scaled, we must first ‘unscale’ them (Line 7). Finally, we combine these to obtain the final input gradient I.

Adaptive loss scaling: We implement adaptive loss scaling in EMPATIC. We choose an initial value of 32,768 for both τ values, which is the largest power of 2 that can be represented in FP8. If an overflow is detected, we adjust the appropriate τ value by dividing it by 2 (Lines 10 and 12). We want τ to be a power of 2 so that multiplication and division can be performed precisely in floating point, without any rounding error. Thus, dividing τ by 2 allows us to maintain this feature. With our technique described, we now move onto presenting the results of our clustering.
5.3 Clustering

In this section, we describe how we perform clustering on training data. Directly clustering the datasets typically used in ML is intractable, due to the huge number of dimensions. For example, the CIFAR-10 and CIFAR-100 datasets we evaluate have $3 \times 32 \times 32 = 3072$ dimensions each. We therefore use techniques to first reduce the dimensionality of the datasets before clustering. To perform our experiments, we use the SciPy framework [244].

5.3.1 Dimensionality reduction

In this section, we describe the techniques we study to reduce the dimensionality of the datasets before clustering.

**Principal Component Analysis (PCA):** We use incremental PCA from the SciPy library. As explained in Chapter 5.1.3.2, we use the Explained Variance Ratio (EVR) to identify the number of components we should use. Figure 5.7 shows the cumulative sum of the EVR as we add more components, for the CIFAR-10 and CIFAR-100 datasets. We aim for a cumulative EVR value of 0.95 (or 95%) to ensure that our subsequent clustering captures as much of the information in our datasets as possible. We denote this level with the dotted line in Figure 5.7. For both datasets, we see that we reach an EVR of $\sim 0.80$ with just 25 components. The increase in EVR then quickly plateaus and we need 200 components to reach our target EVR of 0.95. We therefore set $N = 200$ for PCA for the rest of our analysis.

**Neural Network Embedding (NNE):** For generating embeddings using Neural Networks, we use the technique proposed by Znalezniak et al. [270]. First, they train a ResNet-50 model to achieve high classification accuracy on the target dataset. They then remove the final fully-connected layer of the network. For example, for CIFAR-10, this is the final layer that has 10 outputs, one for each output class. The trimmed ResNet-50 network has an output size of 512, which they then cluster using Hierarchical Agglomerative Clustering.
### 5.3.2 Data clustering

As we use Hierarchical Agglomerative Clustering (HAC), we must specify a method of determining the distance between clusters. We explore three methods: centroid, median and Ward. For all methods, we use the Euclidean or $L_2$ distance as our metric. To identify the best method, we plot the dendograms after clustering with each.

Figure 5.8a shows the dendograms for NNE on CIFAR-10 for each method. We color the clusters based on their relative distances; clusters which are apart by at least half the maximum distance are colored differently. This provides an easy way to visually see the separation between clusters, as dendograms with more colors at the bottom are better separated. We see that both centroid and median perform very poorly as there are no clearly separable clusters. Thus, both these figures only have a single color. In contrast, Ward clustering performs much better and we see the gradual separation into more clusters as we move down the figure as expected. We see similar results for the CIFAR-100 dataset as well. Based on this, we continue with the Ward method for our work.

We now compare PCA vs. NNE data for clustering quality. Figure 5.8b shows the dendograms using Ward clustering for NNE and PCA on both datasets. Comparing PCA and NNE for CIFAR-10 (the right dendograms in Figures 5.8a and 5.8b), we see that NNE better separates the clusters. We can also see this from the coloring, as the NNE graph has many more colors compared to the PCA graph. We see a similar result for CIFAR-100 (left and middle in Figure 5.8b), which tells us that NNE using Ward clustering performs the best.

**Number of clusters:** The next step is to identify the number of clusters we should use. This requires us to find the best point to ‘cut’ the dendogram to identify clusters. We do this using...
the \textit{fcluster} function in SciPy, which performs HAC. We start by calculating the minimum ($d_{\text{min}}$) and maximum distance ($d_{\text{max}}$) within the entire dendogram. We then calculate 100 steps between $d_{\text{min}}$ and $d_{\text{max}}$ and compute the number of resulting clusters at each step. This allows us to check the entire range of distances to identify the optimum value.

To determine the quality of the clustering at each distance, we use the Silhouette score, as described in Chapter 5.1.3.3. To validate our observation that NNE outperforms PCA, we compute the Silhouette score for data from both these dimensionality reduction techniques. Figure 5.9 shows the plot of Silhouette scores for CIFAR-10 and CIFAR-100. We show the scores when performing ward clustering on both the PCA and NNE data. We only show values up to 0.8 on the x-axes, as the values are the same in the range [0.8, 1.0]. Distances going along the x-axis in Figure 5.9 correspond to going from the bottom to the top in Figures 5.8a and 5.8b. For PCA, we see that the silhouette scores initially become negative, which indicates that inputs are in the wrong cluster. Also, as we increase distance, the size of the clusters also increases. Thus, the scores for PCA only increase when we reach large clusters as the data is now more likely to be in the correct cluster.

In contrast, NNE achieves higher scores for both datasets. This shows us that the neural embedding is better able to capture the similarity between inputs in the clusters. We see that the scores start off low at $d_{\text{min}}$, as we cannot cluster any points yet. Then, as we increase the distance, we start clustering more points together, which are close to each other, resulting in a higher score. However, after a certain point, the score begins to drop again, as we are now clustering inputs which should belong to different clusters. Therefore, we cluster the datasets at the distances with the highest Silhouette scores (i.e., $0.36d_{\text{max}}$ for CIFAR-10 and $0.28d_{\text{max}}$ for CIFAR-100). These correspond to Euclidean distances of 1.23 and 1.48 for CIFAR-10 and CIFAR-100, respectively.

### 5.3.3 Effect on random sampling

In order for EMPATIC to be effective, we must form batches with inputs which are close together. To see how our technique achieves this, we now show the impact of loading batches of clustered vs. unmodified data. As described in Chapter 5.2.2, we implement a custom dataloader to support loading clustered inputs. We compare the distance between every pair of inputs in each batch, using our custom vs. the regular dataloader. For this experiment, we set the batch size to 4, which is the default size of clusters we use in our evaluation. Thus, we measure the distances within the
Figure 5.10: Distribution of pairwise distances in each batch, with and without using clustering.

group of inputs which our technique will compute deltas for.

Figure 5.10 shows the distribution of pairwise distances when using the regular vs. custom
dataloader. We also sweep the distance used for clustering, from 0.5 to 2.5 to 5.0. For the regular
dataloader, inputs are sampled from the entire training set for each batch. Thus, we see a wide
distribution of distances (mean=18.96, max=44.14). We see that a distance of 0.5 yields a much
narrower distribution (mean=8.23, max=21.98). Then, as we increase the distance to 2.5 and 5.0,
the distribution gradually widens and shifts further to the right. This shows that EMPATIC is
effective at reducing the distance between inputs, compared to using the regular dataloader.

5.4 Evaluation

We now evaluate the effectiveness of EMPATIC, for accelerating adversarial training. We begin
by detailing our methodology (Chapter 5.4.1). We then analyze the impact of EMPATIC on
network accuracies (Chapter 5.4.2). Finally, we study the performance overhead of EMPATIC,
compared to training with FP16 (Chapter 5.4.3).

5.4.1 Methodology

We use two systems in our evaluation: 1) a desktop system for short experiments and 2) a
server system with multiple GPUs for longer runs. Table 5.2 provides the specifications for
both systems. For both GPUs, we expect a theoretical speed-up of $8 \times$ for FP16 vs. FP32 (as
we showed in Figure 5.3). We use PyTorch 1.12 for all our experiments [212]. We evaluate
our approach using three networks commonly used in prior work: ResNet-18, ResNet-50 and
WideResnet-28_10 [209]. We report robustness accuracy for AutoAttack [46].

For training hyperparameters, we use the recommendations made by Pang et al. [209]. They
perform a comprehensive evaluation of the impact of several hyperparameters on the effectiveness
of adversarial training. We tabulate these hyperparameters in Table 5.3, along with the attack
settings we use during adversarial training. All the models are trained for 150 epochs with the
learning rate decaying by a factor of 0.1 at 100 and 125 epochs, respectively.

For networks trained with FP32 we perform training with no modifications to the baseline
PyTorch implementation. For FP16, we use the mixed-precision training functionality of
PyTorch. For FP8 training, as we do not have hardware with FP8 support, we emulate FP8
Table 5.2: Configuration of systems used in our evaluation.

<table>
<thead>
<tr>
<th>System</th>
<th>Desktop</th>
<th>Scinet</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>Intel i7-6700</td>
<td>IBM Power 9</td>
</tr>
<tr>
<td>Cores</td>
<td>8</td>
<td>32</td>
</tr>
<tr>
<td>Frequency</td>
<td>3.40 GHz</td>
<td>2.80 GHz</td>
</tr>
<tr>
<td>GPU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>Nvidia GeForce 2080 Ti</td>
<td>4 x Nvidia V100-SXM2</td>
</tr>
<tr>
<td>Generation</td>
<td>Turing</td>
<td>Volta</td>
</tr>
<tr>
<td>CUDA cores</td>
<td>4,352</td>
<td>5,120</td>
</tr>
<tr>
<td>GPU memory</td>
<td>11 GB GDDR6</td>
<td>32 GB HBM2</td>
</tr>
<tr>
<td>CUDA version</td>
<td>11.2</td>
<td>11.3</td>
</tr>
<tr>
<td>System Memory</td>
<td>16 GB</td>
<td>256GB</td>
</tr>
<tr>
<td>OS</td>
<td>Ubuntu 20.04.6 LTS</td>
<td>Red Hat Enterprise Linux 8.2</td>
</tr>
</tbody>
</table>

Table 5.3: Hyperparameters for model training and attack parameters for adversarial training.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size</td>
<td>128</td>
<td>Attack</td>
<td>PGD</td>
</tr>
<tr>
<td>Optimizer</td>
<td>SGD</td>
<td>Norm</td>
<td>$L_{inf}$</td>
</tr>
<tr>
<td>Weight decay</td>
<td>$5 \times 10^{-4}$</td>
<td>Steps</td>
<td>10</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.9</td>
<td>Alpha</td>
<td>2/255</td>
</tr>
<tr>
<td>Initial learning rate</td>
<td>0.1</td>
<td>Epsilon</td>
<td>8/255</td>
</tr>
</tbody>
</table>

similar to prior work [175, 182]. For $FP_8$ training and EMPATIC, we use $E4M3$ during the forward pass and $E5M2$ for the backward pass, also matching prior work [199]. We employ adaptive loss scaling for $FP_{16}$, $FP_8$ and EMPATIC. For EMPATIC, we vary the cluster size between 4, 8 and 12 to understand the impact of this parameter on network performance.

5.4.2 Network accuracy

We begin by presenting the impact of EMPATIC on the classification and robustness accuracies. Figure 5.11 shows our results when training using the $FP_{16}$ and $FP_8$ formats as well as using EMPATIC. For all the networks we study, we see that training using $FP_{16}$ obtains $\pm 1\%$ of the classification and robustness accuracies of $FP_{32}$. However, even with scaling, $FP_8$ trained networks are unable to achieve the same accuracies as $FP_{16}$. In contrast, we see that EMPATIC is able to achieve comparable accuracies to $FP_{16}$. Thus, EMPATIC is able to effectively use the reduced range of $FP_8$ during adversarial training. We do not show the impact of changing the cluster size as it does not affect accuracy.

Figure 5.12 shows the percentage of gradient values which underflow $FP_8$. We collect statistics for every Conv2d layer per network during each training epoch. We only measure the gradients of inputs computed during the attacks during adversarial training, as this is the step which we
aim to speed-up using EMPATIC. We calculate the number of gradients which are too small to
be represented using the \textit{FP8} format as a percentage of the total number of gradients for each
layer. We then plot the statistics for every Conv2d layer for each epoch. Each dark line represents
the average while the light-colored bands around each line show values with a 95\% confidence
interval. For EMPATIC alone, we show statistics for the deltas computed rather than all the
gradient values. We do this because we only convert the deltas to \textit{FP8} and not the entire gradient,
as is done for the other cases.

We first analyze the behaviours which are common for all the cases we study. First, we see a
noticeable ‘jump’ for all the lines at 100 epochs. This is because our learning rate is reduced to
0.01 from the initial value of 0.1 at this point. The learning rate is once again adjusted to 0.001
at 125 epochs, but this is only noticeable for ResNet-50 running CIFAR-10. We believe this
jump is because of the multiplication of the gradients with the learning rate during training. Thus,
a smaller learning rate leads to smaller values being produced through the network during the
backward pass. These smaller values are then more likely to underflow the narrow range of \textit{FP8}
and we see an increase in the underflow rate when this happens.

Looking at each datatype in turn, we see that training with \textit{FP16} has the most values which
underflow the \textit{FP8} format. This is expected as values which underflow \textit{FP8} can still be rep-
resented in \textit{FP16} and the networks can successfully converge. However, when we train using
\textit{FP8} we see significantly fewer values with underflow this format. This tells us that the model
is adjusting to the values which are being lost due to underflow. Despite this, the percentage of
values which underflow during \textit{FP}8 training is still high. This may explain why training with \textit{FP}8 fails to match the accuracy of models trained using \textit{FP}16.

Finally, for EMPATIC, we see the lowest percentage of underflow values. Note that for EMPATIC, we show the percentage of deltas (and not gradients) which underflow. Unlike the network accuracies, we see than changing the cluster size does affect underflow. For a cluster size of 4 (CS = 4 in Figure 5.12), we see the lowest values of underflow. Then, as we increase cluster size to 8 and 12, we see that our underflow rate increases somewhat. This is expected as we are computing the difference across more inputs when we increase the cluster size. Thus, inputs are more likely to be farther apart with a larger cluster size. The deltas computed in that case are more likely to be larger. Since we perform adaptive loss scaling, this means that our scale factor is smaller to avoid any values overflowing \textit{FP}8. As a consequence, we are more likely to lose information in the lower bits when values are stored in \textit{FP}8 format. Despite this, we see that even a cluster size of 12 has far less underflow than \textit{FP}16.
5.4.3 EMPATIC overhead

We now analyze the overhead of EMPATIC. As mentioned earlier, we do not have access to the latest GPUs which support FP8 computation. Both of the GPUs we use support computations using FP32 and FP16. As we described in Chapter 5.2.1.1, we keep the weights and activations in FP16 and only ‘convert’ them to FP8 before we use them. In this section, we instead keep the values in FP32 and perform clustering using FP16. We then compare the time to train the networks using the FP32 and FP16 formats as well as our modified method. This allows us to compare the runtime of EMPATIC vs. training entirely using FP32 or FP16.

Matrix multiplication: We begin with the simple experiment of multiplying two randomly generated $N \times N$ matrices. We generate these two matrices using the CPU and copy them to GPU memory each time. Thus, each experiment comprises the time to: 1) read the matrices from GPU memory, 2) perform the matrix multiplication and 3) write the results back to GPU memory.

Figure 5.13 shows the results of our experiment. We vary $N$ from 1024 to 16,384, to understand how our results vary with larger matrices. Once again, we study three cluster sizes: 4, 8 and 12. We plot the speedup for each case compared to the baseline FP32 case.

As we increase $N$, we see that FP16 sees a significant improvement in throughput. For large matrix sizes (such as $N = 16,384$), this can be as high as 4.6×. However, this is still far from the peak theoretical speedup for our GPUs of 8×. This gap is due to the overhead of reading matrices from memory and the time taken to invoke GPU kernels.

For EMPATIC, for small matrices, we see that the overhead of our technique dominates and we only see a modest speedup. However, for larger matrix sizes, EMPATIC begins to approach the speedup of FP16. For large matrices (e.g., $N = 16,384$), we achieve $\sim 60 – 80\%$ of the performance of FP16, depending on the cluster size we use.

Network latency: We now detail the performance impact of EMPATIC on the networks we study. We present the end-to-end time to train each network for 150 epochs. Once again, for EMPATIC, we show results when the values are stored using FP32 and we perform clustering using FP16. Figure 5.14 shows the speedup of FP16 and EMPATIC (using different cluster sizes), normalized to the latency of FP32. Compared to Figure 5.13, we see that FP16 achieves more modest speed-ups from 1.7× to 2.7×. We believe this is because of operations which do not benefit from the smaller datatype, such as the overhead of invoking CUDA kernels, disk
I/O etc. PyTorch also relies on extensive synchronization between the CPU and GPU to ensure correctness. This adds further overhead to the native PyTorch code we use to perform FP16 training, as there is a synchronization delay after most kernel calls.

For EMPATIC, we see consistent speed-ups over FP32, ranging from 1.1× for CS = 4 for ResNet-50 to 2.1× for CS = 12 for WideResNet-28_10. However, we see that EMPATIC does not lag behind FP16 as much as in our previous matrix-multiplication experiment. We are able to ‘close the gap’ with the FP16 training time with our custom CUDA implementation which avoids much of the synchronization overhead introduced by using the native PyTorch functions. For matrix-multiplication, we only call a single PyTorch function (i.e., matmul()), which does not introduce the overheads we see when running the networks. These experiments show that running EMPATIC on hardware which supports FP8 will provide a further speed-up over FP32, while still achieving high classification and robustness accuracy.

5.5 Related work

In this section, we present related work to our technique. We begin with prior works which focus on accelerating adversarial training, through algorithmic modifications. We then describe prior works which use 8-bit floating-point for ML training. Finally, we list other approaches for data clustering, in addition to the hierarchical agglomerative clustering technique we use in EMPATIC.

5.5.1 Accelerating adversarial training

Adversarial training imposes a significant slowdown during training, as the attack are run in steps and each step performs a full forward and backward pass through the network. Thus, a 10-step PGD attack imposes a roughly 10× increase to the model training time. Therefore, several techniques have been proposed to reduced the latency overhead of adversarial training. Early work modified training to run the same minibatch \( m \) times in a row [228]. This allows for multiple updates to the image during each epoch. Wong et al. proposed using the single-iteration FGSM attack [253]. However, follow on work showed that both these techniques do not significantly improve robustness [7]. Gupta et al. propose delayed adversarial training where they train the model for several epochs with natural inputs before switching to adversarial inputs [100].
They show that switching as late as 80 epochs allows the model to still achieve comparable classification and robustness accuracy as training with AT from the very start.

Another approach is to identify a reduced set of the training inputs and only perform training on this set. Bullet Train shows that adversarial training only benefits inputs which are close to the decision boundary and is redundant on inputs which are far from this boundary [118]. Thus, they prioritize adversarial training on this 'near-boundary' subset to speed up training by $2 \times$ without any change in classification or robustness accuracy. Dolatbadi et al. identify a 'coreset' of the training inputs per epoch and only perform adversarial training on these inputs [54]. They see a $2 - 3 \times$ speedup with only a minor loss of accuracy. Li et al. propose GRAD-MATCH, which finds the data subset whose gradients most closely match those of the full training data [157] which yields a $2 - 3 \times$ speedup with only a minor loss of accuracy. However, these prior works do not investigate clustering or specifically targets $FP_8$ hardware. Thus, EMPATIC can be used in conjunction with these existing approaches to further accelerate adversarial training.

### 5.5.2 8-bit floating point training

There has been some prior work on using modified $FP_8$ formats for training. Cambier et al. propose a new $FP_8$ format which stores multiple values together [28]. This new format uses two extra factors for 'scaling' and 'shifting' values to the optimal range of $FP_8$ [28]. However, this new format requires custom hardware which is not discussed in this work. Wortsman et al. explore the use of 8-bit integer to speed up training of large language models [254].

Another avenue for enabling $FP_8$ training is to use a different exponent bias for each layer. As the exponent bias controls the range of values that a given format can represent, this allows for tuning the range to manage underflow. This is known as ‘hybrid floating point’ (HFP). Noune et al. perform an analysis of $FP_8$ training and observe that the choice of exponent bias significantly affects accuracy [199]. They show that they can match the accuracy of $FP_{16}$ by selecting the appropriate exponent bias for $FP_8$. However, as we cannot change the bias on GPUs, we are not able to do such tuning. They also only test using ResNet-32 on CIFAR-100 so it is difficult to know if their observations extend to other networks and datasets. There are also hardware implementations which use the HFP-8 format [agraval20219, 242]. However, these approaches require a different format of 8-bit float from the ones supported by modern GPUs. Thus, unlike EMPATIC, these techniques cannot be used to accelerate robust training on GPUs.

### 5.6 Conclusion

In this chapter, we aim to speed-up adversarial training on GPUs. Due to the iterative nature of adversarial attacks, they impose a significant performance overhead during training. We propose EMPATIC to accelerate adversarial training high-throughput $FP_8$ computations on GPUs. To overcome the limitations of prior work when using $FP_8$, we first cluster the training data to identify inputs which are close to each other. We then create mini-batches where nearby inputs are run contiguously in groups. At training time, we split these groups into a base and compute deltas between this base and the other inputs in the group. This yields deltas which have a smaller range than the original inputs, owing to our clustering. We then perform computations using
these deltas using $FP8$ and see significantly less overflow than prior approaches. EMPATIC can therefore utilize GPU support for high-throughput $FP8$ computations to train robust ML models.
The importance of machine learning and its use in our daily lives is rapidly increasing. Ensuring the security and privacy of ML systems is of paramount importance. At the same time, ML is being deployed on a range of computing platforms, from low-power IoT devices to high-performance GPUs. We have also seen an explosion in the number of accelerators designed specifically to accelerate ML workloads. The focus of this thesis has been to improve the security and privacy of machine learning (ML) applications. To that end, each of the contributions in this thesis targets a different hardware platform which runs ML. We now summarize these three contributions and provide suggestions for future avenues of research.

6.1 FARO

ML models are increasingly used in low-power IoT devices. As models deployed on such devices are susceptible to side-channel attacks, we require a way to secure these models. These attacks require operations to be performed in the same order each time, to allow for collected power traces to be averaged. Prior works propose shuffling the order of operations to prevent these attacks. However, we show that performing shuffling in software leaks side-channel information which can be used to undermine the security benefits of shuffling. We also show that software shuffling can significantly slowdown the model’s inference time.

To securely and efficiently perform shuffling, we present FARO. FARO comprises hardware – added as a functional unit within the CPU – to shuffle arbitrary numbers of items \( N \). We are the first to support shuffling arbitrary values of \( N \) in hardware, as prior works only work when \( N \) is a power of two. FARO secures the weights of ML models running on IoT devices while adding just 0.56% latency, 2.46% area and 3.28% power overheads.

6.1.1 Future directions

We hope that FARO will motivate researchers to explore other areas where shuffling can be beneficial, such as the applications we mentioned in Chapter 3.6.1. With FARO, we focused on securing existing ML models. However, we believe that developing the model with shuffling in mind, can be an interesting research direction. One approach could be to explore models with fewer layers but more channels per layer. As the security benefit of FARO improves with size, shuffling layers with more channels can further improve security.
Another approach would be to explore automatic model architecture generation. For example, ‘Neural Architecture Search’ (NAS) has been proposed to develop models which are more robust against adversarial attacks [246]. We propose extending this to generate models which can further benefit from shuffling. Models generated with NAS have significantly more ‘branching’; there are multiple sequences of layers which must be run in parallel. Since these parallel group of layers can be run in any order, we can shuffle them to make side-channel attacks more difficult. This gives us another dimension to shuffle using FARO, to further improve side-channel security. Thus, NAS could be used to explore creating models that are robust against both adversarial and side channel attacks.

6.2 AESIR

The popularity of ML has resulted in many accelerators specifically designed for ML models. However, existing designs cannot run security-critical ML algorithms. Two important algorithms which current ML accelerators cannot support are: 1) Differentially private training and 2) Adversarially robust inference. Both algorithms require random values – sampled from specific distributions – to guarantee security and user privacy. However, existing designs for generating such ‘noise’ directly in hardware impose significant overheads. Furthermore, current approaches also leak side-channel information that can undermine their security [131, 186].

To enable ML accelerators to support these crucial algorithms, we propose AESIR. AESIR pre-computes the required noise ahead of time and stores these values in plentiful off-chip DRAM, along with the model weights. Then, when we require noise, we can randomly sample values from this stored list. This allows us to support adding noise from different distributions, while also avoiding the side-channel information leakage that plagues on-chip noise generation. AESIR enables noise addition while incurring $23 \times$ lower area and $40 \times$ lower energy compared to producing noise directly on chip.

6.2.1 Future directions

AESIR is a technique to enable noise addition from arbitrary distributions in hardware. While AESIR adds $< 5\%$ DRAM memory overhead, future work could explore ways to compress the noise values so even more points could be stored for greater security.

We also limit our study to adding Gaussian or Laplace noise, as done in prior work. This is because these distributions are well studied and there are established ways to produce noise from these distributions in both software and hardware. However, AESIR is flexible and adding noise from any distribution would incur the same overhead. Thus, another avenue for future research could be to explore other – possibly more complex – distributions to understand if they would offer greater security or other benefits.

6.3 EMPATIC

Finally, our last contribution aims to speed up adversarial training on modern GPUs. Adversarial training makes models more robust by training the model on inputs which have already been
attacked. Thus, we perform the attacks during training so that the model learns to correctly classify attacked inputs. However, adversarial training incurs a significant performance overhead, due to the iterative nature of attacks. Each attack iteration requires a full pass – forward and backward – through the network.

We describe EMPATIC, a technique to speed up adversarial training on modern GPUs which support high-throughput 8-bit floating-point computations. Many prior works have leveraged GPU support for narrow-width floating point formats (such as 16-bit floating point) to accelerate training. However, these approaches struggle to extend to the extremely narrow range of 8-bit formats. To overcome this, we first perform clustering on the training set to create ‘groups’ of inputs which are near each other. Within each group, we maintain one input as a ‘base’ input and compute the difference for the other inputs to the base input. By doing so, we obtain deltas which (due to our clustering) have a smaller range than the original training inputs. We then perform computations using these deltas with an 8-bit datatype. We show that EMPATIC effectively leverages GPU support for high-throughput 8-bit operations, without suffering the drawbacks of prior approaches.

6.3.1 Future directions

With EMPATIC, our goal was to make better use of GPU support for FP8. Another major avenue for GPU hardware is to support sparse computations. Modern GPUs provide increased throughput if 50%+ of values are 0 [5, 203]. Future work could investigate using this capability to further speed up adversarial training. Specifically, due to our clustering, we obtain deltas between similar inputs which may be more likely to have many 0s. If this is the case, we can ‘sparsify’ (i.e., convert the values to a sparse data representation) the deltas and obtain a speed-up when running them on a GPU.
Appendices
FOLDING BATCHNORM DURING INFERENCE

In this appendix, we describe how the computation of a Batch Normalization (BatchNorm) layer can be combined with the preceding convolutional layer during inference.

**Operation of BatchNorm:** The first step of BatchNorm is computing the mean and variance of the activations in each batch. For inputs $x_i$, we compute the mean ($\mu$) and variance ($\sigma^2$) for each batch as:

$$\mu_b = \frac{1}{B} \sum_{i=1}^{B} x_i \quad (A.1)$$

$$\sigma^2_b = \frac{1}{B} \sum_{i=1}^{B} (x_i - \mu_b)^2 \quad (A.2)$$

We can then compute the normalized values $\hat{x}_i$ as:

$$\hat{x}_i = \frac{x_i - \mu_b}{\sqrt{\sigma^2_b + \varepsilon}} \quad (A.3)$$

In Equation $A.3$, we add a small positive value $\varepsilon$ for numerical stability, when $\sigma^2_b$ is small. All the $\hat{x}_i$ values now have a mean of 0 and a variance of 1. However, forcing inputs across all batches to have the same mean and variance can adversely affect performance. Thus, we add two parameters ($\gamma$ and $\beta$) per mini-batch, which are learned during training. This allows the network to adjust the relative normalization across mini-batches and maintain high accuracy. The final outputs of the BatchNorm layer are computed as:

$$y_i = \gamma \hat{x}_i + \beta \quad (A.4)$$

**Folding BatchNorm** BatchNorm plays a key part during network training. However, during inference, we know all the parameters of the BatchNorm layer ahead of time. Thus, applying BatchNorm during inference merely becomes applying a linear transform to the data. We can therefore ‘fold’ the BatchNorm during inference with the preceding convolutional layer. We start by replacing $\hat{x}_i$ in Equation $A.4$ to get:

$$y_i = \frac{\gamma (x_i - \mu_b)}{\sqrt{\sigma^2_b + \varepsilon}} + \beta \quad (A.5)$$
Since \( x_i \) is the output of the preceding convolutional layer, we can rewrite this as:

\[
x_i = W^p \cdot x_i^p + b^p
\]  

(A.6)

where \( W^p \) and \( b^p \) are the weights and biases of the previous layer.

Replacing Equation A.6 in Equation A.5, we get:

\[
y_i = \frac{\gamma [(W^p \cdot x_i^p) + b^p] - \mu_b)}{\sqrt{\sigma_b^2 + \epsilon}} + \beta
\]  

(A.7)

We can now rewrite Equation A.7 as:

\[
y_i = W' \cdot x_i^p + b'
\]  

(A.8)

where, \( W' \) and \( b' \) are:

\[
W' = W^p (\frac{\gamma}{\sqrt{\sigma_b^2 + \epsilon}}) \quad \text{(A.9)}
\]

\[
b' = \frac{\gamma}{\sqrt{\sigma_b^2 + \epsilon}} (b^p - \mu) + \beta \quad \text{(A.10)}
\]

As all the parameters in Equations A.9 and A.10 are known during inference, we can compute \( W' \) and \( b' \). We can then use these directly in the preceding convolutional layer to obtain the benefit of normalization, with no additional overhead.
In this Chapter, we provide code for additional layers which implements FARO. Algorithm 8 shows the modified code for 2D convolutional layers, while Algorithm 9 shows code for a 2D max pooling layer.

Code Snippet 8: Convolutional layer with FARO functions added.

```
load_bank(BANK0,M)
load_bank(BANK1,N)
load_bank(BANK2,R)
load_bank(BANK3,C)
for oc = 0; oc < M; outh ++ do
    r_oc = get_next_iteration(BANK0)
    for ic = 0; ic < N; inch ++ do
        r_ic = get_next_iteration(BANK1)
        for r = 0; r < R; row ++ do
            r_r = get_next_iteration(BANK2)
            for c = 0; c < C; col ++ do
                r_c = get_next_iteration(BANK3)
                for i = 0; i < K; i++ do
                    for j = 0; j < K; j++ do
                        sum[r_oc][r_r][r_c] += input[r_ic][S×r_r+i][S×r_c+j] ×
                        weight[r_oc][r_ic][i][j]
                    end
                end
            end
        end
    end
end
```
Code Snippet 9: $2 \times 2$ max pooling layer with FAROfunctions added.

```plaintext
load_bank(BANK0,N)
load_bank(BANK1,R)
load_bank(BANK2,C)

for ch = 0; ch < N; i++ do
    r_ch = get_next_iteration(BANK0)
    for r = 0; r < R; r++ do
        r_r = get_next_iteration(BANK1)
        for c = 0; c < C; c++ do
            r_c = get_next_iteration(BANK2)
            output[r_ch][r_r][r_c] = max(input[r_ch][r_r][r_c], input[r_ch][r_r+1][r_c],
                                         input[r_ch][r_r][r_c+1], input[r_ch][r_r+1][r_c+1])
        end
    end
end
end
```
We now analyze how the clustering we perform in Chapter 5 correlates with the ground truth class labels. We do so with the question *do clusters comprise inputs from the same or different classes?* Once again, we consider neural embedding (NNE) data, clustered using hierarchical agglomerative clustering with the ward method. Figure C.1 shows how varying the clustering distance (from 0.5 to 2.0) affects the mix of class labels in each cluster for the CIFAR-10 dataset. We vary the distances around our optimum distance of 1.23 for the CIFAR-10 dataset. We only analyze the CIFAR-10 dataset, which has 10 classes. As CIFAR-100 has 100 classes it is difficult to represent visually. For each distance we evaluate, we compute the number of classes in each cluster. We then split these into ‘groups’ where group $n$ has $n$ labels in each cluster. To further visually represent this information, every color in a bar represents a different class. Thus, group 1 only has a single color, group 2 has two colors and so on.

For a distance of 0.5, 84% of the clusters have inputs from a single class. This is expected, as our clusters only encompass a small area, which is more likely to only have inputs from a
single class. As we increase the distance, we see clusters have more classes. At a largest distance we study (i.e., 2.0), we see that only 21% of clusters have a single class. We see that even with clustering, all but the smallest regions have inputs belonging to different classes.
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