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Abstract

Motivational Interviewing (MI) is a validated therapeutic approach that has been shown to help
ambivalent people struggling with addiction move toward change. MI has been applied to many
behaviours, including smoking cessation. If conversational agents could effectively apply MI, they
may provide a scalable way to help more people access this therapy. Previous attempts to provide
MI therapy through text-based conversational agents have typically employ scripted responses to
client statements, but such non-specific responses have been shown to reduce effectiveness. A key
technique in MI is to ask open-ended questions and then provide a reflection of the response to evoke
contemplation in the client. Recent advances in Natural Language Processing provide a new way to
create responses that are specific to client’s statements, using a Transformer-based Language Model.
We present the design, evolution and impact assessment of a chatbot that makes use of generated
reflections, whose goal is to guide ambivalent smokers toward the decision to quit. Through four trials
of 349 participants, we show that the chatbot significantly increases participants’ confidence to quit
smoking one week after the conversation compared to before the conversation (P=.001). As a key
part of the chatbot is the language model that produces reflection, and it is difficult and sometimes
impractical to run a clinical bot with a corporation’s proprietary model, we explore methods of model
distillation to train smaller, more practical language models to generate MI-adherent reflections.
We present a method for distilling the specific tasks of generating MI reflections from a Large
Foundational Language Model (GPT-4) into smaller models. We show that GPT-4 can generate
MI-adherent reflections near 100% success and use output generated from that model to fine-tune
the much smaller GPT-2 family as form of knowledge distillation. We also use GPT-4 as a zero-shot
evaluator to classify the quality distilled student model outputs and validate that classifier with a
triple human-review. We show that the GPT-2 small achieves an 83% success rate on a hold-out test
set and the GPT-2 XL achieves 90% success. In addition, our GPT-4 zero-shot prompt evaluator

achieves significantly high inter-rater reliability (.61 Cohen-Kappa) with triple-human review.
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Chapter 1

Introduction

1.1 Smoking Cessation and Motivational Interviewing

Tobacco use is the leading preventable cause of premature death in Canada, killing 45,000 Canadians
every year [1] with 4.6 million Canadians ensnared by the addiction [2]. The harmful effects of
tobacco use are well-documented and include significantly increased risks of cancer, heart disease,
stroke, diabetes, and other harmful diseases [3]. Furthermore, individuals with constant exposure
to secondhand smoking suffer a 30% increased risk of lung cancer, heart disease, and stroke [3].
Despite these well-known risks, tobacco use remains prevalent in Canada, with millions of individuals
making the decision not to quit each year. Globally, 80% of all smokers are ambivalent toward their
addiction [1] meaning that the positives and negatives of smoking balance out, and so they make
little to no effort to stop [5].

Smokers can be guided towards the decision to quit by a widely used talk therapy approach
known as Motivational Interviewing (MI) [6]. MI is a style of interaction between a clinician and
participant that encourages a non-judgmental, open environment where participants can explore
their thoughts, feelings, and motivations related to a behaviour. Specifically for smoking cessation,
clinicians can use MI to guide individuals towards healthy behavior change by helping them to
recognize the disadvantages of their smoking while recognizing the health and psychological benefits
of changing it. This approach is effective in motivating individuals who may be hesitant, conflicted,
ambivalent, or have made previous attempts to quit without success [7, 8]. The first goal of MI is
distinct from smoking cessation efforts such as Nicotine Replacement Therapy [9], that assume the
smoker is ready and willing to quit; however, the decision to quit is a necessary precursor of any
quit attempt.

Since MI relies on highly trained clinicians working in hospitals and specialized clinics, it is both
expensive and difficult to access. Clinicians are usually engaged only after a health issue occurs,
whereas earlier engagement with a more accessible chatbot could improve health outcomes and even
prevent illness or death. For every two smokers helped to quit, one life is saved from a tobacco-related
death [10]. This motivates us to investigate the feasibility of automating an MI-style conversation
which could be deployed directly to smokers online, helping more people, more easily and sooner
than otherwise.

It is challenging, however, for a machine to achieve the level of understanding and facility needed
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to practice MI. Prior efforts at automated therapy, beginning with ELIZA [11] and proceeding
through many generations of dialogue systems [12, 13, 14] suffer from two key issues: first, since
most of the outgoing text is scripted, these systems have difficulty responding to the specific things
that an individual says. These responses are often seen by users as either repetitive or too generic [15].
Second, many chatbots do not permit free-form text input, which prevents the user from expressing
themselves fully. Recent dramatic advances in Natural Language Generation [12, 16, 17, 18, 19, 20]
have produced language models that can generate very human-like responses that are more relevant
to the free-form dialog of a human.

In this work we present the design of several versions of a chatbot, called MIBot, that makes use
of these new kinds of language models to generate context-specific responses to users, in combination
with scripted interactions. We also present a scientific infrastructure for measuring the impact of

MIBot on recruited smokers.

1.2 Language Models and Distillation

As this work uses Transformer-based Language Models to generate MI reflections, and our expe-
rience has pushed us towards using the very largest and recent models as they have remarkably
good performance. However, those models are both very large and quite proprietary within the
organizations that create them. A chatbot, like many other clinical settings requires data privacy,
a situation where we must guarantee that the data mental health clinicians and clients are sending
is only seen by the correct parties. This led us to creating MIBot using our own software directly
under our control so that data privacy can be maintained. Such model ownership requires the user
to have a proper license to train and deploy the model, compute resources capable of hosting the
model, and data for training the model. For MIBot, we selected OpenATI’s Generative Pre-trained
Transformer 2 (GPT-2) [17] as a model which satisfied our model ownership requirements. All MI
reflections described in the MIBot intervention measurement in this work are generated with GPT-2.

After deploying and evaluating MIBot, we were motivated to explore using other, more advanced
Transformer-based Language Models to generate MI reflections. Since the advent of GPT-2 in 2019,
OpenATl has remained at the forefront of Transformer-based Language Models with GPT-3 [18] in
2020, GPT3.5 also known as ChatGPT [19] in 2022, and lastly GPT-4 [20] in 2023. GPT-4 is the most
advanced language model to this date, and scores the highest on a breadth of tasks including 90"
percentile scores on the United States Uniform Bar Examination, AP Psychology, SAT Math, and
many other tasks. To solve these tasks, users prompt GPT-4 using few-shot [21] and zero-shot [22]
learning, which are now widely-used techniques for prompt engineering a language model. Few-shot
learning gives related examples to the task at hand, then finally an incomplete example, whereas
zero-shot learning describes the task through natural language instruction without examples. These
types of prompting are useful because they allow users to create useful generators and classifiers
without the need for large amounts of data. For our usage of generating MI-adherent reflections, we
were led to investigate if GPT-4 is capable of MI techniques.

In collaboration with MI-experts, we hand-engineered a zero-shot instruction to generate MI
reflections with GPT-4 which satisfied human annotators. Unfortunately, we realized we could not
deploy it due to privacy and ethical constraints, leaving us looking for a method to capture this

performance with an own-able model.
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A known way of transferring performance from an unreachable large model to a smaller one is
through knowledge distillation, first achieved by Hinton et. al. [23]. Furthermore, recent research
shows that Hinton’s method can be applied to language models [24, 25]. In this work we present
a second key goal of this research, to distill knowledge from GPT-4 to GPT-2 for the generation

MI-adherent reflections.

1.3 Focus and Goals

The objective of this work is to explore methods for automating the MI talk therapy technique on a
computer, and to measure its efficacy. Within this goal, we first focus on deploying and evaluating
a smoking cessation chatbot which uses a Large Language Model for generating MI reflections.
Second, we explore a method of knowledge distillation to transfer knowledge from GPT-4 to a range
of student Language Models to generate MI adherent reflections. Within this distillation method,
we evaluate how changing the type of reflection of knowledge and student architecture size affects

performance.

1.4 Contribution

To achieve the goals stated above, this work makes the following contributions:

e Continuing the design and evolution of a chatbot intervention for hosting a Motivational In-

terviewing conversation about smoking cessation.
e Implementation of the Chatbot intervention using AWS cloud infrastructure.
e Evaluation and validation of the Chatbot intervention.

e Demonstration of a method for distilling teacher language models to smaller student language

models for the generation of MI reflections.

e Evaluation of distilled student language Models using human review, automated metrics and

the teacher language model.

1.5 Organization

This dissertation is structured as follows: Chapter 2 reviews relevant background on the Motivational
Interviewing approach, transformer-based language models, chatbots, knowledge distillation, and
finally related work on knowledge distillation and automated MI conversations. Chapter 3 presents
the design of the MI chatbot and the method of how it is deployed and measured. Chapter 4 gives
the results of its deployment with recruited smokers. Chapter 5 describes a method for generating
MI reflections with a large foundational language model and knowledge distillation of MI reflections
from a larger model into smaller ones. Chapter 6 presents the evaluation of our distilled student

models. Chapter 7 concludes the work, alongside limitations and an overview of future work.



Chapter 2

Background and Related Work

This chapter reviews relevant background and prior work. First we review background on Smoking
Cessation and the Motivational Interviewing (MI) behaviour change method. Next, we discuses
relevant Natural Language Processing (NLP) techniques in Word Embeddings, Transformer-based
Language Models, Chatbots, and Knowledge Distillation. Finally, we reviews prior work on MI-based
chatbots.

2.1 DMotivational Interviewing and Smoking Cessation

MI is a counselling approach that helps patients increase motivation towards changing unhealthy
behaviours, including addiction [6]. Ambivalence is a conflicted state where opposing attitudes or
feelings coexist in an individual toward changing a behaviour, resulting in no action taken. The goal
of MI is to resolve this ambivalence, moving a person toward positive change. MI counsellors use a
structured conversation including open-ended questions and reflective listening, which encourage a
patient to contemplate the roots of a behaviour and guide them toward overcoming their ambivalence.

MTI has been a widely used approach to motivate smoking cessation [6]. Globally, 80% of smokers
are ambivalent about their smoking [4], and make no current effort to stop [26]. This makes smoking
cessation a target for MI, as resolving ambivalence is the main goal of the talk therapy technique.
In multiple studies, MI has been shown to be successful for smoking cessation [27, 28].

Early in the MI approach, clinicians often use four specific skills: Open-ended Questions, Affirmation,
Reflective Listening, and Summary Reflections in what is referred to as the OARS Model [6]. These
four techniques help participants express themselves, allowing clinicians to understand and commu-
nicate a behaviour from the participant’s perspective. Open-ended questions encourage the client to
self-explore by sharing perspectives and experiences. Affirmations recognize the client’s strengths to
reinforce their confidence. Reflective listening mirrors the client’s thoughts and emotions, enabling
them to recognize their own beliefs and contradictions and encouraging them to continue contempla-
tion. Lastly, Summaries remind clients of the most important parts of the intervention, providing a
clear overview and giving another chance for contemplation. In the chatbot presented in this work,
we employ concepts from the OARS model, specifically using open-ended questions and reflective
listening. Below we discuss reflective listening in-depth, and then describe survey metrics which MI

clinicians (and our chatbot) use to measure progress towards the decision to quit.
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Table 2.1: Simple vs Complex Reflections

Participant Statement

Simple Reflection

Complex Reflection

I think reducing my smok-
ing would improve my
health.

You believe reducing your
smoking would improve
your health.

So, your health is really
important to you.

Smoking allows me to re-
lax and just think about
everyday stuff.

Smoking allows you to re-
lax.

Taking a break and hav-
ing alone time to process
your thoughts is valuable
to you.

I don’t like making other
people uncomfortable
with my smoking.

You don’t enjoy making
people feel uncomfortable
with your smoking.

You might be feeling
self-conscious about your
smoking.

2.1.1 Motivational Interviewing Reflections

A core skill used by MI practitioners is reflective listening [6, 29, 30]. A therapist uses reflective
listening to respond to a participant’s statements with words that both repeat what is said and guide
the participant toward continued exploration of their thoughts and feelings. Reflective listening
responses are called reflections in MI, and can be either simple or complex. A simple reflection
repeats or rephrases a participant statement, so as to convey understanding and invite continuation
of the conversation [6]. A complex reflection attempts to infer something relevant between the
recent utterance to either the prior utterances or to a guess of something generally relevant [6]. The
distinction between simple and complex reflections is important to this work, as we create language
models to generate both kinds of reflections. Table 2.1 shows three examples of simple and complex
reflections in response to a participant’s utterance. Notably, the same utterance can be responded

to with either a simple or complex reflection.

Table 2.2: The Readiness Ruler

Measurement ‘ Question

Importance On a scale from 0 to 10, how important is it for you right now to
stop smoking?

Confidence On a scale from 0 to 10, how confident are you that you would
succeed at stopping smoking if you start right now?

Readiness On a scale from 0 to 10, how ready are you to start making a
change at stopping smoking?

2.1.2 Readiness Ruler Survey

The Readiness Ruler |

quit a behaviour now (which we will refer to as the confidence scale), their readiness to quit a

] is a survey metric which asks participants their confidence that they could

behaviour now (the readiness scale), and how important they feel it is for them to quit a behaviour
now (the importance scale). These three ratings are recorded on an 11-point scale at different times
during the MI counselling process to gauge the specific aspects of a participant’s feeling towards
change. By tracking the progress along the ruler, both participants and clinicians can witness

developments in overall readiness to quit and address any barriers. Table 2.2, shows the specific
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version of the Readiness Ruler we use for measuring smoking cessation readiness. This survey is
used multiple times during the MIBot experiment to determine the effectiveness of the chatbot. For
smoking cessation, the motivation of our chatbot, confidence to quit on the readiness ruler is known

as the main predictor of success [32, 33, 34] so we use this metric as one of the main focuses.

2.1.3 Consultation and Relational Empathy Survey

The Consultation and Relational Empathy (CARE) Score [35] is a validated survey designed to assess
the perceived empathy of a clinician from the client’s perspective. The survey is has 10 questions,
each a five option likert-scale from poor to excellent. The scores of the 10 questions are converted
into numerical scores, and then summed. The CARE Score provides insight into the strength of
the client-counselor connection, revealing areas for improvement or reinforcement. Originally, the
CARE survey was developed and rigorously tested for use by general medical practitioners [35],
but has since been successfully used by other medical staff, allied health professionals (AHPs) and
nurses [36]. In this work, we use the CARE scale to measure the perceived empathy of the MI
chatbot.

2.2 Natural Language Processing

Natural Language Processing (NLP) is a field touching linguistics, computer science, and machine
learning that is concerned with the interactions between computers and human natural language [12].
Recently, there have been significant advances in the field of NLP [18, 19, 20, 37]. With the develop-
ment of word embeddings [38, 39] and deep learning [10], various neural network based architectures
have been used to solve NLP tasks such as Natural Language Generation (NLG) [17, 18, 19, 37,

| and Natural Language Understanding (NLU) [11, 42, 43, 44]. Furthermore,Knowledge distilla-
tion [23], is an important topic in NLP, and has been successfully applied to language models [24,

, 45, 46]. We review these concepts, beginning in Section 2.2.1 which discusses word embeddings
and Section 2.2.2 which explains the architecture of Transformer-based Language Models and Sec-
tion 2.2.3 which discusses chatbots and dialogue agents. Finally Section 2.2.4 explains techniques

for applying knowledge distillation approaches to language models.

2.2.1 Word Embeddings

Word embeddings (or vectors) are one of the basic building blocks of modern deep-learning-based
NLP [12]. A word embedding is an encoded representation of a word into a fixed-dimensional vector
of real numbers. These embeddings represent the meaning of the words, and language models use
them as inputs for prediction tasks [12].

Historically, word embeddings were created using statistical-based approaches beginning with
individual word frequency counts and evolving into more complex techniques. An early example
of this is the “Vector Space Model” [47] by Sparak in 1975, often known as “Term Frequency -
Inverse Document Frequency” or TF-IDF, which uses a frequency count of terms in documents
to represent meanings of words. Another more recent statistical approach is Global Vectors for
Word Representation (GloVe) [39] which factorizes a word co-occurrence matrix to create word

embeddings.
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Alongside statistical approaches, Bengio et. al. showed the first neural network approach to
word embeddings, proposing that a neural networks could be used to learn vectors that represent
words, and used these representations as input to a neural network to predict the next word in a
sentence [48]. This laid the groundwork for Word2Vec [38], a ground-breaking method which utilized
shallow neural networks to create word embeddings.

All the above stated methods for word embeddings are non-context dependent (static) meaning
they use the same vector regardless of the words surrounding them. Recently, new transformer-
based language models like Bidirectional Encoder Representations from Transformers (BERT) [12]
and Generative Pre-trained Transformer (GPT) [19] have shown that static word embeddings can
be transformed through neural network layers to create a learned embedding which is contextual
to an input token sequence. These learned embeddings represent the totality of the input tokens,
and can be utilised for downstream tasks like GPT’s text-generation [19] and BERT’s language

understanding [42]. Below we explain Transformer-based models in more detail.

2.2.2 Transformer-based Language Models

A Transformer-based Language Model is a neural-network based model which produces context de-
pendent representations of tokenized words [16, 50]. Input embeddings of tokens are“transformed”
through layers of encoder or decoder “blocks”, creating one learned embedding of feature rich
contextual information. Transformers use this embedding to make predictions about additional
words/tokens or for downstream tasks, such as sentiment analysis [12].

To train a transformer, hidden (masked) tokens are predicted in input text sequences. This
process of predicting masked tokens from a sequence gives the transformer understanding of how
to represent language in meaningful latent space such that the missing words can be predicted.
This style of training does not require data labelling, since there plentiful sources of written text
on the internet. Choosing which tokens to mask is dependent on the architecture details of the
transformer. In this work, we focus on text-generative language models, which typically use decoder

only architectures [49, 17, 18, 19, 20]. Below we explain generative language models in more detail.

Generative Language Models

Generative Language Models are a variant of the transformer-based language model which use the
learned embedding to generate a subsequent token, one step at a time. Specifically, a Generative
Language Model calculates the probability of a word x; given words z; through x;_; as seen in
Equation 2.1. This type of transformer utilises a decoder only architecture with a Casual Language
Masking (CLM) training objective. CLM hides (masks) future tokens and uses them as labels for
prediction. This type of training is auto-regressive in nature, meaning after every prediction we add
the output of the last step (and correct it if incorrect) as input for the next prediction. Transformers
which are trained using the CLM objective typically excel at text-generation tasks like story telling
[17, 18] or Question Answering [19, 20]

Pz, 22, 00y Te—1) (2.1)

A typical generative transformer-based language model is illustrated in Figure 2.1. First, The

input text is tokenized, and then converted into an initial embedding with positional encoding. Next,
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Figure 2.1: Generative Transformer-based Language Model Architecture

the embedding is transformed into a learned embedding through layers of transformer blocks. Within
each block, input embeddings are passed through a Masked Multi-Headed Attention layer [16] and
a Feed-Forward Neural-Network Layer [40] with Normalization layers in-between. Masked Multi-
Headed Attention captures various contextual relationships within the input sequence by calculating
relational scores between immediately preceding embeddings within the sequence concurrently [16].
This process is known as attention calculation. Next, the attended input is passed through a Feed-
Forward layer to give the model for additional opportunity to expressing complex relationships
between text. Layer normalization layers are placed in-between to stabilize the training process, re-
ducing the impact of any irregularities. The end result of each decoder block is a more information
rich embedding. After all decoder blocks, the learned embedding is passed through one last normal-
ization layer, a feed-forward layer, then a softmax layer. The softmax layer outputs a probability for
each word in the transformer’s vocabulary, as part of an overall process to predict the next word.
In Figure 2.1 we see the input text “the truth will set you” for which we predict “free”.

The attention mechanism [10] is said to have allowed a transformer model to pay more attention
to the parts of text that are more important to meaning of an input, regardless of text distance.
This is in contrast to a Recursive Neural Network (RNN) which suffer from an informational bottle-
neck between an encoder-decoder architecture [16]. Additionally, transformer architectures benefit
computationally from processing the entire input sequence in parallel, unlike RNNs, which require
sequential processing. [16]. Below we review generative transformer-based language models that are

relevant to this work.
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Table 2.3: GPT-2 Family Architectures

Model Name Number of | Number of | Embedding
Parameters Transformer | Length
Blocks
GPT2-Small 124M 12 768
GPT2-Medium 355M 24 1024
GPT2-Large 774AM 36 1280
GPT2-XL 1.5B 48 1600

Generative Pre-trained Transformer (GPT) Family of Language Models

One family of successful decoder-only generative language models are the Generative Pre-trained
Transformer (GPT) architectures. In 2019, OpenAl released GPT-2 model [17] a generative language
model ranging in size from 124 million parameters to 1.5 billion parameters, pre-trained on the
WebText dataset. Table 2.3 gives the number of parameters, number of transformer blocks, and
embedding length for the four sizes of GPT-2. Between GPT2 architectures, the only difference is the
number of transformer blocks and embedding length, resulting in different numbers of parameters.
GPT-2 can perform a variety of language generation tasks. At the time of its invention, OpenAl
found that after pre-training, GPT-2 could be further trained in a process known as fine-tuning
to achieve state of the art performance on Question Answering tasks [49]. In this work, we utilise
GPT-2 to generate MI-reflections for our chatbot and in our knowledge distillation process.

OpenAl followed GPT-2 with GPT-3 [18] in 2020. GPT-3 has 175 billion parameters, which is
more than 100 times the size of GPT-2 XL. This massively large architecture demonstrated that after
pre-training and and a cleverly written input prompt, GPT-3 was capable of task specific prediction
without fine-tuning. This style of learning is term few-shot learning [21], and zero-shot [22] learning.
Few-shot learning providing an model with a few examples to guide its response generating process.
The term ”shot” refers to the number of example prompts given to the model. On the other hand,
zero-shot prompting refers to a technique where a model generates reasonable responses to prompts
it has never seen before in its training data, thereby showing a certain level of understanding without
any explicit pre-training.

Most recently, OpenAl has created GPT3.5 (ChatGPT) [19] (2022) and GPT-4 [20] (2023). GPT-
4 exhibits human-level performance on various professional and academic benchmarks, including
90" percentile scores on the BAR Exam, AP Psychology, SAT Math, and many other tasks. Both
GPT3.5 and GPT-4 are capable of few-shot and zero-shot learning at higher levels of performance
than GPT-3 [20].

Notably, GPT-3, GPT-3.5 (ChatGPT), and GPT-4 are closed source models [18, 19, 20], with
neither the code nor the trained parameters being publicly available. This means the learned em-
beddings and datasets used to train these models are not public. Furthermore, all three of these
models are too large to host locally on hardware available to us. In this research, we use GPT-4 as

a teacher model for knowledge distillation.

2.2.3 Chatbots

Chatbots are computer-based systems that converse with humans through natural language [12].

These systems can be task-oriented or extended-conversation oriented. Famous task-oriented chat-
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bots are exemplified in Apple’s Siri, Amazon’s Alexa, or Microsoft’s Cortana [51]. Generally, these
systems don’t have extended conversations and serve to accomplish a specific task. Examples of
extended-conversation chatbots are the ELIZA Chatbot [11], Stanford’s Chirpy Cardinal [52], and
Microsoft’s Xiaolce [53]. These chatbots aim to keep the user engaged through extended conver-
sation. In the present work, our chatbot shares both the goals of a task-oriented chatbot and
extended-conversation chatbot. MI interventions are usually extended but also have the goal of
guiding a client toward behaviour change [12].

Building chatbots require three capabilities: extracting meaning out of utterances which is the
domain of Natural Language Understanding (NLU), response generation, and keeping the conversa-
tion context. These strategies are addressed by chatbots which apply Rule-based and Corpus-based

techniques [12], which are described in the next two sections.

Rule Based Chatbots

Rule-based chatbots use hard-coded rules to implement NLU, response generation, and conversation
context. ELIZA [11] a rule-based chatbot from 1966, selected specific keywords in an utterance to
extract meaning. After decomposing the utterance into rules, ELIZA combined user utterances with
pre