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Introduction:  

 
If natural language processing (NLP) is meant to utilize computational techniques to emulate 

natural human dialogue, then it stands to reason that there should be paradigms for extracting and 

constructing a method for validating an assessment for perhaps what humans do most with their 

language - argue [1]. This field is referred to as computational argumentation which focuses on 

the analysis and synthesis of arguments that can be used in many applications such as virtual 

assistants [2], search engines [3], and writing.  

 

The goal of the project is to classify an argument with respect to a given statement, judging the 

argument on multiple factors into four classes (changed view, excellent argument, adequate 

argument, inadequate argument). This would indeed help writers, debaters, journalists, and 

bloggers to assess their written work with feedback that target individual aspects of writing an 

argument. We assume an argument to be excellent since it has influenced a lot of people positively.  

 

 

 
 

Figure 1: Working of Argument Gate. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Background & Related Work:  

 
Researchers have been developing approaches to extract arguments from natural language text. 

These approaches belong to the task of Argument Mining, which not only aims to extract 

argumentative discourse units [4] but also tries to find different sub-structures within arguments 

[5]. 

 

Wachsmuth et al., 2017 [6] present a completely novel work on computational argumentation 

quality in natural language. It takes into consideration the diverse existing theories and approaches 

to assess logical, rhetorical, and dialectical quality dimensions and derives a systematic taxonomy 

from these. This paper defines a platform for the automatic assessment of argumentation quality 

in natural language.  

 

Lauscher et al., 2020 [7] advance theory-based argument quality research by performing a 

thorough analysis covering three various domains of online argumentative writing: Q&A forums, 

debate forums, and review forums. They demonstrated that the relations between theory-based 

argument quality dimensions can be manipulated to yield performance improvements and 

demonstrates the utility of theory-based argument quality predictions with respect to the practical 

Argument Quality (AQ) assessment view. The paper suggests a novel approach of computational 

theory-based Argument Quality models and establishes that mutually predicting Argument Quality 

scores can improve the performance of the models (RQ3) and that generally, models benefit from 

involving out-of-domain training data (RQ4). 

 

Swanson et al., [8] raised a litany of hand-curated features that they claim as indicators of argument 

presence and quality: Sentence Length (SLEN), Word Length (WLEN), Speciteller (SPTL), 

Kullback-Leibler Divergence (KLDiv), Discourse (DIS), Part-Of-Speech N-Grams (PNG), 

Syntactic and (SYN). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Data and Data Processing: 
 

Data Source: 
 

The data is scraped from the ChangeMyView subreddit. People post their views or opinions about 

different topics on this subreddit to have a healthy and open-minded argument. Users who have 

opposite views, comment on a logical and explained argument in response to the original 

statement.  

 

 
Figure 2: ChangeMyView SubReddit. 

 

The main motivation to use this subreddit is due to the rich nature of the subreddit with respect to 

users, posts, comments, and methodologies to appreciate good content and not suffer from mass 

spam.   

 

 

 

 



Data Explanation - Posts: 
 

Users create posts with a statement and an explanation of a topic and their opinions. These posts 

are created with the intention for vivid users to comment and discuss different opinions and in the 

process, maybe, change the view of a user.  
 

 
 

Figure 3: Example of a post in ChangeMyView Subreddit. 

 

 

 

 

 

 

 

 

 

 

 

 



Data Explanation - Comments: 
 

Individuals who wish to provide their opinion or argument on a topic can provide so with the 

mechanism of a comment. Comments serve as the argument to the problem statement i.e., the post 

to our model. If an argument changed someone's perspective, they comment a delta (represent 

change) on that to show appreciation. Moreover, they upvote an excellent argument and downvote 

an inadequate argument. We scrape these metrics (delta and votes) provide us with information on 

whether arguments are best or worst for a given statement. 

 

Delta 

UpVote 

DownVote 

 

 

Figure 4: Example of a comment in ChangeMyView Subreddit. 

 

 

 

 

 

 



Data Scrapping: 

Data is scrapped using the PRAW library. We scrapped all the posts from November 2013 till 

November 2022. Then all the corresponding comments along with metadata are fetched such as 

the number of upvotes, and depth in the comment tree. We have scrapped 107717 posts and 

1425075 comments in total. 

The logs of delta reward given to a comment are present on Delta Log Reddit. In total, we scrapped 

56121 delta comments. This metadata is then merged with the main scrapped dataset to build a 

combined dataset. We also added a data_id column through which can uniquely identify our data 

point. 

 

 

Figure 5: A screenshot of scrapped data along with meta data 

  

 

 

 

 

 

 



Data Cleaning: 

After scrapping, the first cleaning step was to remove all the rows which have upvotes less than 1. 

These comments with negative upvotes were mostly derogatory or misinformed and does not 

contribute to productive arguments. As a result, we end up with 1313022 data points after this step. 

Next, there were comments and posts that had multiple keywords such as [deleted], “your 

submission has been deleted” and [removed]. So, we removed all the data points which had any 

of these keywords in the text and very short comments. 

Next, we used the NLTK library along with regular expressions to clean the text. Some comments 

had external links, references, and pictures. We removed all this non-textual information from both 

statements and comments. After all the cleaning, we had 1208959 data points. 

 

 

Figure 6: Example of Unprocessed Statement and Argument 

 

 

 

 

 



 

Figure 7: A cleaned and processed Input and Label for the above example. 

Lastly, the argument and statement are combined using start and end tokens which will be our 

final input to the model. 

  

  

  

  

  

  

  

 

 



Data Labelling: 

We gave deltas more importance because they drive the change. We sorted all the data points 

based on the number of deltas they received.  Then the result was again sorted on the number of 

upvotes. This ordered data is divided equally into 4 quality groups and each group is labeled 

from 3 - 0, (3 to the best).  

 

Statement Argument Delta UpVote Label Meaning 

XYZ ABC >=1 - 3 Changed an opinion 

XYZ DEF 0 >=30 2 Excellent argument 

XYZ GHI 0 >15 & 

<=10 

1 Adequate 

XYZ JKL 0 ==1 0 Inadequate 

 

Table 1: Data Labeling Examples. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Architecture: 
 

The Language model that we are going for this to use is GPT-2. The main reason for our choice is 

their remarkable success in complex language tasks. A pre-trained GPT-2 Large model will be 

used which consists of 48 layers and 25 heads. This version of GPT-2 has more than 1.5 billion 

parameters which are 5-10 times more as compared to our baseline BERT models.  

 

A classification head will be used for output and will be mapped into 4 different classes. A SoftMax 

will be applied to these classes to get probabilities and the highest probability class will be our 

final prediction. A Cross Entropy loss will be used on these probabilities during training which 

will be minimized by Adam Optimizer. 

 

 
Figure 8: End-to-End Architecture Diagram 

 
Hyperparameters 

• Learning Rate - 1e-6 with linear decay 

• Weight Decay - 0.1  

• Dropout - 0.5 

• Batch Size - 256  

• Training Size - 113363 

• Number of Epochs - 10 (Early stopping at 9 to prevent overfitting) 

• Optimizer – AdamW 

 

 

 

 

 



Baseline Model: 
 

We employ a BERT-based [9] model as our baseline model. BERT’s model architecture is a multi-

layer bidirectional Transformer encoder based on the original implementation described in [10] 

and released in the tensor2tensor library. We report results on one model size: BERTBASE (L=12, 

H=768, A=12, Total Parameters=110M). We intend to use pre-trained BERT and make use of the 

classification head to fine-tune it. 

 

 
Figure 9: Bert Architecture Diagram 

 
Hyperparameters: 

• Learning Rate - 1e-6 

• Weight Decay - 0.05 

• Dropout - 0.5 

• Batch Size - 512 

• Training size - 113363 

• Number of Epochs - 30 

• Optimizer – AdamW 

 

 

 

 



Quantitative Results: 
 

The metrics that we use to measure results are as follows: 

• Accuracy - The fraction of predictions a model got right. 

• Precision - Quantifies the number of positive class predictions that belong to the positive 

class. 

• Recall - Quantifies the number of positive class predictions made of all positive examples 

in the dataset. 

• F1 - Harmonic mean of precision and recall. 

• Training Loss - Metric used to assess how a model fits the training data. 

• Test Loss - Metric used to assess the performance of a model on the Test set. 

 

Model Train 

Size 

Test 

Size 

Accuracy Precision Recall F1 Training 

Loss 

Test 

Loss 

Baseline 

(BERT) 

113363 28341 0.44 0.44 0.43 0.44 1.19 1.19 

Main 

(GPT-2) 

113363 28341 0.63 0.63 0.66 0.65 0.86 0.86 

 

Table 2: Quantitative Results for both the models. 

 

The results rightly indicate that the GPT-2 model outperforms the BERT language model with 

fewer epochs on the same training data and validation data. 

 

https://www.baeldung.com/cs/ml-train-validate-test#1-purpose-of-validation-sets


 

The loss curves do also represent the same phenomena uncovered with the various classification 

metrics that the GPT-2 model performs much better than the BERT base language model. The 

GPT-2 model shows convergence right after some epochs which is not the case with BERT where 

the learning slows down after a certain number of epochs.  

 
Figure 12: Confusion Matrix for main model (GPT - 2). 

 

The confusion matrix confirms that the model is classifying well on the different balances of the 

dataset and not on any one class. There are a few instances where the model is predicting a label 

into the neighboring class. For example, the model is predicting label 0 to be in label 1, 27% of 

the time, and label 1 to be in label 2, 28% of the time. This is quite acceptable due to the nature of 

our problem and does not possess an immediate concern to be reconsidered. 

 

 



Qualitative Results: 
 

 
Figure 13: Example of a statement that is classified as “CHANGER”. 

 
Figure 14: Example of a statement that is classified as “INADAQUATE”. 

 

In Figure 13, the argument is very well explained with proper example from the medical science. 

The model has good confidence in predicting it as “changed a view” argument. On the other hand, 

the second example (Figure 14) is bad. The model predicts it is as “Inadequate” with very high 

confidence.  

 

 

 

 



 
Figure 15: Example of a statement that is classified as “EXCELLENT”. 

 

 
Figure 16: Rephrased example of the statement in Figure 15 that is classified as 

“EXCELLENT”. 

 

 
Figure 17: Example of a statement that is classified as “INADAQUATE”. 

 



 
Figure 18: Example of a statement that is classified as “INADAQUATE”. 

 

In Figure 15, the example is well framed and gives proper explanation using science. The model 

is able to predict it properly with good confidence. In Figure 16, we did rephrasing of some 

sentences from the first example. But despite of that, model is very accurately able to identify it as 

an excellent argument. 

 

Figure 17 is an example of a wrong prediction as its actual label is adequate and the model is 

predicting it as inadequate. This result is still not too bad because confidence score for this 

prediction is low.  

 

In Figure 18, the argument is very vague and convincing. The model is able to predict it as 

inadequate with very high confidence.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Discussions and Learnings: 
 

The baseline model as intended does not match the capabilities offered by the main model even 

though the main model ran for fewer epochs (~10) than the baseline model (~30). The results 

produced by the main model are remarkable in terms of the fewer number of epochs and small 

training size. Our prediction right now is that the model would not adapt to the entire dataset due 

to the biased way of the data labeling process. The results are similar with respect to the balance 

of the dataset where each class is well represented and well predicted by the main model.  

The results are matching our expectations and did not hit us with any surprises. With enough 

computational power and time, we would very much like to run the models on more training data 

and epochs to maximize the accuracy as high as possible. Our learnings are very clear with the fact 

in mind that the data handling process is much more sensitive, and important than any other part 

of the project. With correct data, an individual can very easily tune any model to adapt to their 

dataset and with the wrong data, even the strongest model would fail to perform. Another important 

takeaway for us was to understand the importance of overfitting prevention techniques and their 

usage in huge language models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Individual Contributions: 
 

 Task Contributions 

1 More Thorough research of existing 

literature 

Both 

2 Data Scraping Umarpreet 

3 Data Cleaning & Preprocessing Both 

4 Baseline Model Implementation & 

Training  

Dhiraj 

5 Progress report  Both 

6 GPT & Training Loop 

implementation  

Both 

7 Fine Tuning Both 

8 Testing on different examples Umarpreet 

9 UI Setup Dhiraj  

10 Deployment on Server Umarpreet 

11 User Testing Dhiraj 

12 Final Presentation Both 

13 Final Report Both 
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