1 Introduction

It is well known that stock price fluctuations are influenced by a wide range of factors, one of which is market sentiment. However, manually reviewing and analyzing large quantities of market sentiments can be taxing and expensive. An alternative method is to use machine learning based sentiment analysis. This method will be utilized to extract and quantify the emotional content of the text data, allowing us to identify the overall sentiment of a given Reddit post as positive, or negative. Hence, the goal of this project is to use sentiment data from the previous week’s Reddit posts to predict stock trends for the following week, with a focus on six specific stocks: Amazon, Apple, Meta, Tesla, and Netflix. The hope is to gain valuable insight into the general sentiment surrounding these companies via machine learning and potentially use this information to make accurate predictions about their future performance.

2 Background and Related Work

There exists previous work on applying NLP for reddit sentiment analysis for stock investment purposes [1]. The paper uses spaCy for word embedding and uses Native Bases, Logistic Regression, and Convolutional Neural Networks as their main model architecture for sentiment analysis. While their method was able to produce a relatively positive result, it reported some major challenges such as difficulty training the spaCy embedding.

Another work [2] uses traditional time-series analysis methods such as ARIMA and LSTM RNNs, in conjunction with LSTM based sentiment analysis based on tweets and reddit posts, to predict bitcoin prices. Bitcoin prices share many similar features as volatile stock prices, and the work is able to generate a very close prediction to the actual price change.

Neither of these methods explicitly uses transformers as their driver for the NLP sentiment classification part, which may limit the performance of their respective models. We aim to improve the performance of the methods above by using a transformer based sentiment analysis model.

3 Data Processing

Three datasets were used in total in this project. The first dataset is the Reddit Wallstreetbet dataset containing 6918 Reddit posts and comments, manually crawled from the subreddit r/wallstreetbets using keyword searches. Each stock has 700-1700 data points. There are 6 fields, title, post text, ID, URL, date, score, and upvote ratio for each datapoint. We cleaned data by removing special characters and URLs. The first 200 data points for each stock were manually labeled 1 for positive, 0 for negative, and -1 for unrelated, and used to fine-tune a sentiment model. An example of the data is shown in Figure 1. The distribution of labels is show in Figure 2. The labeled data is split into train-test ration 0.7/0.3 for fine-tuning.
Figure 1: The data example of the labeled Reddit sentiment dataset

Figure 2: Percentages of each label in each stock

The second dataset is the tweet stock sentiment dataset, which contains two .txt files with tweets of either bullish or bearish sentiment. There are 707 bullish tweets and 600 bearish tweets. The tweets were labeled as 1 for positive sentiment and -1 for negative sentiment, then split into training and test sets with a ratio of 0.7/0.3. Text preprocessing was applied to the tweets in the same way as to the Reddit dataset. An example is shown in Figure 3

Figure 3: The data example of the tweet stock sentiment dataset
The third dataset is 2 years of historical stock closing prices for selected stocks, from January 2021 to November 2022. The data was collected from Yahoo Finance and downloaded as .csv files, with 504 rows and 7 features per file. The dates were formatted as "YYYY-MM-DD" and the data was loaded into a pandas DataFrame for use in downstream models. Figure 4 shows an example of data, and Figure 5 shows the statistics.

Figure 4: The data example of processed historical stock price data of AAPL

<table>
<thead>
<tr>
<th>Date</th>
<th>Open</th>
<th>High</th>
<th>Low</th>
<th>Close</th>
<th>Adj Close</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020-12-01</td>
<td>121.010002</td>
<td>123.470002</td>
<td>120.010002</td>
<td>122.720002</td>
<td>121.264313</td>
<td>127728200</td>
</tr>
<tr>
<td>2020-12-02</td>
<td>122.019997</td>
<td>123.370003</td>
<td>120.859999</td>
<td>123.080002</td>
<td>121.620026</td>
<td>85604200</td>
</tr>
<tr>
<td>2020-12-03</td>
<td>123.519997</td>
<td>123.739999</td>
<td>122.199999</td>
<td>122.340002</td>
<td>121.481688</td>
<td>76967600</td>
</tr>
<tr>
<td>2020-12-04</td>
<td>122.999998</td>
<td>122.800001</td>
<td>121.199997</td>
<td>122.250000</td>
<td>120.999881</td>
<td>76205400</td>
</tr>
<tr>
<td>2020-12-05</td>
<td>122.309998</td>
<td>124.570000</td>
<td>122.250000</td>
<td>123.750000</td>
<td>122.382082</td>
<td>86712000</td>
</tr>
<tr>
<td>499</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>501</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>502</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>503</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2022-11-23</td>
<td>149.499997</td>
<td>151.830002</td>
<td>149.339996</td>
<td>151.070007</td>
<td>151.070007</td>
<td>58301400</td>
</tr>
<tr>
<td>2022-11-27</td>
<td>145.139999</td>
<td>146.369999</td>
<td>143.360005</td>
<td>144.220001</td>
<td>144.220001</td>
<td>16426000</td>
</tr>
<tr>
<td>2022-11-29</td>
<td>144.289993</td>
<td>144.809996</td>
<td>140.300006</td>
<td>141.169998</td>
<td>141.169998</td>
<td>83763800</td>
</tr>
<tr>
<td>2022-11-30</td>
<td>141.399994</td>
<td>144.720004</td>
<td>140.550003</td>
<td>148.029999</td>
<td>148.029999</td>
<td>111224400</td>
</tr>
</tbody>
</table>

Figure 5: The properties of closing stock price data of all six stocks

<table>
<thead>
<tr>
<th>AAPL</th>
<th>ARNN</th>
<th>GOOG</th>
<th>META</th>
<th>NFLX</th>
<th>TSLA</th>
</tr>
</thead>
<tbody>
<tr>
<td>count</td>
<td>435</td>
<td>455</td>
<td>430</td>
<td>450</td>
<td>435</td>
</tr>
<tr>
<td>mean</td>
<td>147.04242</td>
<td>159.25856</td>
<td>120.54328</td>
<td>200.12526</td>
<td>433.40896</td>
</tr>
<tr>
<td>std</td>
<td>16.04566</td>
<td>23.35067</td>
<td>18.79950</td>
<td>78.36710</td>
<td>156.32946</td>
</tr>
<tr>
<td>min</td>
<td>116.35000</td>
<td>86.13999</td>
<td>83.48999</td>
<td>88.91000</td>
<td>166.36999</td>
</tr>
<tr>
<td>max</td>
<td>192.09999</td>
<td>186.57047</td>
<td>150.75000</td>
<td>382.17993</td>
<td>691.65000</td>
</tr>
</tbody>
</table>
4 Architecture Diagram

Figure 6: Overall architecture of our solution for one target period, for the Tesla stock.

5 Architecture and Software

The proposed architecture for our stock prediction system, as shown in 6 consists of two components: a transformer-based sentiment model and a time-series model powered by Meta Prophet. The goal is to use the output of the time-series model as a starting point and construct a more informed prediction with the results from the sentiment analysis.

For the time-series component, we use Meta Prophet, a powerful time-series forecasting model that is particularly well-suited for stocks and other financial data. We use data from January 1, 2021 up to the start of the target week as input to Prophet and extrapolate one week of predicted stock trends. To post-process the output, we have simply taken the difference between the closing price at the start and end of the target week and fed the result through a sigmoid function to obtain a final sentiment score between 0 and 1. A score greater than or equal to 0.5 indicates that the stock is expected to rise, while a score less than 0.5 indicates that it is expected to fall.

For the sentiment model, we choose the JulienSimon model, a pre-trained binary sentiment classification model from Hugging Face based on the DistillBert model. The model has 6 transformer blocks, each consisting of a multiheaded attention layer followed by 2 fully connected layers, for a total of approximately 40 million parameters. We use comments and posts from Reddit collected within the one-week period prior to the start of the target period as input to the sentiment model. We have passed the logits output for each post/comment through a softmax function and performed mean pooling on the values for positive sentiment across all posts/comments to obtain a final sentiment score between 0 and 1. As with the time-series model,
a score greater than 0.5 indicates that the model predicts that the stock will rise, and a score less than 0.5 indicates that the stock will fall.

To combine the two scores, we considered using a simple mean pooling method. However, this approach is not effective because the magnitudes of the two scores have vastly different meanings. For example, a 0.75 sentiment score and a 0.75 time-series score do not necessarily imply that the two models have equal confidence in their predictions. Another option is to use a weighted average, but this is also not sufficient because a weighted average is a linear combination of the two scores, yet the relationship between scores and confidence is not necessarily linear.

To address this issue, we pass both scores through a Cubic Inverse Sigmoid (CIS) function. This projects the values back to the infinite linear space, allowing us to linearly combine them as a weighted sum. The final output of the model is a real value between negative and positive infinity. A value greater than or equal to 0 indicates that the model predicts the stock price will rise, otherwise it will fall. The final combination equation is shown in the following.

\[
\text{Final Prediction Score} = \alpha \times \text{CIS}(\text{time-series score}) + \beta \times \text{CIS}(\text{sentiment score})
\]

Where

\[
\text{CIS} = -\log\left(\frac{1 - x}{x}\right)^3
\]

\(\alpha, \beta\) are hyperparameters

6 Baseline Model

The purpose of comparing the Monte Carlo and Momentum methods to our proposed method is to provide a baseline for evaluating the performance of our approach. We have chosen these methods because they represent simple strategies that do not require any expertise in investing.

The Monte Carlo method is based on performing a binary random guess to determine whether an investment should be made. We conduct a series of trail runs, where we perform a guess for each 1-week period across all 11 target periods. We conduct a total of 100 trail runs and take the mean performance as the final performance.

The momentum method is another simple approach that assumes the trend of the target period will be the same as the week before it. For example, if the previous week’s stock price rises, the momentum method assumes that the next week’s prices will also rise.

7 Quantitative Results and Discussion

To evaluate the model’s performance, we compared its predictions with the actual closing price data for the target period. We tested the model over a period of 11 weeks between September 8th and November 24th, and calculated the accuracy by dividing the number of correctly predicted weeks by the total number of weeks. We compared the performance of our model with four other models, including time-series prediction and sentiment analysis, as well as the Monte Carlo method and Momentum. The results, as shown in Figure 7, show that our model performed best overall compared to the other methods, only losing to pure sentiment model on the tesla stock.
To further evaluate the effectiveness of our model, we conducted a simple investment simulation. During each week of the simulation, we used the output of the model to determine whether or not to invest. If we are investing, always invest $5,000 in stocks at the beginning of the week and sell all of the stocks by the end of the week. We then sum up the net gain across all 11 weeks. The results of the simulation in Figure 8 showed that our model performed well for practical investment purposes, netting a positive of $1500.

8 Qualitative Results and Discussion

To gain more insights on how the models perform for each individual prediction period, we look at the raw prediction values, which are the model output normalized against the actual stock difference between the end and the start of each target period, for each stock. We calculate the values based on the following
equation:

\[
\text{Raw Prediction} = \frac{\text{Model Output}}{\text{Actual Stock Difference}}
\]

To evaluate the performance of our model, we compare the predicted stock price changes with the actual stock price changes. Since both the model output and the actual stock difference have a range between positive and negative infinity, we used the sign of the values to determine if the prediction was correct or not. This allowed us to easily evaluate the accuracy of the model.

![Figure 9: Raw predictions for Amazon](image)

![Figure 10: Raw predictions for Apple](image)

Figure 9: Raw predictions for Amazon

Figure 10: Raw predictions for Apple
Figure 11: Raw predictions for Google

Figure 12: Raw predictions for Meta
We observed that for different models, the raw magnitudes of the time-series prediction and sentiment analysis can vary greatly. Furthermore, we observed that the time-series model and the sentiment model were surprisingly consistent with each other: when one model was correct, the other tended to also be correct, and when one was wrong, the other was likely to be wrong as well. This was particularly prominent for Google, where the change in magnitude between the sentiment and time-series model almost completely mimicked each other. One hypothesis is that a lot of the sentiments for stocks are based on time-series predictions. If the stock is projected to fall, sentiment is likely to be negative, although further investigation is needed to validate this theory.
9 Discussion and Learning

During this project, we learned a few key lessons. The first lesson is to not make the architecture overly complex. The original architecture in the project proposal had many moving components, one of which was to combine sentiment scores for comments and posts as a weighted sum with the number of likes for each post or comment. We quickly abandoned this idea because it significantly complicated the logic of the architecture, and it was difficult to obtain the number of likes through the Reddit API.

The second lesson was that sentiment analysis does not always have to be binary. During our labeling process, we noticed that many posts were not related to the specific stocks we were interested in. Although we excluded these data from the training process, we did not have the bandwidth to exclude them from the testing set. This may have had a negative impact on the accuracy of the model. Allowing the sentiment analysis model to determine this automatically might have helped solve this problem.

10 Individual Contributions

The contributions of Tim-Cheng Gu:

- Labeled 600 Reddit sentiment data.
- Implemented the Prophet model.
- Created the wrapper classes for the Prophet and Sentiment model.
- Designed and implemented the combination logic.
- Created the test bed for the combined model.
- Implemented the baseline methods.
- Implemented the tests.
- Hand-tuned all the models.

The contributions of Wenjin Chen:

- Collected Historical stock price dataset
- Collected tweet stock sentiment dataset
- Collected Reddit sentiment dataset
- Labeled 600 Reddit sentiment data
  (All datasets above were labeled in Google Drive and uploaded to GitHub by Tim)
- Responsible for training the sentiment model
- Responsible for visualizing the results
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