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Introduction
Navigating course selection at UofT presents challenges due to a system that

lacks customization for individual interests, academic goals, and abilities. The
abundance of options compounds stress, leading to suboptimal choices and setbacks.
CampusCompanion addresses this by providing tailored course recommendations
based on an in-depth understanding of UofT's unique data, including department
descriptions, current courses, and prerequisites. The system considers students'
academic history, achievements, interests, industry experience, research, and future
goals. Machine learning enhances adaptability to diverse courses and student
experiences. Unlike human advisors, the AI system is available 24/7, offering a
comprehensive and adaptable approach to support students in their academic journey.

Illustration



Background & Related Work
Recommender systems are evolving with the integration of large language models (LLMs) to
address challenges like limited interactivity, poor explainability, and the 'cold start' problem.
Research, exemplified by Wang's Zero-Shot Next-Item Recommendation (NIR) [1],
demonstrates the effectiveness of LLMs in generating recommendations for subsequent movies,
even surpassing models trained on full datasets. Another approach, GenRec [2] by Ge et al.,
employs a generative recommendation LLM that reformats user interaction sequences during
training, allowing the model to predict the next item the user may engage with.

In course recommendation, challenges persist, including a scarcity of publicly accessible course
selection datasets, complicating the extraction of student preferences. Moreover, the dynamic
nature of course offerings requires a mechanism for LLMs to access the most recent course
information. Our work on CampusCompanion addresses these challenges through retrieval
augmented generation, in-context learning, and the Chain-of-thought process.

Data and Data Processing
There are two forms of data used: course description data within the vector database and a
hold-out test set.

To collect course description data, we parsed information from three sources: the
Undergraduate Engineering Academic Calendar, Undergraduate Art & Science Course Listing,
and Graduate Engineering Course Listing. The process involved extracting course codes,
names, descriptions, and prerequisites (if mentioned), with each course separated by a new line
character. Additionally, course codes were mapped to their respective department, including a
description of the department, and a year of study associated with each course. In total, we
parsed 5768 course descriptions, enhancing our dataset with relevant context for the LLM.



Sample Course Description Parsing

The second type of data was a hold-out test set, used for testing and validating system
correctness. We crafted student responses based on student personas, aiming to cover a wide
variety of students. Along with these handcrafted tests, synthetic student profiles were also
generated for quantitative analysis, as further discussed in Section 7.



Architecture and Software
Prior to using the system, all the course data extracted in the previous section must be indexed
into the RAG database, in our case ChromaDB.

The system architecture, depicted in the diagram in section 2, comprises three phases.

The Q&A Phase
LangChain-powered, our system facilitates LLM-driven conversations, adapting prompt context
dynamically. It extracts information interactively and can also parse data from PDF files, like
Transcripts and Resumes, all integrated into the student profile.

Summarized Q&A Prompt:

Full Prompt

Summarized Transcript Extraction Prompt:

Full Prompt

The Search Phase
This phase condenses the student profile into a search-optimized query, used to search
ChromaDB for the top 30 results. The LLM prompt uses chain-of-thought reasoning to create a
query that focuses on the key words, departments, and filters to either the undergraduate or
graduate course collection. This prompt query will then be used as the search terms against the
ChromaDB course collection.

Summarized Search Generation Prompt:

Full Prompt

https://github.com/ece1786-2023/CampusCompanion/blob/main/server/chatbot/prompts.py#L11
https://github.com/ece1786-2023/CampusCompanion/blob/main/server/chatbot/prompts.py#L198
https://github.com/ece1786-2023/CampusCompanion/blob/main/server/chatbot/prompts.py#L33


The Recommendation Phase
This phase involves two key steps: candidate selection and final recommendation. First, from
the initial 30 courses in the search result, the top 10 are chosen based on course names,
department, and year of study, using the complete student profile. This approach helps narrow
down options without requiring detailed descriptions for all 30, ensuring compatibility with the
context window limitations of GPT-4. The final recommendation then takes these 10 candidates
along with their full course description for final recommendation.

Summarized Candidate Prompt:

Full Prompt

Following the initial stage, the system offers a comprehensive recommendation. It considers the
candidate set of courses and the entire student profile, providing complete descriptions for the
selected 10 courses. The top 5 courses are presented in sorted order based on scores (0-100)
reflecting relevance to the student profile, with justifications for their selection included.

Summarized Recommendation Prompt:

Full Prompt

Baseline Model or Comparison
The report focuses on evaluating the Q&A and Recommendation Phases of
CampusCompanion. Testing involved GPT-generated inputs simulating student profiles,
including program details, interests, goals, and courses. The evaluation assessed summaries
from the Q&A Phase and the course recommendations list in the Recommendation Phase.

Q&A Evaluation
In the Q&A Phase, we used a 'Consistency Score,' a systematic metric generated by GPT, to
assess the relevance of CampusCompanion's summaries to the original student profiles. The
following graph illustrates the manually-set criteria for this score.

https://github.com/ece1786-2023/CampusCompanion/blob/main/server/chatbot/prompts.py#L44
https://github.com/ece1786-2023/CampusCompanion/blob/main/server/chatbot/prompts.py#L60


Recommendation Evaluation
In the Recommendation Phase, we first employed 'Recall' to reflect the proportion of courses
taken that were predicted by the model:

.

Considering students' varied influences and the potential inaccuracies in synthesized course
data, relying solely on the Recall metric may not fully gauge our model's effectiveness. To
address this, we introduced the 'Hit Ratio' to assess the suitability of recommended courses:

,

and we manually assess whether a course is suitable for a student.

The Hit Ratio helps us determine the suitability of the recommended courses for a student,
without their ranking order. To address this, we calculate the Normalized Discounted Cumulative
Gain (NDCG), which evaluates the ranking quality within the recommended course list. Using a
graded relevance scale of courses in the recommendation set, Discounted Cumulative
Gain(DCG) measures the usefulness, or gain, of a course based on its position in the result list:

Where is the graded relevance of the result at position . To compute NDCG, the gain is
accumulated from the top of the result list to the bottom, with the gain of each result discounted
at lower ranks:

,

where IDCG is ideal discounted cumulative gain,

,

and represents the list of relevant courses (ordered by their relevance) in the corpus up
to position p.

The average NDCG value across all recommendations measures our model's ranking
performance. Ideally, NDCG approaches 1.0, indicating perfect ranking.

https://www.codecogs.com/eqnedit.php?latex=Recall%3D%5Cfrac%7B%5C%23%20of%5C%20%20courses%5C%20%20taken%5C%20%20predicted%5C%20%20by%5C%20%20model%7D%7B%5C%23%20of%5C%20%20courses%5C%20%20actually%5C%20%20taken%5C%20%20by%5C%20%20the%5C%20%20student%7D#0
https://www.codecogs.com/eqnedit.php?latex=Hit%20Ratio%20%3D%20%5Cfrac%7B%5C%23%20of%5C%20%20recommended%5C%20courses%5C%20suitable%5C%20for%5C%20the%5C%20student%7D%7B%5C%23%20of%5C%20recommended%5C%20courses%7D#0
https://www.codecogs.com/eqnedit.php?latex=%5Cmathrm%20%7BDCG_%7Bp%7D%7D%20%3D%5Csum%20_%7Bi%3D1%7D%5E%7Bp%7D%7B%5Cfrac%20%7Brel_%7Bi%7D%7D%7B%5Clog%20_%7B2%7D(i%2B1)%7D%7D#0
https://www.codecogs.com/eqnedit.php?latex=rel_i#0
https://www.codecogs.com/eqnedit.php?latex=i#0
http://www.sciweavers.org/tex2img.php?bc=Transparent&fc=Black&im=jpg&fs=100&ff=modern&edit=0&eq=%5Cmathrm%20%7BNDCG_%7B%7Bp%7D%7D%7D%7D%3D%7B%5Cfrac%20%7BDCG_%7B%7Bp%7D%7D%7D%7BIDCG_%7B%7Bp%7D%7D%7D#0
https://www.codecogs.com/eqnedit.php?latex=%5Cmathrm%20%7BIDCG_%7Bp%7D%7D%20%3D%5Csum%20_%7Bi%3D1%7D%5E%7B%7CREL_%7Bp%7D%7C%7D%7B%5Cfrac%20%7Brel_%7Bi%7D%7D%7B%5Clog%20_%7B2%7D(i%2B1)%7D%7D#0
https://www.codecogs.com/eqnedit.php?latex=REL_%7Bp%7D#0


Qualitative System Evaluation
We also assessed the recommendation quality through a manual rating system. We evaluated
30 different recommendation results with human input, uncovering both deficiencies and
strengths in our model.

Quantitative Results

Q&A Results
We used 20 synthetic student profiles, for undergraduate to graduate students in a wide array of
disciplines. Based on the predefined criteria, it's evident that the summaries generated by our
model, incorporating GPT-4, closely align with the original student profiles.

Consistency Score

gpt-3.5-turbo 6.94

gpt-4-1106-preview 8.33

Recommendation Results
For this, we evaluated the results of the Recommend Phase. Our model recommends 5 courses
to 9 students who will take 3 courses in their synthetic profiles. Recall means the proportion of
actual positive courses that the model correctly identified, Hit Ratio@5 means the number of
suitable courses in the 5-course list and NDCG@5 is the ranking score for this list.
Our model, integrating GPT-4, achieves a Recall rate of 37.7%, indicating that, on average, it
successfully predicts one course per student. The Hit Ratio suggests that a majority of the
recommended courses are well-suited for students. Furthermore, an NDCG@5 greater than 0.9
demonstrates the model's strong capability in accurately ranking the relevance of courses.

Recall Hit Ratio@5 NDCG@5

gpt-3.5-turbo 26.3% 67.5% 0.93

gpt-4-1106-preview 37.7% 87.5% 0.96



Qualitative Results
For qualitative analysis, we employed a manual rating system that gauged the recommendation
lists' quality on a rubric from 0 to 5, with human input. Given the subjective nature of
recommendations, this manual evaluation provides a nuanced approach to evaluating their
quality. The scale was defined as:

* 0 means the system fails to give a recommendation



Below are some personas, the final recommendations, the qualitative score , and some
analysis.

Persona 1:

The Impatient Student: Continually demands recommendations and does not provide any
context to work from.

This is challenging because there is very little information to go off of.

Recommendation:

Qualitative Score: 0

Analysis: Though this response does sound reasonable for someone who provides no context,
this does not go through the full pipeline, and is actually the Q&A section providing answers
without going onto the Search or Recommendation prompts, which explicitly goes against the
prompt’s rule of not providing recommendations.



Persona 2:

The Aspiring Teacher: An upper year English student, looking to become a teacher, and wants
to improve their introductory Math skills.

This is challenging because the system needs to not focus on degree of study, interests, year of
study, or previous courses. It must instead focus on the more nuanced objective of the student.

Recommendation:

Qualitative Score: 3

Analysis: The system focuses on the Education stream instead of Math, so these might not be
the most ideal courses. However, EDS363H1 and EDS265 are also great choices considering
the educational focus and still having math teaching involved.



Persona 3:

The ECE Grad Student: A graduate ECE student who is interested in learning about advanced
topics in NLP.

This is a standard use case.

Recommendation:

Qualitative Score: 5

Analysis: This is a perfect score because it offers all courses within the correct department and
area of interest, and correctly recognizes ECE1786 as the optimal choice for someone
interested in learning about advanced NLP topics.



Discussion and Learnings
Based on the results, our system meets expectations by accurately offering
recommendations in most conversations.

The following insights were made:

Initially, using the RAG queries to segment undergraduate and graduate courses
resulted in cross-level recommendations, but additional data processing solved this by
creating distinct sets for both groups.

Another lesson was refining results for courses from closely related departments (e.g.,
CSC and ECE) to avoid misselection of departments. To do this, the Q&A phase
needed to pull out the department and that always needed to be a search parameter.

Understanding complex course codes, like RSM220H1, required context improvement
by incorporating department names and study year when doing data processing.
Without context, it would be difficult for an LLM to understand that this is a business
course for second year students.

Orvall, we identified the pivotal role of RAG results in response quality, emphasizing the
importance of preprocessing for search enhancement. In the future, employing multiple
search layers could mitigate the impact of a poor search, allowing independent tuning
and enhanced recommendation precision, especially in nuanced cases. For example,
when a student wishes to take a course outside of their degree or department, being
able to not search by department would be a huge benefit.



Individual Contributions
Overall, the work completed has been very equal. Both of us have taken on different aspects of
the project, focusing on areas that were interesting to us, while still ensuring a good balance of
work.

Work Item Completed By

Undergraduate Course data collection and formatting Joshua

Graduate Course data collection and formatting Jijun

Vector Database Setup Joshua

LLM guided question prompt Jijun

LLM vector search query prompt Joshua

LLM recommendation prompt Jijun

Test Generator Jijun

Quantative analysis(Q&A evaluation, Recommendation evaluation) Jijun

Quantitative analysis(System Evaluation) Joshua

Qualitative test Joshua

Server with Django Jijun

UI with Vue3 Joshua

Report Writing Both
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