












 
On that point of ‘wondering how many dimensions would be enough’ to cover the meaning of 
all words? 
 
When training these word vectors (the GloVe vectors), the Pennington paper uses them 
for various tasks and comes to the conclusion that maybe a dimension of size 300 is 
enough, based on this graph: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
I thought this was true for some time, until transformer models came along (the model 
used in the GPT-x and chatGPT).  For the very large language models, they employ word 
vector sizes of over 12,000, much larger.  Some significant part of the knowledge of the 
big models is in those vectors. 
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