
	 	 	 	 	 	 	 	  
	 	 	 	 	 	 	 	 ECE 1786 Lecture #1 
 
Welcome in-person!  Please make sure that you have done these 2 things: 
 

Viewed all of Lecture 0, available on Quercus and course public web page: 1.
	 	 	 https://www.eecg.utoronto.ca/~jayar/ece1786.2024     [on board] 
 
2.   Filled out the course pre-requisite survey;  

should have seen in email from me, or on a Quercus announcement. ◦
 
Recap of Lecture 0: 

There have been incredible changes over these three years in what Large ◦
Language Models have been shown to do 
This course is about the broader field of Natural Language Processing ◦
(NLP) & Deep Learning 

NLP is the classification and/or the generation of language ‣
Course consists of lectures, 4 assignments & a large application-oriented ◦
project 
Text: Jurafsky & Martin, version 3, August 2024 version ◦
You must have the pre-requisites as described in lecture 0;  ◦

My assistant will have/will soon contact you on this.   ‣
Cannot stay in course if you do not have the pre-requisite understanding ‣
and related software capabilities 

This is the third time this course has been taught ◦
Questions?   Survey is due today. ◦

 
Assignment #1 has just been released & is due Monday September 23rd at 9pm. 

covers material from both Lecture 1 and Lecture 2 (next week) ◦
you will see that a machine learning/neural network background is ◦
necessary to do the full assignment 
DO NOT wait to start the assignment, it is very long!! ◦
makes use of PyTorch;  need to come up to speed on PyTorch quickly if not ◦
already known 
will need to install PyTorch on your own computer for Sections 1 and 2 (or ◦
else have to keep reinstalling an older torchtext v.12) 
Can use  Google Colab for Sections 3 and 4 or own computer ◦
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Let's begin: 	 	 	 Natural Language Processing 
 
Why 'Natural?'  - because computer people were used to computer languages, so 
needed another term for human written & spoken language 
 
Processing Language was difficult for computers for many years because: 

The ambiguity of language  •
1 word has multiple meanings (bank, duck), so can several words! ◦

There are many ways to say the same thing •
 
The understanding of possibly ambiguous sentences needs extra context, e.g.: 
 
"Boy paralyzed after tumour fights back to gain black belt" 
 
"I saw bats"  --- in the cave?   .... to help small children in baseball? 
 
To deal with this,  traditional 'procedural' programming in C, Java, Python would 
just be way too difficult -  there are too many specifics to code, and then 
combinations of possible meanings would explode.  In above example: 

if context was baseball then the bats are wood ◦
if context was a cave, then the bats are alive ◦

 
This has been an active field for many decades (beginning in 1960s), with limited 
success until deep learning came along and was shown to be successful, in 2012. 
 
Instead: modern  NLP is based on the encoding of meaning into numbers 
 
We will focus first on the encoding of single word's meaning into numbers, and 
then move to encoding the meaning of sentences, paragraphs, and more 

analogy with representation inside brain ◦
A word (or a concept) can be encoded into, say, 100 numbers, and we'll call those 
numbers an 'embedding' or a 'vector,' such that words that are closer in 
meaning have vectors that are "closer" together.   

The numbers are closer, numerically (more on that below) ◦
once this is possible we don't have to deal with specific words, just these ◦
encodings/embeddings/vector representations 
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so, two words with the same meaning would have the same embedding ◦
 
i.e. each word has its own set of numbers, such as: 
 
Word 1 - apple - Vapple =  
 
Word 2 - banana - Vbanana =  
... 
Word 5000 - zebra - Vzebra =  
 
Since apple & banana are similar - both fruit - we expect their vectors to be 
'close' in a numerical way. 
 
One way to measure this closeness is with Euclidean Distance; e.g. the distance 
between Vapple and Vbanana is: 
 
 

this is computed in PyTorch as the function torch.norm •
 
These vectors form the core of what has been called, for many years (long 
before deep learning), the "Statistical Approach" to NLP 
 
There are a number of different methods for computing these vectors, as 
described in Jurafsky Chapter 6 

based on counting the appearance of words in documents  - TFIDF/PMI ◦
won't cover these; instead, we'll use the neural network approach ◦
before discussing that let's bring home the power of the neural ◦
embedding/vector method 

 
-> Demonstrate code in Assignment 1:  A1_Section1_starter.ipynb 
 

break •
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EuclideanDistance =
p
(a0¡ b0)2 + (a1¡ b1)2 + :::+ (a99¡ b99)2

fa0; a1; a2; :::; a99g

fb0; b1; b2; :::; b99g

fz0; z1; z2; :::; z99g



 
in that demo we saw a second method for computing 'similarity'  between two •
vectors: cosine similarity. 

it gives a number between -1 and 1  (1 is very similar;  typically 0->1) ◦
 
 
 
 
 
This method considers the direction of the vector, normalizes out magnitude 
 
Also, besides the surprising relationships: 
	 Vqueen - Vking = Vwoman - Vman 
 
There are a number of other pairwise relationships: 
	 e.g. Vbig - Vbiggest = Vsmall - Vsmallest 
 
This can be used to answer a question like: "big is to biggest as small is to ....?" 
by computing: Vanswer = Vbiggest - Vbig + Vsmall  

then search for word that is 'nearest' to the Vanswer  ◦
using print closest word(s) ◦

 
The Mikolov paper mentioned in Assignment 1 talks about many such •
relationships;  you're asked to look into these in Assignment 1: 

 

 
 
 
 
 

I



 
 

	 	 	 	 	 Meaning & Vectors 
 

in lecture 2 & Assignment 1, Sections 3 and 4 you will explore how these •
remarkable vectors/embeddings are created.  It is a clever method that 
leverages the training loop and optimization methods of a neural network 

 
in one sentence: the vectors are a by-product of a neural network that is •
trained to make a prediction based on the meaning of a word;  

if that succeeds (and it does) the meaning gets encoded into numbers! ◦
 

however, as you saw with glove["apple"] in the demo above, the numbers in a •
dim=50 size vector have no apparent meaning to us humans.  Lecture 2 will 
make it clear why that is so. 

 
I find this annoying & would like it to be possible to have explainable elements •
of these vectors.  [although this might cause the loss of the pairwise 
relationships - I wonder if it does?] 

 
how might this work, if we were creating vectors by hand? •
suppose that we wanted to wanted to create vectors for words that were •
based on the following categories of meaning: 

 

we can try to fill in each element for each word with a number betwen 0 and 1 •
I also wonder how many 'dimensions' (number of elements in the vector) that •
we need to be able to cover all meaning? 

I once thought that 300 might be enough, but apparently not! ◦
plot below suggests this ◦

 

1 5



 
Plot from Pennington paper on GloVe - success in benchmarks vs. dimension 
 
 
 
 
 
 
 
 
 

but, we don't get these 'understandable' vectors from the NN training •
process 
is there a way to compute understandable meaning from the NN-trained •
vectors? 

 
How?  Method 1 
 

For each 'category of meaning' come up with several words that represent •
that category 

e.g. for category colour, choose: colour, red, green, blue, brown ◦
why might just colour not be sufficient? ◦

 
Then, compute the cosine similarity between any word of interest (e.g. •
grass, .mountain) and each of the words in the category.  Average the results: 

 
i.e. Sum (cosine_sim("grass", "colour") + cosine_sim("grass", "red") + 
	 	    cosine_sim("grass", "red") + cosine_sim("grass", "green") + 
	 	   +  cosine_sim("grass", "red") + .... + cosine_sim("grass", "brown"))/6 
 
Method 2: 
 
Instead, average all the words in the category, and compute the similarity of 
that with the given word. 

You're asked to do this in Assignment 1, in Section 2  ◦
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