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Introduction 
 
With the ongoing pandemic, there are more people online than ever. In fact, 84% of young Canadians 
actively rely on social media such as Facebook to communicate with others [1]. However, the internet 
also gives negative individuals "a safe space to explore extreme ideologies and intensify their hate 
without consequence ... until it explodes in the real world", said Shannon Martinez from the Free Radicals 
Project [2]. 

 

 
Figure 1: Alek Minassian, accused in the Toronto van attack, praised “incel rebellion.” on Facebook [3] 

 
The goal of this project is to create a safer environment online. By detecting toxic comments on social 
media, they can be easily reported and removed. In the long term, this would allow people to better 
connect with each other in this increasingly digital world. 
 
This problem can be tackled best with a neural network because it is hard for hard-coded algorithms to 
understand and detect human speech, and costly for companies to hire humans to identify these 
comments. Therefore, NLP with neural networks has been found to be the most effective way to do so in 
the industry, with an estimated market size of US$ 26.4 billion by 2024 [4]. 
 
Background 
 
Before deep learning (NLP), companies resorted to ineffective methods of identifying hate speech, such 
as simple keyword searches (bag of word). This method has “high recall but leads to high rates of false 
positives” [5], mistakenly removing normal conversation.  
 
Recently, research has already been conducted in the deep learning field to identify hate speech. A paper 
published in August 2019 used multiple-view stacked Support Vector Machine (mSVM) to achieve 
approximately 80% accuracy with data from various social media companies [6]. Another paper 
published in 2018 utilizes various word embeddings to train a CNN_GRU model, achieving 90% 
accuracy on 3 different classes [7] 
 
In addition, many social media companies have invested in methods to eliminate online hate speech. In 
July 2020, Facebook Canada announced that it is "teaming up with Ontario Tech University's Centre on 
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Hate, Bias and Extremism to create what it calls the Global Network Against Hate" [8], for which 
Facebook will invest $500,000 to spot online extremism and countering methods. 
 
Illustration  
 

 
Figure 2: Model Production Pipeline 

 
Data source, labelling, and processing 
 
Data Source 
We used data from the “Toxic Comment Classification Challenge” on Kaggle, which contains comments 
from Wikipedia editors labelled by human volunteers individually [9]. Comments are labelled in 6 
categories: toxic, severe toxic, obscene, threat, insult, and identity hate. For example, if a comment is 
labelled as 100100, it is toxic and threat. However, we found that the labels are not accurate for some of 
the comments, which we manually relabelled.  
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Figure 3: Title page of  Kaggle Challenge 

 
Examine data 
Next, we examined the data using pandas. From Figure 4, we can see that there are 150000+ comments 
total. However, every class has a very low mean, which means that most of the comments are good 
comments. Therefore we need to balance the good and bad comments in the processing step. 

 
Figure 4: the count and mean of the classes as output of .describe() 

 
We also realized that some classes do not have enough comments. There are 15000+ comments labelled 
as toxic but less than 500 are threat. With such low numbers of comments in certain classes, it is easy for 
the models to overfit and generate a low accuracy for the validation and test set. 

 
Figure 5: Number of comments in each class 

 
Data Augmentation 
To solve the issue above, we used the package nlpaug to artificially increase the amount of data in the 
minority classes by substituting synonyms [10]. Because the comments are multi-labelled, the amount of 
comments in the majority classes also increased. 
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Data Cleaning 
We cleaned the data using regex, matching patterns in the comments and replacing them with more 
organized counterparts. We removed any spaces, line breaks, contractions, etc. Cleaner data leads to a 
more efficient model and higher accuracy. 

 
Figure 8: The same comments before (top) and after (bottom) cleaning 

Data Processing 
For prototyping and testing models, 10+ datasets were created. In the final dataset, we created 6 different 
sub-datasets (one for each class) and each sub-dataset is split into training, validation, testing, and overfit 
sets. Each sub-dataset takes all the bad comments labelled as a certain class, and balances them with an 
equal number of good comments.  
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Figure 6: Amount of comments in each 
class before and after augmentation 

Figure 7: Example of augmented sentence 



 
Figure 9: Visualization of dataset structure 

 
Architecture 
 
To achieve multi-label classification, the team used 6 CNN_LSTM Binary Classification Model. The 
input data was first converted into word vectors with GloVe Embedding. We identified that bad 
comments share similar sets of vocabularies. Thus two convolution layers were used to identify word 
patterns in sentences regardless of their position. To handle the change in sentence length, each 
convolution layer has one maxpool layer that gives one output feature for each sentence from each kernel. 
Then the outputs were concatenated to a vector and were fed to a LSTM (Long Short Term Memory 
network), which is a special kind of RNN capable of learning long dependencies [11]. The output of the 
LSTM was decoded using a fully connected layer.  

 
Figure 10: Model Architecture 
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This project focuses on multi-labelling classification since the comment labels are multi-hot encoded. We 
adopted the training approach shown in Fig 10 to ensure each classifier is fully trained. 6 balanced binary 
datasets each having data from a class were used to train a CNN_LSTM binary classifier. The binary 
classifier outputs were combined to produce a multi-hot encoded final prediction on each comment.  
 

 
Figure 11: Best Training Approach 

 
Baseline Model 
 
For our baseline model, we obtain the glove embedding vectors of each word in each comment, average 
their values, and pass this average vector through a fully connected layer and generate an output 
prediction. As comments are generally short and are composed of few sentences, an average vector should 
be sufficient for the model to abstract some sense of toxicity.  
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Figure 12: Baseline Model Pipeline 

 
Quantitative Results 
 
The best performing baseline model has a training loss of 0.617, accuracy of 79.7%, testing loss of 0.619, 
and accuracy of 79.4%. This suggested that our project idea is feasible.  
 
The best model was trained with hyperparameters in Table 1. The combined loss and accuracy are 
calculated as the average loss and accuracy among the 6 binary classifiers. The best model has a  training 
loss of 0.510, accuracy of 98.6%, testing loss of 0.528, and accuracy of 95.3%. As Fig 13 shows, the 
curves are smooth and show exponential trends. No noticeable sign of overfitting is observed. The model 
performance reached a relatively steady state at epoch 10, however, the best training and testing accuracy 
were obtained at epoch 30.  
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Figure 13. Loss and Accuracy Curve 
 
Table 1. Best Model Hyperparameters  

 
To ensure the best training approach, we trained the same CNN_LSTM classifier in the three approaches 
in Table 2. The first two approaches were trained using a general and unbalanced dataset. In approach 3, 
models were trained with 6 separated balanced datasets. As the accuracy and loss data show, the third 
approach, which is the approach used in the best model, performs the best. The curves in the other two 
approaches fluctuate and have evidence of overfitting. 
 
Table 2. Three Training Approaches 
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CNN_LSTM Binary Classifier on Best Training Approach 

hidden_dim 100 #  maxpool layer 2 

embedding_dim  100  # conv2d layer  2 

kernel_size (2,100) # LSTM 1 

# kernels  50 # fc layer 1 

batch_size 128 learning_rate  0.001 

epochs  30 decision function If output >= 0.5, 
prediction = 1 
If output < 0.5, 
Prediction = 0 

 Approach 1 Approach 2 Approach 3 (best) 

# classes in each 
dataset 

6 6 1 

Is # positive/negative 
labels in each class 
balanced? 

No No Yes 

# CNN_LSTM model  1 6 6 

# Model Output  6 1 1 

Training Loss 0.612 0.612 0.510 

Training Accuracy  81.2% 90.0% 98.6% 

Testing Loss 0.618 0.537 0.528 



 
In the multi-label classification problem, the number of FP and the F1 score of the model should also be 
evaluated. Table 3 shows the confusion matrices of the 6 model classes tested with the balanced binary 
datasets. There are much more TP, TN than FP and FN. Moreover, the fact that most classes have fewer 
FP than FN proves that our best model gives desirable results. The F1 score for each class is higher than 
90% thus showing that our classifying model has high precision and recall.  
 
By comparing the F1 scores and the results shown in the confusion matrices, we notice that class toxic, 
has a relatively lower F1 score. It also gives more false predictions. This is due to inconsistency on the 
labelling of toxic comments. Besides, most bad comments in the dataset are labelled as toxic, so our 
classifiers have difficulty picking up the features specific to the toxic comments.  
 
Table 3. Confusion Matrices and F1 Scores 
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Testing Accuracy  80.6% 87.9% 95.3% 

Model Architecture 

 

 
 

Loss and Accuracy 
Graphs 

  

Class name  Toxic  Severe_toxic Obscene 

 

 

 

 

 

 

 

 

TP FP 

FN TN 

2454 173 

274 2555 

686 11 

19 694 

794 33 

51 812 



 
Qualitative Results 
 
Table 4. Sample Model Outputs, Predictions, and Actual Labels 

 
To obtain more insight on the model performance, we picked 4 representative comments from the dataset 
shown in Table 4. Case 1 only contains neutral vocabularies and the model was able to give correct 
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F1 score 0.9165 0.9785 0.9486 

Class name  Threat Insult Identity_hate 

 

 

 

 

 

 

 

 

F1 score 0.9705 0.9566 0.9544 

TP FP 

FN TN 

642 20 

19 641 

1652 57 

93 1688 

649 25 

37 661 

Case Comment Value Type Toxic Severe
_toxic 

Obscene Threat Insult Identity
_hate 

1 “Well that 
explains it 
thanks for 
clearing it up” 

Model 
Output 

3.3293
e-06 

0.0003 2.5801e-
05 

0.0004 1.1351
e-05 

0.0002 

Prediction  0 0 0 0 0 0 

Actual Label 0 0 0 0 0 0 

2 “You are ugly 
I hate you.” 

Model 
Output 

1.0000 0.9993 0.9999 0.9970 1.0000 0.9991 

Prediction  1 1 1 1 1 1 

Actual Label 1 1 1 1 1 1 

3 “Hey loser get 
a life.” 

Model 
Output 

0.9977 0.4768 0.9580 0.7029 0.9898 0.4662 

Prediction  1 0 1 1 1 0 

Actual Label 0 0 0 0 1 0 

4 “You are just 
so freaking 
beautiful.” 

Model 
Output 

1.0000 0.9928 0.9999 0.9553 0.9999 0.9949 

Prediction  1 1 1 1 1 1 

Actual Label 0 0 0 0 0 0 



predictions. Case 2 has words “ugly” and “hate”, which are words commonly used in the bad comments. 
The model picked up the words and gave the correct prediction. However the model accuracy was only 
50% in Case #3. Part of this is due to the inherent subjectivity of the labelling in the dataset. The model 
prediction in case #4 is completely wrong. The model recognized the word “freaking” but misunderstood 
the meaning of the sentence. This suggests that the model is good at picking up word patterns but lacks 
understanding of context.  
 
 
Discussion and Learnings 
 
Classifying comments is a difficult task because there is little structure and a large variety of words used. 
Considering the challenges of multi-label classification and working with a large quantity of messy, 
unbalanced data, we are satisfied with our testing results. Our model is able to successfully flag comments 
that exemplify some characteristics of toxicity, though there are sometimes errors when pinpointing the 
specific classes. Due to the subjective nature of toxicity, some of our errors can also be attributed to 
mislabeling of the training data. 
 
By implementing CNN and LSTM in our architecture and passing in the comments word by word, our 
final model performed much better than our baseline model and models we cited in literature, indicating 
that extracting sequence and word patterns plays a role in determining the toxicity of a sentence. 
However, our model still has room for improvement, being outperformed by the top Kaggle model with 
98.9% accuracy. 
 
Our results emphasized the importance of maintaining class balance with binary classifiers. After we 
trained our models with balanced data, we were able to mitigate a lot of false positives shown in Table 5, 
which was our primary concern. After data augmentation, our model was able to generalize from the 
increased training examples and move towards a lower loss shown in Table 6. Since augmentation was 
proven to be effective, more sophisticated methods might yield an even more diverse and robust training 
set, perhaps through back-translation.  
 
Table 5. Comparison of confusion matrices before and after class balancing 

 
 
Table 6: Loss and accuracy curves of “threat” class before and after data augmentation 
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Reference Severe Toxic Confusion 
Matrix Before 

Severe Toxic Confusion 
Matrix After 

 

 

 

 

 

 

TP FP 

FN TN 

897 785 

13 1350 

686 11 

19 694 



 
During data examining, we saw significant correlation between some classes (e.g. 74% between obscene 
and insult). As a next step, we could investigate leveraging this pattern through implementing chained 
classifiers to improve our model accuracy.  
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Without data 
augmentation 

  

With data 
augmentation 

  

 

 

Figure 14: Plot of feature correlation Figure 15: An Imagined Plane of Ethical 
Reasoning [11] 



Ethical framework  
 
The motivating principle behind our project is promoting nonmaleficence within online communities by 
identifying harmful comments and taking action against them. This is primarily experienced by those who 
prefer a safe and productive environment without negative distractions.  
 
For the people who post toxic comments, this would reduce their autonomy by limiting their freedom of 
speech but may also end up limiting the variety of perspectives represented within the forums. In the long 
term, this could contribute to “political correctness culture” in a destructive way [12]. Therefore, it is 
important to minimize the amount of false positives our model produces, to encourage all constructive 
conversation.  
 
Our model also provides beneficence for the platform hosts as it replaces the need to manually moderate 
discussions, saving time and resources. Employing a machine learning model to filter comments promotes 
justice, because all comments will be processed on an equal footing.   
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