Effect of the Predbricated Routing rck Distrikution on
FPGA Area-Hiiciengy

Vaughn Betz and Jonathan Rose
Department of Electrical and Computer Engineeringyélsity of Toronto
Toronto, Ontario, CanadaM5S 3G4
{vaughn, jayar}@eecg.utoronto.ca

Abstract

In most commeial Field-Programmable Gate Aays (FPGAS) the number of wiringatks in
eadt dhannel is the same auss the ente dip. A long-standing open question for both FPGAs
and dannelled gate aays is whether or not some wee distrilution of outing tracks acoss the
chip would lead to an @a benefit. & example many cicuit designes intuitively belige that
most congstion occus near the center of ahip, and hencexpect that having widerouting
channels near thehip center would be beneficial.

In this paper we determine thelative aea-eficiency of seeral different outing tradk distri-
butions. V& first irvestigate FPGAs in whichorizontal and vertical annels contain diérent
numbes of tracks in oder to determine if sinca directional bias povides a density advarga
Secondlywe &amine outing tradk distributions in whit the tadk capacities vary &m dannel
to channel. V€ compae the aea-eficiency of these non-uniforrauting architectuies to that of an
FPGA with uniform bannel capacities aoss the ente dip.

The main esult is that the most ea-eficient global puting achitectue is one with uniform
(or very nearly uniform)ltannel capacities aoss the ente dip in both the horizontal and verti-
cal directions. This paper shows why thésult, whib is contary to the intuition of many FPGA
architects, is trueWhile a uniformauting acchitectue is the most aa-eficient, sgeral non-uni-
form and diectionally-biased ahitectules ae fairly area-eficient povided that appopriate
choices ae made for the pin positions on thgilmblodks and the Igic blod array aspectatio.

1 Intr oduction

Field-Programmable Gate Arrays (FPGAsydaeen xplosive marlet gravth because thyeoffer
instant manudcturing and much er non-recurring engineering costs than Mask-Programmed Gate
Arrays. FPGAs enablea$t manudcturing and v development costs because their logic and routing
resources are pabricated and the user implements a circuit by programming the appropriate connections
between these prabricated resources [1].

The preébrication of routing resources implies that the number of routing tracks in each channel is set
by the FPGA manafcturer These routing resources should be distgl in a manner that permits their
efficient utilization by the lagest class of circuits. If there are towfeacks in some area of the chip then
mary circuits will be unroutable, while if there are too madracks, thg may be vasted. The relately
low density of FPGAs maids an area-B€ient distritution of routing tracks essential.

This paper addressesdviundamental questions concerning the distrdm of routing tracks across an
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FPGA. First, should the number of tracks in the horizontal channelsfeeedtffrom the number in the
vertical channels? Figure 1(a) depicts an FPGA with suftiteational bias In essence, we arevsticat-

ing if there is an intrinsic property of circuits that reala directional bias more arefie@ént. If so, what
amount of bias is best? Commercial FPGAs with both unbiased routing [2, 3] and biased routing [4, 5]
exist, so this question has commercial valece.

Second, should all routing channels in the same direction in an FPGA contain the same number of
tracks or is anon-uniformrouting architecture, in which some channels are wider than others, preferable?
An example FPGA with a non-uniform routing architecture isvamin Figure 1(b}: Intuitively, such an
architecture mayadilitate routing in congestedgiens. Havever, if the wider channels cannot be used
efficiently they will waste area. Manin the FPGA community bele that most routing congestion occurs
near the center of an FPGA, and therefoqeeet that wider channels in thisgren would be beneficial.

The Lucent €chnologies ORCA 2C FPGAs empla non-uniform routing architecture in which the cen-
ter channel is wider than the others [6]. On the other hand, baaldznstraints often force designers to
fix the position of an FPG#A1/Os, and some belie that this increases congestion near the chip edges, and
therefore the channel between the pads and the logic block array should be widened. The Xilinx 4000 and
5000 series FPGAs a a wide channel between the pads and logic, at least partially tosenprgabil-
ity when the I/O locations are @x [7, 8]. In this papewe determine the best disuiion of tracks across
an FPGA both when the I/O assignment to pads is unconstrained and wheredt is fixpoor configura-
tion.
We evaluate FPGA architecturexgerimentally; benchmark circuits are placed and routed into
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Figure 1: Types of Global Routing Architectures.

1. Note that ayn given channel will abays hae the same number of tracks along its entire lengthdMy/ not con-
sider \arying the channel capacity along its length as thisssékery difficult, and likely impractical, to lay out the
FPGA.
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FPGAs with diferent global routing architectures to determine the welaiea consumed by the circuit in
each architecture.olobtain meaningful results, the CAD tools used to place and route these circuits must
take adwantage of the biased and non-uniform nature of these architectures. Accoslablye created a

newv placement and routing tool which aggresbi seeks to minimize congestion and fully utilize the
channels of the specified architecture during both placement and global routing.

The opganization of this paper is as foNg. Section 2 outlines thegerimental frameork used to
evaluate the dferent FPGA architectures. Section 3 describes the custom placement and routing CAD
tools. We evaluate the areafdfiency of FPGAs with difering amounts of directional routing bias in Sec-
tion 4. In Section 5 we address the uniform vs. non-uniform channel thickness question. Wwenallyn-
marize our results and conclusions. Note that a less detadedretion of may of the issues discussed in
this paper appeared in [9].

2 Experimental Methodology

To compare the areafieiency of the diferent global routing architectures we technology-map, place
and route 26 of the lgest MCNC benchmark circuits [10] into each architecture. In this section we
describe the CAD flo, the area-ditiency metric used to compare architectures, anereé¢ important

architectural details.

2.1CAD Flow

Figure 2 summarizes the CADWoFirst, SIS [11] is used to perform technology-independent logic
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Figure 3:Logic Block Structure.

optimization on a circuit. N this circuit is technology-mapped by fimap [12] into fowinput look-up
tables (4-LUTs) and flip flops. The logic block used in thaper®ments contains a 4-LUT and a flip-flop,
as illustrated in Figure 3. A custonuili program (blifmap) packs the 4-LUTs and flip flops together into
these logic blocks.

The netlist of logic blocks and a description of the FPGA global routing architecture are then read into
the placement and global routing tool, VPR. This program places the circuit, and then repeatedly routes (or
attempts to route) the circuit with tifent numbers of tracks in each chanwehh(nel capacities)VPR
performs a binary search on the channel capacities, increasing them aited aduting and reducing
them after a successful one, until it finds the minimum number of tracks required for the circuit to route
successfully on a gén global routing architecture. Note that while the absolute number of tracks per chan-
nel is adjusted upards or danwards after each attempted routing, thkltive numbers of tracks in the
various channels across the FPGA awveagt lept at the @lues specified by the FPGA architecturer F
example, VPRS first attempt at routing a circuit in an architecture with@tiwvone directional bias might
assume horizontal channel capacities of tevétacks andertical channel capacities of six tracks. If this
routing was successful, VPRauld net attempt to route the circuit in an FPGA with horizontal channel
capacities of six tracks anénical channel capacities of three tracks, and so on until the minimum number
of tracks required for routing is determined.

The benchmark circuits used in this study consist of 14 combinational and 12 sequential MCNC

benchmark circuits [8], whichary in size from 222 to 1878 of our logic blocks.

2.2 Area-Efficiency Metric

Our goal is to measure the arefiesEncy of different global routing architectures without reference to
the detailed routing architecture (e.ggmentation and switch block topology). At thivdg it is the
amount of “global wiring” that changes as wary the architecture. A simple track count will not accu-
rately represent the wiring area of rectangular FPGAs, as the tracks in one direction are longer than those
in the otherAccordingly we define @arack sgmentto be a prefbricated wire that spans one logic block; a
channel of width W tracks that spans L logic blocks contains WL tragpkesats. The total number of
track sgments an FPGA must contain to globally route a circuit is a representagiric of the “global

wiring” area. In order toaerage the results from circuits offdifing sizes we use the@erage number of
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track sgments per tile (i.e. per logic block) as our area measarex&mple, in a square N x N uniform
FPGA with W tracks in each channel, the total number of tragiknests is 2WR, and the number of
tracks per tile is 2\WWNote that the routing area issgn by the total number of trackgsaeents in the entire

FPGA, and not the number of traclgeents which are actually used by a circuit.

2.3 Significant FPGA Architectural Details

Several architectural parameters other than the global routing architecture must be specified in order to
define an FPGA. Wset these parameters to be as close to those of commercial FPGAs as possible.

First, the size of the FPGA array used foregicircuit (i.e. the number of logic blocks) is set to be
the smallestFPGA with the desired aspect ratio (number of columns / numbems) mith suficient
logic blocks to accommodate the circuit. This situation, in which there is minimal “spare room” in the
FPGA, presents the greatest challenge to routing completion and is normally the casetnansifwish
to optimize.

In this study the number of I/O pads that can fit into the height or width of a logic block is set to tw
This number is commensurate with the relatsizes of 1/O pads and 4-LUTs in current FPGAs [2, 3, 5]
and ensures that none of the 26 benchmarks is pad-limited.

Finally, we do not route the clock net (all the MCNC benchmarks use only a single clock) in sequential

circuits, since this net is normally distled through a special clocking neik in commercial FPGAs.

3 Tuned Placement and Routing Algorithms

In FPGA architecture xplorations of this kind [1] one must ensure that the CAD tools used are
responsie to the architectural parameters beiaged. © ensure adir comparison between tifent glo-
bal routing architectures, we created avrmacement and global routing tool which directkpleits
biased and non-uniform routing architectures. As this CAD tool is capable of mapping to anateof
FPGA architectures, we named it VPR, short fersdtile Place and Route. VPR is publickgitable from
http://lwww.eecg.toronto.edu/~jayar/sotive.html and is capable of mapping to a widmiety of FPGA
architectures than are discussed in this paper

3.1Global Routing Resource-Avare Placement

We emply the simulated annealing algorithm [13] for placement. The annealing schedule is based on
feedback control of the acceptedvaaate, which ws found to be crucial to obtainingcellent place-
ments in [14, 15]. Thedy to a routing-resourceasre placement tool is ensuring that the cost function
correctly models the relat difficulty of routing connections in gions with diferent channel widths.
After considerable@erimentation with manalternatves [19], we hee dereloped dinear conggstion

cost function which pnddes the best results in reasonable computation time. Its functional form is
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Costinear = 3 q(n){ bb,(n) _bby() }
n=1
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where the summation isver the M nets in the circuitof each net, bband bl denote the horizontal and
vertical spans of its bounding box, respegdil. The q(n) &ctor compensates for thact that the bounding

box wire length model underestimates the wiring necessary to connect nets with more than three terminals,
as suggested in [16]. Itale depends on the number of terminals of net n; g is 1 for nets with\8eor fe
terminals, and siely increases to 2.79 for nets with 50 terminalg, ;(h) and G, y(n) are the eerage

channel capacities (in tracks) in the x and y directions, regphrtiver the bounding box of net n.

This cost function penalizes placements which require more routing in areas of the FPGAghat ha
narraver channels. Thexponent, in the cost function alies the relatie cost of using narvoand wide
channels to be adjusted. Wheeris zero the linear congestion cost functioverés to the standard bound-
ing box cost function. The Iger the alue ofa, the more wiring in nars@ channels is penalized relagito
wiring in wider channels; we ka eperimentally found that setting to 1 results in the highest quality
placements.

Since G, depends only on the channel capacities, which do not change during a placement, and on the
maximum and minimum coordinates of the bounding box, we precompute all posgipEng G, val-
ues. Consequentlyecomputing this cost function is essentially ast fas recomputing the traditional
bounding box cost function.

In an FPGA where all channelsvesthe same capacit,, is also a constant and hence the linear con-
gestion cost function reduces to a bounding box cost function. In non-uniform and directionally-biased
FPGASs, havever, this cost function results in higher quality placements than a bounding box cost function.
The act amount of routability impk@ment depends on the precise global routing architecture used; as
one would epect, those in which there is adardiference between the widths of channels ifedint
regions shw the lagest impreement. Br the architectures studied in this pap#acements produced
with the linear congestion cost function typically require 5 to 108&ifdracks to route than placements
produced with a bounding box cost function.

We also implemented the cost function of [16], which we calbmalinear congstioncost function.

This cost function dides the FPGA into an array of N x Ngiens and attempts to model the routing
resource demand and supply in each of thegmns. When a placement causes the routing resource
demand toxceed the supply in somegiens, the placement is hélg penalized. W& found that this non-
linear congestion cost function, when computed on a 4 x 4 grid ¢léns}, generally produces place-

ments which require 2 to 4%wer tracks to route than those produced by the linear congestion cost func-
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tion. However, keeping track of the routing resource demand in #n@us chip rgions is computationally
expensve, and placement with this cost function requires fimes greater CPU time than the linear con-
gestion function. Biiding the FPGA into smaller sulmiens to mak localized congestion more visible
did not work well; a non-linear congestion cost function computed on a 16 x 16 grid @563eper-
forms only maginally better than a cost function computed on a 4 x 4 grid, yet consumes sixteen times the
CPU time.

We considered the reductions in track count agieby the non-linear congestion cost function too
small to varrant the additional CPU time, so the results presented in this study all use the linear congestion
cost function. Nonetheless, we did rerun & f&# our xperiments with the non-linear congestion cost

function and found that its use did not changg@rthe architectural conclusions presenteduelo

3.2 Congestion-Driven Global Routing

It is crucial for the global router toMerage the di€rences in the capacities of treious FPGA chan-
nels. The global router deloped for this study empfe a \ariant of the BthFinder ngotiated congestion
algorithm [17]. This algorithm consists of routing each net with a maze router [18], then ripping up and
rerouting each net in sequenceesal times. In each of these subsequent routing iterations, the cost of
using a node (which isithera channel ggment or a logic block input pin) is modified, based on the com-
petition for that node in both the current iteration and aNiptes iterations. A channel gment is the
length of channel that spans one logic block; in an FPGA composed of an N x N array of logic blocks each
channel contains N gments. W& define the cost of a routing node saimat diferently than [17]; the cost

of using routing noda is

Cp = (I+h Theo) x (14 Py Dogye) + bn, n-1

The R, term is a measure of the present congestion at this node. It is updatgdime any neis
ripped-up and rerouted. Thalue of p, is equal to theeruse of this node thatonld occur if one more
route were to use it, since the decision we are making during routing is whether another net should go
through this node or notoF example, consider a channel with a capacity of six tracks andgnaesg of
this channel in which all six tracks are currently used. Theajue of this channel gement is one, since
routing one more net through this channel will result in@ruse of one.

The h, term accounts for the historical, or past, congestion at this node. It is updateafter an
entire routing itemtion is completed,; i.e. aftevery net in the circuit has been ripped up and rerouted. Ini-
tially hy, is O; at the end of each routing iteratignisiincreased by the amount by which demand for this
node outstrips its capacity

The b, .1 term penalizes bends, since global routes withynb@mds in them present a morefidifit
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detailed routing problem in FPGAs withgseented routing, and will generally lead to detailed routes that
are both slever and require more tracks. Thawe of b . is one if making the connection from node n-1

to node nimplies a bend (i.e. node n-1 is a horizontal chargrakse and node n is &#ical channel gg

ment or vice ersa), and is zero otherwise. Including this bend cost in the total cost of using a node pro-
duces routes withery fav unnecessary bends and increases the global routing track eoplfitthe.

The key idea of Rthfinder is that the¢g. term is O for the first routing iteration, and is gradually
increased in successiiterations. Hence, each net is initially routed by the shortest path found. In succes-
sive iterations, thegg.term is gradually made lger so that congestion becomes moggeasve and those
nets which hee alternate routes e out of the congested areas. The history tefgg, &lows informa-
tion from previous routing iterations to fct the current routing, further impriag the routers ability to
find and &oid congestion. By treating both channgjmeents and input pins as routing nodes, this algo-
rithm males use of the functional egalence of LUT input pins in aevy natural vay. Initially, each con-
nection uses the logic block input pin which leads to the shortest route. As the cost of congestion increases,
nets are gradually forced to use unique input pins.

In our implementation each channel cameha diferent capacitySince the cost of a channetjsgent
is based on the amount by which routing demaweeds its capacityhis router will automatically act to
relieve pressure on nassochannels by rerouting nets through wider channels wisemecessary

Considerable ébrt was spent tuning thuting s@iedule(the \alues of p,. and h,. over the course of
the iterations). The best routing schedule we found ggt@O for the first iteration, 0.5 for the second
iteration, and 1.5 times the preus p, value for all subsequent iterations. Tlaue of h,.was set to 0.2
for all iterations; thedct that iy can only increase from iteration to iteration\pdes suficient increase in
the historical congestion penalfyhis routing schedule increases the cost of congestisysnough that
the net ordering is notewy important -- nets with the most alternate routeseraut of congested areas
first. Increasing the cost of congestion morevgidhan this reduced the number of tracks required only by
1 - 2% while increasing the CPU time bya&tbr of 2 to 3. Setting,lto O so that the router has no infor-

mation about past congestion increased the number of tracks required by 15%.

4 Experimental Results br FPGAs with Directionally-Biased Routing

Resources

The perimental framwork and tools described amwere emplged to answer the questions posed
in the introduction to this paper: first, is there an aréeieficy advantage to a directionally-biased archi-
tecture? Recall that in a directionally-biased FPGA the number of routing tracks in the horizon&l and v
tical directions are diérent. In essence, we arevasticating if there is anxgloitable directional bias in

the basic nature of circuits.aMharacterize directionally-biased FPGAs by the ratio of the width of a hor-
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Figure 4:Logic Block Pin Position Alternatées.

izontal channel to the width of aentical channel, denoted as,.RFor example, Figure 1(a) depicts an
FPGA with a 2:1 directional bias, i.e, R 2.

We need to define an additional architectural feature whichadlgriafects our results: the position-
ing of the pins on the logic block. Thedwnain cases of interest are illustrated in Figure 4. In Figure 4(a),
the logic block input and output pins are disitddl eenly around the entire perimeter of each logic block.
We call this thefull-perimeterpin positioning, and it is similar to the pin positioning used in Xilinx and
ORCA FPGAs [2, 3]. Figure 4(b) illustrates ttop/bottompin positioning, which restricts the logic block
input pin locations to lie only on the top and bottom of the logic block; it is similar to the pin positioning
used in Actel FPGASs [4]. In all the results weshn this papereach logic block pin appears ysically)
on only one side of a logic block.eMave found that for the channel conneityi values (F [1]) found in
todays commercial FPGAs this leads to the most arBaiexit FPGAs [19].

We have also found that the ratio of the number of columns to the number®in@an FPGA, which
we call the aspect ratio, significantlfeafts area étieng. Since most FPGAs tia the same number of
rows and columns, we first present the results for square (aspect ratio 1) FPGAs, before discussing the

more general case of rectangular FPGAs in Section 4.2.

4.1 Results br Square FPGAs

Twenty-six lage MCNC benchmarks were passed through tperémental flov of Figure 2 for al-
ues of R ranging from 1 to 4. As discussed in Section 2, the result for each circuit is the number of track
segmentsper tile needed to successfully global route the circuit in an FP@ith the specified alue of
Ry, Figure 5 is a plot of areafiiency versus the dgee of routing direction bias;,Rfor both types of pin
positioning. The grtical axis is theveerage number of tracks per tile required to successfully route the 26
benchmarks. 8bles 1 and 2 summarizevhavell each of the sen lagest circuits maps into FPGAs with
differing amounts of directional bias; the results forvittial circuits closely parallel theverall average

shawn in Figure 5.

2. Track sgments are counted whether or notythee actually used, so this is a true representation of the area that
must be deoted to routing in the layout.
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Figure 5: Area-Eficiency vs. Directional Bias for Square FPGAs.

Table 1:Routing Requirements of Lgest Benchmarks when Mapped to FPGAs with Disted Pins.

Circuit Nu_mber of Tracks per e Required for Global Routing

Logic Blocks | R =1 | R,=133 | R,=2 Ry = 4
alu4 1522 16 16 17 28
ape 1878 18 18 20 28
ape4 1262 18 18 20 28
diffeq 1497 12 11 12 19
ex5p 1064 20 21 23 35
misex3 1397 16 16 20 31
seq 1750 16 18 20 33

Table 2: Routing Requirements of Lgest Benchmarks when Mapped to FPGAs with/Bottom Pins.

Circuit L'glu-mber of Tracks per e Required for Global Routing

gicBlocks| R =1 | R,=133| Ry=2 R, =4
alu4 1522 16 18 17 18
ape2 1878 20 19 18 20
ape4 1262 22 21 20 23
diffeq 1497 14 14 12 13
ex5p 1064 22 21 20 28
misex3 1397 18 16 17 20
seq 1750 20 18 18 23
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Figure 5 shas that for the full-perimeter logic block pin positioning the best architecture has no direc-
tional bias. Havever, when the pins are restricted to the top and bottom of the logic block, the firost ef
cient architecture has horizontal channels which are roughly twice as thick aertical \channels.
Another important conclusion is that the best full-perimeter architecture is about 8% mordicimd-ef
than the best top/bottom pin architecture.

The full-perimeter architecture is more arebeadnt because there is a greater chance that the block
input pins are closer to their desired connections whenatteein this configuration than when yhere in
the top/bottom configurationoF example, consider the twoutings of a multi-terminal net sl in Fig-
ure 6. The top/bottom pin configuration needs six tragkneats to route this net, while the full-perimeter
configuration requires only & By making use of the functional egalence of LUT input pins during
routing, the router can often connect to a logic block pin adjoining a trgolese it needs to use for other
connections, essentially making the connection to this logic block for free. Since the top/bottom pin con-
figuration has input pins bordering on only the horizontal channels, such “free” connections into logic
blocks are less frequent, reducing ardaciehoy.

The full-perimeter pins configuration achés the highest areafiefency when there is no directional
bias to the routing because this raakhe dificulty of routing to each of a logic blockhearest neighbors
roughly equal. Consequentihe placement sofeve can use all the nearby logic block locations equally
to cluster thednout of a net around its der. Essentiallythis allavs one to cluster tightly coupled por-
tions of logic in the smallest possible area. The top/bottom pins configuration, on the other hand, prefers a
2:1 directional bias becauseeey connection to a logic block pin must come from a horizontal channel.
This etra pressure on the horizontal routing resources is significant, sinceettage distance routed

between pins is only about 3 trackjseents.

4.2 Rectangular FPGAs

In order to increase the 10-to-logic ratio, FPGA mawtirers may ant to liild rectangular FPGAS,
as this increases the die perimeter and hence the number of pads. In this case the channels in one direction

are longer and & more blocks connected to them than the orthogonal channel, so the best amount of
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directional bias may change.ewefer to the ratio of the number of columns in an FPGA to the number of
rows as its aspect ratio. Figure 7 depicts an FPGA with an aspect ratio. of tw

Figure 8 is a plot of the required tracks per tiéesus R for various chip aspect ratios for an FPGA
with the full-perimeter logic block pin positioning. There ar® tigatures of interest in Figure 8. First,
notice that the minimum of the aspect ratio = 1 eussthe lavest of the three, indicating that a square
FPGA is most area-#&fient. Secondlythe \alue of R, at which the minimum area occungreasesas the
aspect ratio increases. As the aspect ratio increases, the horizontal channels become longeettian the v
cal channels and this results in greater demand for horizontal trgolests. The bestalue of R,
increases from 1 for a square FPGA to 1.33 and 1.59 for aspect ratios of 2 and 3yedspecti

The solid cure in Figure 9 shes hav area-diciency varies with aspect ratio when we sgttR the
most appropriatealue for each aspect ratio. The dotted eurvFigure 9 keps R fixed at 1, which is the
best alue for a square FPGA. The routing resource requirements increase moderately with aspect ratio; an
FPGA with an aspect ratio of 3 requires 18% more tracks per tile than a square FPGA,wghknvignen
the most appropriatealue of R, is used for each aspect ratiowwer, an FPGA with an aspect ratio of 3

requires only 4% more trackgments than a square FPGA. Thus we conclude that, as long as the horizon-
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Figure 8: Area-Eficiengy of Rectangular FPGAs with Full-Perimeter Pin
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Figure 9: Area-Eficiengy vs. Aspect Ratio for FPGAs with Full-Perimeter Pins.

tal and \ertical channel widths are appropriately balanced, chip aspect ratios, and hence 1/O counts, can be
increased with little impact on the core area.

The \ariation of core routing area with aspect ratio is similar for FPGAs that use the top/bottom logic
block pin positioning [19]. In this case an FPGA with an aspect ratio of 3 requires only 5% more tracks per
tile than a square FPGAoFFPGAs of this type, lever, the increase in the bestlue of R, as aspect
ratio increases is less dramatic. The best square FPGA with top/bottom pins has horizontal channels which
are twice as wide asextical channels; the thiek horizontal channels are better able to cope with the

increased pressure for horizontal tracks as aspect ratio increases.

5 Experimental Results br FPGAs With Non-Uniform Routing

The seconddy issue we eplore concerns the aredieifengy obtained when the channels infeient
regions of an FPGA he different capacities. ®only irvesticate FPGAs which use the full-perimeter pin
positioning, as Section 4 shied that this pin positioning is best.

We define a non-uniform routing architecture to be one in which the number of tracks per channel
changes from channel to channel across an FP@GAefample, Figure 1(b) illustrates a non-uniform
FPGA in which the channels near the chip center are wider than those near the pdfipbagested
regions of a circuit can be localized and placed in the portions of the FPGA with the widest channels, a
non-uniform FPGA could he better area g€iency than a uniform FPGA. @¥/will investicate three types
of non-uniform FPGAs in which weavy the center/edge channel capacity ratio, the capacity of only the

center channel, and the I/O channel capagpectiely.
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5.1 Center/Edge Capacity Ratio

There is a widespread belief that most congestion occurs in the center of FPGAs, and Viegce ha
wider channels near the FPGA center and marahannels near the edgesxpexted to impree area-
efficiengy. To keep the layout problem tractable, we restrict ouesete FPGAs which use channels of
only two different widths. W can describe global routing architectures of this form withgarameters.

Let R, be the ratio of the widths of the channels near the center of the FPGA to the widths of the channels
near the FPGA edges, i.e Mfier/ Weqge Let R; be the ratio of the number of channels with width\i,
to the total number of channelarfexample, the FPGA of Figure 1(b) hag R 2 and R=0.5.

Using the flav of Section 2, we ain implemented 26 benchmark circuits inesal architectures to
determine their areafedfiency. We examined FPGAs with Requal to 0.75, 1.18, 1.33, and 2, and with R
values warying from O to 1. The rela® density of FPGAs with R= 1.33 and i = 2 is summarized in
Figure 10, which plots thevarage number of tracks per tile required by the 26 benchmarks in each archi-
tecture. Note that the points at whichédgjuals 0 or 1 correspond to a uniform FPGA. The area required by
each of the sen lagest benchmarks ingeral representaté architectures is listed irafble 3; agin the
results for ind¥idual circuits generally match theearall average, although there is some circuit-dependent
behaiour. Note that the number of tracks per tile required for routingiithgial circuits in a nonuniform
architecture is generally not an igég; since some portions of the FPGAdavider channels than others,
the number of tracks per tile is avesage ger the arious tiles such an FPGA must contain.

The results generally siothat the less uniform the channel widths, tterse the FPGA areafef
cieng. The vorst area-diciency with R, = 2 occurs when Rs 0.5, meaning that half the FPGA channels
are twice as wide as the other half. &atf only two non-uniform FPGAs sho even maginal area-di-

ciengy improvements wer the uniform case and both these FPGAs angalose to a uniform architecture.

14.8-
Ry =2

14.61

14.4-

Average 14.2-
Tracks

perTile 14

13.8
13.61
13.4L << -

1 1 1 1
0 0.2 0.4 0.6 0.8 1
Numberof Channelswith Width Weer/ Total Numberof ChannelgR.)

Figure 10:Area-Eficiengy vs. Routing Architecture.
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Table 3: Tracks/Tle Required for Global Routing by the Igast Benchmarks.

Circuit Unifc_)rm Ru=2 Ry = 1,33
(Ry=1) | R,=02 | R,=05 | R,=0.75| R.=0.2 | R.=05 | R;=0.75
alud 16 16.0 16.6 15.6 147 15.9 16.8
ape2 18 19.2 235 18.9 16.8 17.9 18.8
aped 18 18.6 22.4 20.1 171 17.8 18.7
diffeq 12 14.4 13.6 15.6 12.8 13.8 11.4
ex5p 20 20.8 19.6 20.5 21.1 20.8 20.2
misex3 |16 16.5 16.9 16.9 16.7 17.9 14.8
seq 16 18.6 19.9 17.2 16.7 18.0 16.9

In one, the 10% of channels nearest the center are 33% wider than the other channels, while in the other the
90% of channels closest to the center are 33% wider than the channels nearest the edges. The reduction in
tracks per tile wer a uniform FPGA is less than 1% for both of these FPGAs, so thevienpeat is not
very significant, and is certainly not enough to justify tkieaglayout effort required in the pysical design
of such an FPGA.

These results are significant because there is a common belief among FPGA architects that there
would be considerable benefit to these kinds of non-uniform architectures. The fundamental rgakon the
not shav ary benefit is that there is not much more congestion in the center of an FPGA than there is near
its edges. In order to determine the “natural” routing demand distnibof circuits, we placed and routed
the 26 benchmark circuits with all congestiamidance features disabled, so that placement minimized
wirelength and the router connected each net by the shortest path. Figure 11 plots the maximeam and a

age number of tracks required by the horizontal channels as a function of the channel position within the

Maximum Along Channel Length
9+ —
// A A\
8k r{’r\."'\YA\‘ ¥ \-/4—1\"‘.-—‘
T ! '
Tracks / !
\
Used 6 Average Along Channel Length \
per 5
Channel
(26  4r
Benchmark3L
Average) ol
1L
oL
1 1 1
BottomEdge Center Top Edge

ChannelPositionwithin FPGA
Figure 11:Average wer Benchmarks ofrack Demand vs. Position for Horizontal Chann
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Figure 12:Average(a) and Maximum(b) Track Demand vs. Channel Position for Three Circuits

FPGA, aeraged wver the 26 benchmark circuits. Demand for routing tracks isvehattonstant wer the
middle 90% of the FPGA, and there is only a moderate decrease as orerygetese to the chip edges.
Figure 12 plots thevarage and maximum tracks required by each horizontal chagrseisvthe channel
position for three representai benchmark circuits. There is some high-frequesaciation from channel
to channel, since the router is, in this case, not makipgfort to route nets around congestion visie
theless, it is clear that these circuits closely mirror theviehaf the werall aserages of Figure 11.

An additional reason for the poor arefiedéncy of FPGAs with &tra routing near their center is that
typical circuits contain numerous local congestion “hotspots” (smgilbme where all the channels are
full) and some of these hotspots occur quite close to the FPGA edge. Consequerdigr for an FPGA
with thicker channels near its center to useeerouting resources, the placement safevmust mee all
of these hotspots into the FPGA cenfes discussed in Section 3.1, we spent considerable tirestigat-
ing placement cost functions that modelled congestion well. The moemaatl; and computationally
expensve, cost functions, weever, improved the performance of the uniform FPGA more thag thd
the non-uniform FPGA. ¥/ believe it is therefore more fefctive for CAD tools to attempt to spread out

congestion as much as possible, rather than to try to localize it to a designated portion of a chip.

5.2 Single Center Channel

In an efort to improve routability Lucent Bchnologies (formerly P&T), has introduced an FPGA in
which the center channel in each directionxgaewide [6]. W define R, to be the ratio of the width of
these center channels to the width of the other channels. Figure 13 depicts an FPGA witla ttugteng

in its center
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Figure 13:An FPGA with an Extra-\de Center Channel.

The solid and dashed lines in Figure 14vghow area-diiciency varies with R, for this type of FPGA
when a linear congestion cost function and when a bounding box cost function are used during placement,
respectiely. The data siwothat the most areafafient FPGA is one without arxtea wide channels in the
middle -- i.e. R, = 1. There is a sharp dip in the number of tracks/tile required,a Rwhen the linear
congestion cost function is used, indicating an FPGA with afedeeaty almost as good as one with,R
1. This dip occurs at the first point at which the linear congestion cost function considers the cost of routing
through narrev channels to connect enadjacent blocks to fia the same cost as connecting twocks
separated by one inte@mwing block through thex&ra wide channel. Consequentthe placer is able to
malke better use of thexea-wide channel at this point. The bounding box cost function leadsrsew
area-eficiengy than the linear congestion cost function and the dip in required areajea? Hoes not
occur As with the non-uniform FPGAs of Figure 10 then, the best results are obtained by spreaaing e
routing resourcesver the entire FPGA rather than by adding them to only agyierre

Aside from trying to create a more arefiednt FPGA, there is an alternate reason for making the

151
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Segments 14.2-
perTile 141 linear congestion

13.8+
13.6+
13.4+

1 1 1
1 1.5 2 25 3 35 4
CenterChanneWidth / Width of OtherChannel{R;,)

Figure 14:Effectiveness of an Extra-Me Center Channel
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center channel of an FPGA widé&PGA manudcturers tend to createveeal FPGAs with the same basic
architecture bt with different numbers of logic blocks in order to appeal to customers witretif
capacity needs. As the number of logic blocks in a circuit increases, the demand for routing also increases
[20], so at some point the channels should be widenedetég widening the channels for FPGAs with
more logic blocks requires redoing the layout of the basic tile, whigtives considerable time and
expense. Since the center of an FPGA typically contains the programming logic, this area already requires
its owvn custom layout, saxéra routing tracks can be added to it with rekli little effort.

We found, hwever, that in most cases adding tracks to the center channel did not resylsigrafi-
cant reduction in routing pressure on the other channels. Thexadgt®ons were FPGAs with,Rnear
two. When circuits were mapped into such FPGAs by a placer using the linear congestion cost function the
routing pressure on the other channeds weduced. It is relagly difficult to improve the routability of an
FPGA simply by adding tracks to the center channel because the placement toolvwmosiaall por-
tions of the circuit that require more routing than the “normal” channels caid@rdose to the center

channel so that tigecan mak use of thexdra routing &ailable there.

5.31/0 Channel

Another major FPGA endor has added routing resources to the “I/O-channel” that runs between the
I/O pads and the logic blocks, at least in part to ensure theat A pad placement does not impact
routability and speed [8]. /define R, to be the ratio of the width of this outermost channel to the width
of the other channelsoF example, Figure 15 depicts an FPGA witfy 8qual to 0.5. In thesegeriments
all the channels running between logic blockeentne same width, Y}gic, SO Ro completely describes
the global routing architecture.

Figure 16 is a plot of thevarage track ggments per tile required for the 26 benchmarks circeitsus
Rio- The solid line in Figure 16 stws the trend when the 1/O locations are chosen by the placement tool,

while the dashed line is found when the I/O pads aredfixn a random location, to model thdeet of

Oododno
/WIO
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O O Logic Block
L] L]
] ] [] /O Pad
D m Sul
D |:| WLogic
Ooooond

Figure 15:An FPGA with Ry = 0.5.
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poor (from the FPGA point of viev) pin constraints.

There are seeral features of interest in Figure 16. First notice that fixing the 1/O locations increases
the number of routing tracks required by 12% warage. Architects must takhis into account when
designing FPGAs. Secondlthe cure where the 1/O locations are chosen by the placement tool has its
minimum \alue when Ry = 1, agin shoving that it is best to spread routing resourcely across the
chip. Fixing the 1/O pins shifts the minimum in the tracks per tileeshghtly so that it n@ occurs when
Rio = 1.25. While fixing the 1/0O pins leads to a significant increase in the number of routing tracks
required, this increase is, for the most part, spread the FPGA and not confined to the channels con-
necting to the 1/0 pads. Consequentiye should not makwery wide channels adjoining the pads in order
to improve routability with pin constraints, although a small increase in the 1/O channel capacity is a net
benefit.

In interpreting the bestalues of iy we found, one should remember that in the FPGAs we consider
the number of pins connecting to an I/O channel is roughly the same as the number of pins connecting to a
logic channel. In architectures with fdifent ratios of I/O pad to 4-LUT area, the beg} falues will
change as the ratio of the number of pins bordering a logic channel to the number bordering an I/O channel
changes.

In order to determine mothe “natural” demand for tracks is altered when the I/O locations of a circuit
are fixed in a poor configuration, we repeated the congestiomalsi placement and routingperiments
described in Section 5.1with the 1/O location®éixn a random configuration. Figure 17 plots the maxi-
mum and gerage number of tracks required by the horizontal channels as a function of the channel posi-
tion within the FPGA, weraged wer the 26 benchmark circuits. Comparing with the corresponding curv

obtained with maable 1/Os (Figure 11), one sees that the esitvae shifted up by approximately half a
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track, and that the dropfdh track demand near the chip edges is less pronounced. FigurewisSteino

the “natural” track demand of three typical circuigsywwith channel position. By comparing with Figure
12, one sees that the carfor alu4 has changed little, while the sbc and C638&surae each shifted up

by approximately a track and shaignificantly more demand for routing tracks near the chip edges than
they did when the 1/0s were mable. This is due to the @fent IO to logic ratios of these three circuits.
Alu4 has ery fav 1/Os; it uses only 7% of the 1/0 padgadable in the FPGA to which it is mapped.
C6388 and sbc, on the other handjeheonsiderably more 1/0O, and use 35% and 61% of the 1/O locations
available to them, respewetly. As one would expect, then, fixing I/O locations has littlfesft on circuits

with few 1/0Os. On the other hand, circuits withdar 1/O requirements stwan increase in routing track
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Figure 18:Average(a) and Maximum(b) Track Demand vs. Channel Position for Three Circuits wl
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demand across the entire FPGA, with the greatest increase near the chip edges.

6 Conclusions

The most interesting (and wpected) conclusion of thisark is that the most areafiefent global
routing structure is one with completely uniform channel capacities across the entire chip and in both hori-
zontal and ertical directions. The basic reason is that most circuits “naturally” tendvio roating
demands which arevenly spread across an FPGA. The only (sligkteption we found to this “uniform
is better” rule occurred when the I/O locations of circuits wesslfby board-ieel constraints. In this case
making the I/O channel 25% wider than the other chanredsamet benefit.

Of almost equal note, the aredigéncy is decreased only slightly by some non-uniform or direction-
ally-biased architectures, pided the pin placement on the logic blocks is well-matched to the channel
capacity distrintion. Hence if such architectures are desirable for other reasons the impact on core area
doesnt preclude their use.

More specifically of the FPGA architectures studied, a full-perimeter pin position FPGA with no
directional routing bias and uniform channel widths is most afedeet. Emplying a logic block with
the top/bottom pin position requires approximately 8% more routing resources than full-perimeter FPGAs,
and the most areafifient top/bottom FPGA has twice as midrorizontal routing tracks a®stical ones.

We also found that one can construct rectangular FPGAs which are only slightly less dense than square
FPGAs preoided one adjusts the giee of directional bias in the routing resources to best match the chip
aspect ratio.

Our &perimental results in this paper weratlgered with the linear congestion cost function in the
placement tool because we felt the non-linear cost functaanteo slav to be commercially viable. ko
ever, it is interesting to note that while the non-linear function imgdothe routability of circuits for all
FPGA architectures, it impved routability the most for uniform routing architectures. Apparently it is
easier for adanced CAD tools to spread out congesteggbres than it is to localize them to designated por-
tions of a chip that h& extra routing resources. Consequentiye expect that future aénces in CAD
tools will tend to slightly increase the ahtages of uniform routing architecturagiotheir non-uniform

counterparts.
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