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Automatic Generation of Synthetic Sequential
Benchmark Circuits

Michael D. Hutton Member, IEEEJonathan S. Ros&lember, IEEEand Derek G. Corneil

Abstract—The design of programmable logic architectures and  In earlier work [1], [2] we used this method to characterize
supporting computer-aided design tools fundamentally requires and generate purely combinational netlists. Other previous
both a good understanding of the combinatorial nature of netlist work by Darnauer and Dai [3] generated a random graph

graphs and sufficient quantities of realistic examples to evaluate . o - , .
or benchmark the results. In this paper, the authors investigate subject to a partition tree following Rent's Rule [4], with the

these two issues. They introduce an abstract model for describing 9oal of studying routability. This method captures empirical
sequential circuits and a collection of statistical parameters for notions of partition hierarchy which we do not attempt to

better understanding the nature of circuits. Based upon this model gddress here but does not deal with the delay, fanout, and
they introduce and formally define the signature of a circuit netlist sequential correctness which we do model. lwama and Hino

and the signature equivalence of netlists. They give an algorithm e L
(cen) for generating sequential benchmark netlists, significantly [5] used random modifications of seed circuits to create test

expanding previous work (Hutton et al, 1998) which generated instances for logic synthesis.
purely combinational circuits. By comparing synthetic circuits In this paper, we extend the previous combinational charac-
to existing benchmarks and random graphs they show thaGEN  terization and generation efforts of [1] and [2] to the more dif-
circuits are significanty more realistic than random graphs. eyt problem of sequential and hierarchical circuits. We use
The authors further illustrate the viabilty of the methodology . R .
by applying GEN to a case study comparing two partitioning the gpproaph |IIL_Jstrated.|n Flg._lto measure the qual!ty qf syn-
algorithms. thetic circuits. Given an industrial benchmark “seed” circuit, we
use our software tools circ to extract its parameterizatiasigpr
natureand GEN to generate &lonecircuit with the same sig-
nature. For comparison, we generate a random graph with the
I. INTRODUCTION same number of nodes, edges, and 1/Os, but otherwise uncon-
OST algorithms in computer-aided design (CAD) gratrained. We placg and route all threg circuits with an academic
ol VPR [6] and with Altera Corporation’s MaxPlus2 software

heuristic and the only reasonable evaluation method! . X . -
. By comparing physical postplacement and routing statistics

to use benchmark circuits. The design of programmable logi o .
devices (PLDs) is similarly inexact and benchmarks are nee are able to show that our method generates circuits which are
nificantly more realistic than random graphs.

to evaluate competing routing and logic structures and to predf . s
peting 9 g P hough we use “cloning” as a validation method, we have

future wiring requirements. However, it is difficult to find such e | R
test circuitsg pa?ticularly large ones used the MCNC circuits [8] to generate typical distributions of

Netlists are typically modeled as graphs, which can be ché'?—e mpyt parametgrs.tsEN. In fact, the only r.e.quwed parameter
) GEN is the circuit sizen; all other unspecified values can be

acterized by their mathematical and topological properties. Fl'i ) AU )

thermore %any algorithms have differF(Jant geha\l?iorpand quall termined from the default distributions. Users can also define

for differe'nt sets of graphs and in fact some problems which grameters in terms of other values or using common statistical
ﬁtributions using the specification languageasN. For ex-

NP-hard on general graphs are easily solvable for specific graj . o
¢ grap y P g ple,unit_delay = gauss(log(n), 1) defines that the circuit’s

subclasses. The goals of this paper are to understand the

strictions which are typical for the types of netlist graphs whic nitdelay will pe sampled from a normal distribution with mean
(n) and variance 1.

occur in practice, characterize these mathematically and stati Sth

cally, and generate new graphs which emulate the typical netl stThe structure of this paper is as follows. In Section II, we dis-

in terms of their characteristics and behavior. cuss comb|r_1at|0nal gnd sequential qrcglt charz_‘;xcterlzatlon then
formally define the signature of a circuit and signature-equiv-
alence classes of circuits. Section |l gives our generation al-
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e
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Fig. 1. Measure circuit quality.

Since the publication of [2], [3], and [12] there has been largaaximum unit delay of any fanin af. Definedelay(N) as the
and growing interest in automatic benchmark generation, battaximum, over all nodes in N, of delay(z).
in the realm of equivalence classes of circuits and in Rent-basedefinition 2.2: Define thesequential levedf a noder. If = is
approaches. Kapuat al.[13], Ghoshet al.[14], and Harlow and a PI, therlevel(z) is zero. Ifz is a DFF, therdevel(x) is 1+ the
Brglez [15] addressed various methods for “mutating” seed clevel of the D-input ofz. Otherwise level(z) is the minimum
cuit through local perturbations in order to effect a circuit withevel over all fanins of. Definelevels(/V) as H- the maximum,
similar overall structure but differing local connectivity. A speever all nodes: in N, of level(x).
cial session at the 1999 ISCAS conference was also dedicate®efinition 2.3: A netlist NV is combinationalf it contains no
to benchmark generation [10], [11], [16], [17]. Stroobaidtl. DFF nodes andequentialbtherwise. If NV is combinational it
[18] extended the Rent-based approach significantly and applredst have exactly one level, and all nodesatisfylevel(z) =
the results to partitioning problems. Most recently, Pistoets 0. Otherwise N has at least two levels and at least one node at
al. [19] classified circuits according to their functional type anéach level.
generated and glued both random-logic circuits and parametertnder the restrictions mentioned previously (no combina-
ized modules such as memories, controllers, and multipliers tmnal cycles or bidirectional 1/0s and a single global clock),
gether using a Rent's Rule hierarchy, again with high-densitpthlevel(x) anddelay(x) are well defined.
partitioning as a target application. This work usegN as a Definition 2.4: Theshape functiof a combinational netlist

subroutine for generating some logical subfunctions. N is defined as an integer vectdrape[d], d = 0. . . dealy(N),
whereshape[d] is the number of nodes iV which have delay.
Il. THE SIGNATURE OF A CIRCUIT Definition 2.5: Given a directed edge = (x, y) in a netlist

: . N, definelength(e) = delay(y) — delay(z). If level(y) <
Denote bynpr andnpo the number of primary inputs (P1) level(z), thene is aback edgelf level(y) = level(z) then

and outputs (PO) in netlis¥, by nroc the number of logic dela . ;
. ay(y) > delay(z) ande is aforward edge Otherwise,e
nodes [four-input lookup tables (LUTS)] amghrr the number is an EZF) edge and( v3/e must havdelay(y) — 0, level(y) =

offlip—flops. Them, thesizeof N, iSnpr+nprr +nLoa. We level(x)+1, andz is a DFF node. There are no other cases pos-
consider only single-clock synchronous netlists with no b'd'regible under the definitions of delay and level

tional pins. For any node, fanin(x) is the number of €dges  hofiniion 2 6: The edges function of a netliat s defined as
enteringe. Similarly, fanout(x) is the number of edges leaving, integer vectoedges[d], d = 0 . . . delay(IV), whereedges[d]

z andmaz_fanout(N) is MAXze v {fanout(x)}. We assume ;o i mber of edges ,iN of lengthd. '

thatfanin(z) is always bounded by some constar(typically We can now outline a mechanism to decompose or partition
4), but thatmax fanout(V) is bounded only by:. Defining a netlist into two or more parts. GiveNM and a bipartitionX

fanouts[i], i = 0...max fanout, as the number of nodesM 4y~ ot the nodes ofV, create two graphd, andN, induced
with fanouti, we have théanout distributiorof N. The number by the partition. For every edge = (z,y) wherea is in IV
of ed.gelsne‘llgeshm N 'S;Ee sum, over alk in N, of fanin(x) = 554, isin N, create a new primary inpu, in N, for z and
(equivalently the sum dnout(x)). a new primary outputy, in N, for y (and similarly for edges

Thg remaining parameters defined on neﬂWSare related to romY to X). The netlist graph& andY” are now disjoint, yet
cpmbln_atlonal delay. Because delay can sometimes have su gefdentifying or gluing the appropriate nodesz, andy, 4
distinctions, we define these more formally. together we can recreafé.

Definition 2.1: Define theunit delayof a noder: If = is a Pl Lo . P .
. . . Definition 2.7: Under the decomposition of Definition 2.6,
or DFF, thendelay(z) is zero. Otherwisedelay(z) is 14 the foran edge — (x, 1), denoter, as aghost inputGl)in &, and
Yo @s aghost outpu{GO) in N,.. Definedelay(z) to be that of

o _ _ . delay(x) anddelay(yo) to be that ofdelay(y), supplementing
1For various implementation details we equate the number of nodeith . . defi vy ith th fth N d Gl and
the number of nets, so primary output nodes (which have no fanout) are Ha? previous ; e 'n'.t'ons with that of the new no e-typgs an
counted inn. However, this choice is purely accounting. GO. Along with primary output nodes (PO), we can infer new
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T Primary inputs TABLE |
(level 0 only) SEQUENTIAL CIRCUIT CHARACTERISTICS FORSELECTED
MCNC CirculTs: DESIGN NAME, NODES 10s, DFFs,

i EDGES BACK EDGES AND SEQUENTIAL SHAPE
Sequential level 0

Name N{| 10| FF E BE | Seq. Shape
~— primaty output (any leve) 5838 167 | 37| 32| 556 256 | 16965
— P 5953 214 | 39| 20| 739 184 | 191653
Flip-flops styr 238 | 19| 5| 814| 21920745
planet | 266 | 26| 6| 910| 300 | 169110
. sbe 372 | 96| 27| 1273 | 300 | 388 51
Sequential level 1 mm30a | 467 | 63| 90| 1697 | 235 | 500 90
dsip | 1362 | 425 | 224 | 5440 | 896 | 1590 224
™ Primary output (any level) 208 | 1930 | 9| 8| 6944 | 2218 | 1636 305
bigkey | 1699 | 425 | 224 | 6108 | 1344 | 1591 560
dma | 8361 | 127 | 31| 30114 | 5596 | 5810 2640 3

> Sequential level 2

circuit as theseedcircuit and the other members of the equiva-
Fig. 2. Abstract model of a three-level sequential circuit. lence class aslonecircuits.

shape function® Oshape[d], GOshape[d] andGIishape[d] as B. Circuit Characteristics and Empirical Distributions
we did for the delay-based shape function on the appropriateAs part of this work, we used the MCNC circuits [8] to em-
subset of nodes. pirially determine the distributions of parameters in the circuit
Definition 2.8: For netlist N and each levet, define the signature (and some parameters not in the signature) [12]. The
level-netlistV; to be the subgraph induced by the set of nodes éfistributions of combinational shape and fanout were discussed
N which are atlevel and the edges between them. The partitioin [1] and both combinational and sequential parameterization
of IV into sequential netlists is iequential decompositioA  was covered in detail in [12]. This empirical description of the
set of netlistsV; is compatiblef there exists an identification or physical attributes is both interesting in its own right and also
gluing of ghost inputs and ghost outputs such that the sequésrms the basis of probability distributions used to complete a
tial and combinational delay of all nodes in the combined circysiartial signature given as input to the circuit generator.
are maintained, and we define the resulting circuitdbguen-  The division of a circuit into its combinational subcircuits in-
tial compositionof its subcircuits. troduces the concepts séquential shapehe number of nodes
Fig. 2 illustrates sequential decomposition into three levels. each successive sequential level. Table | shows sequential
It is important to point out that, though this model could appeghape, along with scalar parameters of a selection of MCNC
to apply only to certain types of circuits which have a pipelinedenchmark circuits.
appearance, it does not actually preclude other views of sequeng/e can make a number of observations with respect to the
tial connections. Rather, we judéfinesequential levels in this complete dataset.
way. The process of sequential decomposition and compositiormThe number of 1/0s, which we modeled with a Rent-like
is fundamental to both the characterization and the later geng&rameterization for purely combinational circuits [1], [12] no
ation of sequential circuits. longer holds for sequential circuits. Rather, there is no statistical
correlation between andn;o. For the default profile we thus
use a uniform distribution (between 2 angld) to select o if
Definition 2.9: The signature of a level-netlist N, is it is unspecified.
composed ofi, n, npr, nro, NLOG, NDFF, PO, NGT, NGO, The number of sequential levels is a small value (typically 1
delay(V;), max fanout(;), shape[ ], edges[ ], fanouts[ ], to 3). Recall that a circuit with one sequential level is a combi-
POshapel ], GOshape[ ], and Glshape[ ]. (A purely combinaational circuit. Of 78 sequential MCNC circuits, 69 have two
tional end-circuit would be the same withy; andngo set sequential levels, 6 have three levels, and there is one circuit
to zero.) The signature of a sequential nethétis defined each of 4, 7, and 8 sequential levels. In all cases we saw, the
by the collective signatures of its sequential decompositiomajority of the combinational logic lies in the primary (zeroth)
For an exact specification the scalar parameters are redundsguential level. We typically see successive sequential levels of
given the vector parameters in the signature but are part of thgic having less than half the logic of the preceding level.

A. Signature-Equivalence Classes of Clone Circuits

signature for clarity. The number of flip—flops in a circuit also has low correla-
Given the concept of a signature of a netlist, we can naton to the amount of logic in the circuit. This is understand-
formally define equivalence classes of netlists. able, given the designer’s flexibility in trading off logic and

Definition 2.10: Two netlists areequivalentf they have the registers (e.g., 1-hot versus encoded state machines). We use a
same signature. Given the set of all netlists of any size, we ca@aussian distribution around a constant-deflated square root of
then induce a mathematical equivalence class to properly patttie number of nodes as an approximation. Note that rather than
tion all netlists into equivalence classes under signatures. an arbitrary function, this roughly models Rent’s Rule for the

Definition 2.11: Given a set of circuits generated to have theumber of flip—flops as the number of 1/0Os in a combinational
same sighature as a given input circuit, we refer to the origingktcuit.
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The number of back edges empirically varies between o
and two times the number of nodes at the first sequential lev
and we model it as such. The details of the empirical distrib
tions, along with data for all circuits, is available in [12].

C. Extensions to the Sequential Model

With ghost input and output ports now defined, it is wortl
pointing out that the sequential model can be recursively gen
alized to describe arbitrary degrees of hierarchy, rather than j

c fghe fgh cfghe ¢ fghe fghe fghe

the flat interface between multiple levels in a simple sequent (a) Circuit bbtas {b) Clone circuit
circuit. . . . X = { name="bbtasclone";
For example, we can define also a purely combinational ¢ L0 = (@.comb_circ) { name="L0"; n=8; kin=4; nPI=2;
. . . ' . . . nDFF=0; level=0; delay=2; nBot=3; shape=(2,3,3);
cglt asa h|erarqhy of combinational sul_acwcwts simply by con nGI=13; GIshape=(4,9,0); nC0=3; GOshape=(0,0,3);
binational specifications and a compatible Gl and GO interfa nP0=2; POshape=(0,2,0); nEdges=7; edges=(0,7,0);
(without requiring that the circuit have flip—flop or back edges’ ,0ueem (80,2105 max-out=3; nzeross;
In combination with a partitioner this would allow us to form L1 = (@.comb_circ) { name="L1"; n=3; kin=4; nPI=0;
e H H o H H nDFF=3; level=1; delay=0; nBot=3; shape=(3);
a partition tree model of an input circuit (i.e., matching a give nGI=0; GIshape=(0); nG0=13; GOshape=(13); nP0=0;
Rent parameter). POshape=(0) ; nEdges=0; edges=(0); outs=(3);
It would also be interesting to use this mechanism to descri max_out=0; nZeros=3;

};
an interface to other forms of circuits (e.g., memory [20]) or t glue=(L0, L1);
}.

deal with circuits at the block diagram level. To some degre

these extensions have already been made by [19] since the pup-

lication of [2] and [9]. Fig. 3. The MCNC circuit bbtas, a clone produceddsn script, and theseN
The ability to generalize the use of ghost inputs in generatig#iipt used to generate the clone.

and outputs would open the door to a more general hierarchical

output (circuit(X));

gelneration prolcess. In thislpaper, however, we will restrict ou F E O0OO0OOQOOO0OON,

selves to simple sequential circuits. 0
LO o @000 N
(R O0OO0O00 N

[ll. THE ALGORITHM FOR SEQUENTIAL GENERATION 1 L1 i
, 221 ONORG)] N3
In [1], we gave a complete algorithm for generating purel’ 4 34

o N ) . . ON@, N,

combinational circuits. The input to the generation algorithr——

anout set edge set node sets

was the rough equivalent of a combinational circuit signature
(no ghost inputs or outputs). In this section, we extend this algag. 4. Combinational circuit generation problem.
rithm to the more involved case of sequential circuits. The algo-

rithm is presented in two parts: the generation of combinational_l_h terization def t of di ted nod ¢
subcircuits (with the additions of ghost inputs and outputs) and € parameterization defines a set of disconnected nodes a
the gluing algorithm for sequential circuits. each combinational delay level and sets of unassigned edges

Since one of our primary applications is to generate good cjnd fanouts, as shown in Fig. 4. The goal of the algorithm is

cuits for FPGA research, our netlist will consist of four LUT: 0 complete the specific ass.lgnment of edges to _no_des. .
and DEEs. The progress of the algorithm after each step is illustrated in

. . . . Fig. 5.
As a preview to upcoming sections, Fig. 3 shows a small se- .
b b g 9 Step 1. Compute Boundaries on Level In- and Out-De-

quential circuit bbtas (left), its signature extracteddmcin the ) o .

GeNlangugage orma,anda cone icut (igh) produced S 1 1l consde o nodes, o e s v o

GEN with that script. For readability, labels are used instead pap  SINGK ae.’neg . P ;
pute vectorsnin_in[¢], max_in[¢], min_out[:], andmax_out[¢]

back edges. for bounds on the fanin (in-degree) and fanout (out-degree) of
delay leveli in the circuit.
Because Gl and GO are special cases for fanout, we need their
Given the combinational signature for a level netlist, we nedaolcations before fanout assignment. Experiments on industrial
to generate a graph (netlist) @anodes anch.,q.s €dges, such designs show that about 90% of the LUTs which feed a flip—flop
that each node is assigned one fanout value from the set refn real circuits have no other outputs so we want to, wherever
resented by thé&anouts that assigned value corresponds to thgossible, assign fanout values of zero to nodes which will have a
actual fanout of: in the graph, combinational delay is well desingle ghost output destined for an FF edge. To accomplish this
fined for all nodes (i.ed(y) < d(z) for all faninsy of 2, and at goal, we identify the delay location of tha,.., ghost outputs
least one faning hasd(yy) = d(x) — 1), fanin is bounded by which will eventually feed a flip—flop in Step 1 of the original
k for all nodes, and all fanins to are distinct (i.e., any signal algorithm. This allows us to take them into account during the
enters a logic node at most once). degree allocation phase. The result of this calculation is to make

A. Generating Combinational Subcircuits
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0--0® ; 1(;:3)41 1 then update the distribution accordingly and repeat. Finally, we
12,13 deterministically assign enough of the remaining unit-edges to
guarantee each level’'s minimum in-degree.
1“@ 1 1(120)321 Step 3. Partition the Total Fanout at Each Levekiven the
10..11 . .. .
total out-degree of a leveé| we now need to divide it intav;
10~-10@ ) node out-degrees taken from the fanout BeflTo do this, we
5.7 11111 first calculate target (predicted) fanouts for each level, taking
6.6 into account the remaining unassigned unit edges. At each level
@ 1(?1 ¢, latch_shape[i] and+POShape[i] are used to determine the

number of fanout-0 nodes required. Fanout assignment for the

remaining nodes after the removal of special cases is solved as
00 an approximate integer-partitioning algorithm (solving the exact
Step 3 problem is NP-complete).

Step 4. Split Levels Into Node$Ve need to split each
level-node V; into its n; individual nodes. This is a trivial
process, except for the need to introdlmeality into the final
structure. To introduce the types of local structure which is

4..

C)

0.0
Step 1

e o © empirically found in human-created netlists, we impose a list
o o ordering on the nodes at each leyél .. n;) and allocate the
Step 4 fanin values assigned to that level probabilistically so as to

spread out the high-fanout nodes across the ordering. In the
edge-connection stage to follow, we will use the ordering to
determine the utility of connecting two nodes with an edge
a new vectotatch_shape[i], i = 0...d available to the degree using their relative orderings as a metric of locality.

calculations of Step 1. o o This step must now formalize the assignment of Gl and GO
The fanout assignment is iterative: we begin with roughesignation to individual nodes. Previous steps have tried to
bounds on the possible level fanin and fanout (i.e., each non-Ghake room” for the ghost 1/0s, so here the allocation is rela-
non-Pl final node will need between 2 ahdanins and at least tively straightforward: we allocate th@Ishape[i] ghost inputs
one fanout if it 'is.not a PO or GO) and refine these using r@ndomly and uniformly to the nodes at delay leidlooking
number of heuristic rules. For example, the out-degree at leyglihe data for real circuits, we find that there is no statistical
J is bounded from above by the sum of the current maximupasson to do otherwise.
!n-degrees at succee_dmg levels less the sum of the minimumpe g1s0 designatéatch_shape[i] nodes adatched These
in-degree at succeeding levels, and from below by the numbgyyes will eventually be candidates for gluing to a flip—flop. As
of nodes at levef less the number of primary outputs atleyel m,ch as possible, these will be fanout-0 nodes and will not be
To accommodate ghost inputs and outputs, we must take figjgned additional GOs. If there are remaining fanout-0 nodes
following points into account. after this step, we assign additional GOs. All remaining GOs are
1) We assume thaitch_shape[i] nodes at level willhave a kept for a new postprocessing step discussed next.
minimum fanout of zero, rather than one (as per the abovestep 5. Connect Edges Between Nodesom the preceding
discussion). steps we have a set of edge sources and destinations assigned
2) We allow (but do not requirehape[i]-Glshape[:] nodes to each level, and within the level we know the fanout of each
at leveli to have minimum fanin one rather than twojndividual node. The goal here is to assign each edge source
Note that we must still allocate at least one nonghost faniihd destination to specific nodes. The first pass connects unit
for each node or it would not (by definition) be in thisedges to guarantee that the combinational delay of every node is
subcircuit. well defined. Then the algorithm proceeds probabilistically. For
3) We subtractGlshapeli] nodes from the maximum fanin each sampled nodewith available fanin, we randomly choose
of leveli to leave room for the incoming back edges. [, (the locality parameter) different possible fanout edges from
Step 2. Assign Edges Between LevéBven the boundaries the preceding levels which could attach to it and connect the
from the previous step, we now assign (between all long levet®)e with the closest index to that of This process continues
all long (nonunit) edges and enough unit edges to meet the mimtil all edges have been connected at both ends. The locality
imum in and out degree boundary. We first dispose determingarametel. is an important tuning parameter of the generation
tically of the special cases of Gl (no fanin) and GO (no fanou8ligorithm. By forcing cells with similar indexes to have a higher
nodes then similarly assign the required number of “criticaonnection probability we induce an element of structure to the
unit edges at the first and last delay level and enough unit edglesign which would not otherwise be present.
between other levels to allow combinational delay to be well de- Step 6. Remaining GO Assignmer8equential subcircuits
fined, e.g., each node at delay 5 needs at least one input at delsyyally have fewer available edges than fully combinational
exactly 4. Then we probabilistically assign all long edges baseidcuits, so we use the ghost outputs, in part, to “repair” any
on the available fanin and fanout at levels which are the appmxtra zero-fanout nodes which may exist (usually some, but a
priate length: draw one value from the distribution and assignmall proportion) on the delay level they are assigned to. The

Fig. 5. Example at the conclusion of steps 1-4.



HUTTON et al. AUTOMATIC GENERATION OF SYNTHETIC SEQUENTIAL BENCHMARK CIRCUITS 933

quential gluing, define théndexof a node as an integer pro-
portional to the node’s location in the node list for a given delay
level in any subcircuit (th@...n; — 1 ordering of thex; nodes

in delay leveli, scaled to the maximum width over all com-
binational levels). When edges are connected in Step 5 of the
base algorithm, we probabilistically favor connections between
nodes which have closer indexes, in order to introduce clus-
tering in the circuit. This form of geometric clustering is evi-
dent when viewing pictures of circuits generated by heuristic
graph-drawing packages suchoasr [21].

In order to generate realistic circuits it is important to con-
tinue this process when connecting nodes to flip—flops and back
edges, or we generate circuits with many crossing edges which
are overly difficult to place and route. Thus we continue to use
the node index for sequential gluing.

The matching is constrained by combinational delay and se-
quential levels. We cannot join a nogd@t sequential levelto a
nodey at levell 4 1, unlessy is a Pl (i.e., intended to become a
remaining ghost outputs are not assigned uniformly. We waflip—flop). We also cannot join a nodeto anynodey at a level
to generate more realistic circuits which tend to have a smallggyond + 1 without violating the definition of sequential level
number of high-fanout nodes to previous levels, rather than the nodes ofV. Similarly, we cannot join a ghost output on
many nodes with a single ghost output. To do this, we choosg @odex to a ghost input on a nodgif d(z) > d(y), without
random subset of the nodes on each delay level requiring gh@isating the combinational delay @f. and we cannot connect
outputs, smaller than the number of ghost outputs availabigio ghost outputs attached iowith two ghost inputs tay, or
then assign the ghost outputs uniformly to nodes in the subsgfe create a duplicate fanin o

The overall algorithm yields a circuit as shown in Fig. 6—a This problem can be solved as a standard weighted bipartite
combinational circuit with the correct number of Gl and G@natching problem (weights arise from locality). However, the
at the required combinational delay levels. In Section I1I-B, we(n2 logn) time [22] for weighted matching is too expensive
will show the sequential composition or “gluing” process whickor the size of netlists we need, so we use a heuristic greedy
operates on these subnetlists. version instead. The most important aspect of the operation is

Note that the above algorithm assumes that an exact and c@sproperly order the connections so as to increase the chances
plete signature is available. More typically, the user will specifyf finding a good solution. A solution which fails to connect all
only a few of the scalar parameters (either exactly or in relatigfpssible edges will result iGen later having to diverge from
to other parameters), and the front-endsiN will create the its input specification by creating extra flip—flops or by moving
remaining parameters from thiefault scriptsalso mentioned ghost inputs or outputs to different nodes.
earlier. For example, the number of 1/0Os to a circuit can be de-Because registered ghost outputs are labeled separately from
fined as a random variable drawn from a gaussian distributigfie other ghost outputs, the problems of gluing back edges and
around the square-root of the number of lookup-tables, emyluing FF edges are independent. However, different subcircuits
lating Rent's Rule with # = 0.5” and overriding the default do “compete” for back edges. We give priority to earlier sequen-
distribution. tial levels by processing in the following order (justified in later
detailed discussion):

Fig. 6. Final result of the combinational algorithm.

B. Gluing Subcircuits

The problem of joining subcircuits together into the final sdor ¢ =0...¢/* ¢ is the number of
quential circuitV is essentially one of appropriately matching subcircuits */
the ghost ports between the subcircuits into back-edges angonnect back-edges from Ny, J#4
FF-edges. to Gl's of N;.
When gluing begins, we have a list of subcircuNs, : = connect FF-edges from registered GO
1...c to be connected, sorted by increasing sequential level. nodes in N; to PI's in Nit1
Each subcircuit contains a lig!_list of ghost inputs, a list end for
FF_outlistof ghost outputs which have been labeled as targeting
a flip—flop (from ny,:q, in the specification), a lisGl_list of The greedy algorithm for gluing edges is described in
other ghost outputs intended for back edges, and &Hksin- Section IlI-B-I.
list of primary inputs in subcircuits at nonzero sequential levels 1) Gluing Back Edges:The greedy algorithm for gluing
which will become flip—flops. Each ghost input and output is aback edges to the ghost inputs of one cirddjtfrom all other
tached to a node in the subcircuit and inherits the combinatiosalbcircuits is as follows.
delay of that node. First create a destination list of all ghost inputsi¥n and a
We have previously discussed the locality metric in makingpurce list of all ghost outputs in the other subcircuits which
combinational connections between nodes in Step 5. For see at later sequential levels. Sort both lists by increaisidgx
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within decreasinglelay. The purpose of this order is to use up A more significant issue is incompatibility between ghost
the highest delay ghost outputs first (because they are less likielgut and output shape. This problem is harder to get right, so
to find a matching ghost input and then require a flip—flop aather than forcing incorrect connections the basic algorithm is
movement later) and to match them to the highest delay ghaibwed to leave some ghost ports unconnected, and we add an
inputs with which they are compatible. Given that, we want tadditional postprocessing step to resolve the leftover ports. In
match indexes as well as possible. this step, ghost inputs and outputs are moved to suitable can-
Now proceed through the source list in order. Define thdidates elsewhere in the subcircuits until matches are found. In
match valueof a source node with a destination nodg as extreme cases (flagged by warnings framn) up to 40% of
oo if (z,y) is an invalid edge (by the constraints above), anthck edges can be unresolved before postprocessing, but typi-
d(y) — d(z), otherwise. We search the destination list focally only 0%—5% of ghost inputs and outputs (which comprise
the first node with lowest match value, which also lines up lass than 1% of all edges) remain after the main gluing algo-
compatible index by the sorting. Note that we do not actualjthm. We note that since the underlying problem is NP-com-
have to look at the entire destination list; this can be done jifete, to expect otherwise in polynomial time is unrealistic.
O(d) time, using a few additional pointers indexed into the
destination list. Combinational delayis essentially a constantD. Software Tools: CIRC and GEN

so the algorithm is fast. The algorithms just described, and the source code for them
The time required for this gluing phase is dominated by thg ayailable under to the public domain [31]. To date, over 50

sorting, so we need(n logn) time2 per subcircuit, of which gifferent academic and industrial users including Altera, Xilinx,

there is a constant number. Note that ‘in this algorithmic  aActel, and HP have obtained prototype versionsiat andGen

complexity refers to the number of back edgesMnwhich is  nder academic license.

typically about 5%—-10% of the size of the whole circuit. GEN s able to produce circuits in several different gate-level
The reason that the main algorithm processes subcircuitsyigist formats, including Berkeley BLIF, Actel ADL, Altera

order of their sequential level is that the earlier levels typicallyHpL, Xilinx XNF, and gate-level Verilog. Thus the tools are
have both many more nodes and greater combinational defgymmediate practical value to the community.

and also a more complex overall structure. (Later levels often
reduce to a register-file with only a couple of logic nodes.) IV. V/ ALIDATING THE QUALITY OF GEN CIRCUITS

2) Gluing Edges to Flip—FlopsThe process for gluing ) ) ) ) o
nodes with ghost outputs labeled as latches to primary inputdS mentioned in Section 1, we will test the viability of se-
at the next sequential level is more straightforward. For eagHENtialGEN circuits in a number of different ways. .
adjacent pair of levels, create a source and destination list aQUr first evaluation relies primarily on generating clone cir-
before, sort the lists by index (independent of delay), and lig&its for known benchmarks and comparing their behavior to
up nodes directly (the lists are the same size, by the origirfh clones and to random graphs of the same size. The goals
specification of the subcircuits). This is an additive factor '€ t0 determine the relative viability GiEN circuits with re-
O(nlogn) time to the preceding steps, so the entire gluin%j_ea tp both ranQom graphs and tp emstm_g benchmarks. We do
algorithm remaingD(n logn) time. (In this casep refers to this using two different tools, a high-quality academic place-

the number of flip—flops in the circuit which is, in practice, noffent toolvPr and a commercial FPGA place and route tool

the entire size of the circuit.) MAX +PLUS? from Altera Corp. It is important to point out that
Note that the order in which subcircuits are considered g€ use ofsEN circuits is not restricted to clone generation; this
unimportant, as the connections are independent. is simply a method of evaluation.

The second operation is to evaluate the ability of the tool to
meet a given specification and to analyze the variance between

clone circuits in the same equivalence class. For this operation,

Because the algorithm for generation consists of a numRgg chose a smaller subset of the design set comprising eight
of heuristics, we can never guarantee that we are able to cQffjeyits. For each of these eight circuits we generate 100 clones
pletely match an input specification. In general, we find that Wesing different random seeds and compare the resulting clones
can miss a specification by a couple percent: In assigning 1000 their variation from the seed circuit and each other.
edges to a given edge distribution, it is normal to have 10 t0 20gefore dicsussing these results we need to describe how we

edges be forced to the incorrect length from their exact SP&fsnerate the random graphs used for comparison.
ification. Similarly, it is normal to expect a small variation in

delay-shape distribution. None of these is particularly signifx. Generating Random Graphs

cant given that our goal is to generate new and different bench—We generate a random directed graphsomodes ands,
marks anyway.

edges withhpr primary inputsppo primary outputs, withvppp

C. Variance and Adherance to Specification

_ ~available flip—flops (for breaking combinational cycles, as we
2Due to the fact that the node lists are already sorted, we can reduce this t
O(n - d) algorithm with appropriate data structures. However, given the tig

Syant only synchronous designs) ahg.x-bounded fanin. The
constants which exist for sorting algorithms, we believe the constant for doiddgorithm is as follows.

this would dominatéog n for all reasonable, so it is not of practical interest
to do so. The same applies to most (but not all) sorts which occsENn

3This does not change the abstract complexity, but the algorithm runs fasfg Determine the maximui SL.‘Ch th"f“? -k-nisless tham..
in practice. Create a random permutatierof size2 - k - n, to represent
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2 - k - n nodes, and join nodes;; andos,;41 with an edge, TABLE 1I
i=0... (k . n) — 1. This creates a graph én k- n nodes ROUTABILITY COMPARISONSBETWEEN ORIGINAL BENCHMARK CIRCUITS,

. . GEN CLONES, AND RANDOM GRAPHS (“-” | DICATES A NO-FIT)
with k - n edges, where each node is connected to exactly

one other, i.e., a random matching. VPR wire VPR tracks | 10K20 tracks
2) Now collapse all nodes labeleg; .. .ox11);—1 into a _ clone rand|  clone rand|clone rand
single nodez;. The result is am node undirected graph orig %diff %diff |orig %diff %diff | %diff %diff

5102 21 144 6 16 83 14 132
7719 64 215 80 160 71 .

6344 27 160
6818 20 147
6609 53 266
4293 57 188
4147 2 158
5107 21 137

where the degree of each node is exadétlya k-regular
grapit) and the distribution of graphs generated is guaran-
teed to be uniformly distributed over attregular graphs
of sizen.

3) Direct all edges from lower humbered nodes to higher, to
get a directed graph. Randomly labal; fanin-0 nodes as
PI (similarly npo fanout-0 nodes as PO). Randomly con-
nect nonlabeled fanout-0 and fanout-0 nodes by new edges
until they are exhausted, then continue randomly connecting
random nodes to random nodes with fanin less than.
until the graph containa. edges. When it is necessary to
connect a node to a node of a lower number, separate the two
by a flip—flop if one remains to allocate, otherwise search for
an alternate connection that does not involve a back edge.

5

6 16 116 30
6 16 133 32
5 60 160 35 .
5 40 140 41 197
5 0 140 16 208
5 40 120 0 123
4692 19 155 5 40 160 23 132
6087 34 153 5 60 120 51 165
9313 42 202 6 33 133 38 .
6546 36 222 6 33 100 55

7748 86 248 5 100 220 85

10794  -43 52 0 -40 30| -41

8070 17 140 7 14 100 25

5562 88 268 5 80 180 90

6460 71 167 5 80 160 .
6417 29 166 5 40 140 24 .
4662 28 170 6 0 83 16 108
8828 2 156 6
4876 81 201 4
4837 28 143 4
mean| 6358 35% 175%| 5.5

—t

16 150) 53 .

75 175 63 174

50 150] 34 117
38% 134%| 36% 151%

This process generates a graph with the specified number of
each node type and the specified number of edges. A more stan-
dard definition random graph (i.€7(n, p) onn nodes with each
edge existing with probability), would not be an interesting

comparison withEN because it is much too hard to place angh yax +-pLuS2, we target an exact commercial programmable
route (e.g., it contains more tha»(n) edges and a clique ON|ogic device (the Altera 10K20 [7]).

log(n) nodes, almost always). . )
The graphs generated by the above process could be see& r results are shown in Table Il. The first three columns

a “first pass” version ofzeEN that takes fewer parameters into ow the wirelength of the original circuit, and the percentage

account. In fact, this algorithm alone would be an improv of extra wirelength required first by the clone circuit and second

ment over most naive approaches to generating random gra Y.éhe random netlist. The second group of columns show an al

for benchmarks. Comparing real circuits to clones and the épatwe fitting quality measure, the maximum track-count re-

random graphs is essentially measuring how far along the scgtgred byvPRto achieve a route. Prthere is no such thing as

from “random” to “real” the currentEN approach has travelled a "no-fit” because track-width are increased to the point where
See Fig. 10 for an explicit visual of this scale "the circuit finally fits. The final two columns show the per-

centage increase in routing resources used by the clone circuit

and the random circuit when implemented on the PLD. Since

raw line-count information is proprietary, we show only per-
We generated place and route data using 22 industrial bengntage change for the commercial part; this is all that is needed

mark circuits from Altera Corporation. For each circuit we geno evaluate the algorithms BEN.

erated both a clone circuit (by extracting the entire signature

with cIrRC) and a random netlist with the same number of nod?ﬁ For our metric of resource usage in the Altera part, we count
and edges. All 66 circuits were then run through eackrt e total number of full-horizontal (GH), half-horizontal (HH),

. . and vertical (GV) lines used by the design in a 10K20, as re-
and Altera’sMAX +PLUS2 commercial PLD software. . :
The benchmarks used are between 600 and 1100 loaic blo rted bymAX +PLUS2. Because we are using an actual device,
(four-input LUTS) a:d e ub 1o 240 user 1/O bins. B gtl 'ce{ g possible that a design does not fit (successfully complete
indL:Jsltr erjnetrics this isurou uhpl betweZn 2000 glnd 'So)éoygl U lace and route for the fixed resource counts of the part). Though
y gnly aulyj original circuits do fitin the commercial part, one of the clone

alent “ASIC gates.” o . .
The academic place and route ta®i uses the model of a circuits and 13 of the random graphs did not, and these are in

: . S . dicated by a * in the table. All of the original (nonsynthetic)
symmetric array of logic blocks, similar to a classic gate—arra(:){rcuitS do fit in the device
or the Xilinx 3000 FPGA architecture [23}PRallows the archi- o
tecture to vary in channel width, and reports the total wirelength The last row of the table indicates the averages for each
and the maximum channel width required for global routingelumn. For the last two columns, the missing datencg
included in the average, meaning that our summary statistics

are conservative.

4There are details to deal correctly and exactly with the double and and self-I 2 d2 | . he definiti f
connections between nodes without sacrificing the uniform distribution, but N [2] @nd [12] we also give the definition of a measure quan-

these are beyond the current discussion. tifying the degree of reconvergent fanout in a circuit between

<CHRTOTIOZErRua~TQomoam

B. Comparing Routing Results
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0 and 1. By this measuregN circuits differ by about 0.19 on ALTRO3 — Typical case

average, while random graphs differ by 0.28 on average. 50

We find that the clone circuits are harder to place and route
than are the original circuits we took the specifications from,
though a given clone is always dramatically closer to the orig-
inal than the corresponding random graph which is much harder.
On average the clone circuits used 35% more wirelength and
38% more tracks than the original circuit, whereas the random
graphs, even ignoring those which failed entirely to fit in the de-
vice, used 175% more wirelength and 134% more tracks. Thisis
further reflected in the implementation of the clone and random
circuits on the commercial device where (when they did fit) the
clone circuits used an average of 36% more routing resourd’:@s 7. ) Typical distribution of wirelength around the mean for 100 circuits in
and the random graphs used 151% more routing resources, 2" eduivalence class (ALTR03).

Put differently, the random graphs based only on size and ALTRO2 -- Most variance
edges are approximately four to five times the variation from the
original benchmark (in terms of place and route metrics) as are
the clone circuits generated using the entire specification. This
provides overwhelming evidence both that the signature cap-
tures significant physical properties of the netlist which cannot
be simulated randomly and that thentool is able to generate
circuits to resemble this signature.

The fact that the circuits do not exactly match the orignal
means primarily that we have not fully captured all possible 0-
parameters with the current definition of circuit signature (or %5 20 5 10 S5 5 10 B 20 25
that to do so is not possible). We believe that a greater amount %difference from mean
of local clustering is required (both in characterization and ¥f)y. g, worst case distribution of wirelength around the mean for 100 circuits
generatioin) and continue to explore methods to provide thisin an equivalence class (ALTR02).

This experiment compares each of a group of clone circuits
to the seed circuit which shares its signature. In Section V, weFor each of eight seed circuits we generated 100 clones as out-
will analyze the behavior when we generate many clones of tleed in earlier sections. The typical case, as represented by 100
same circuit. clone circuits generated from the seed circuit ALTRO3 (Fig. 7),
is that almost all circuits are within 5% from the average wire-
length of the class. However, in line with the previously reported
bias, the average wirelength of the class differed from the seed

It is interesting as well to discuss the variation between difyy 57%. Note that we are using larger circuits than in Table II,
ferent circuit clones in the same equivalence class, becausgtiich contributes to greater variation.
gives us an idea of the completeness of the signature charactelFhe greatest variance case for the eight circuits studied is
ization as we have defined it. shown in Fig. 8. Approximately 20% of circuits were between

In Section Ill, we measured how different a clone was fro8% and 15% from the average.
its seed circuit. We used many circuits but only one randomTo contrast the distribution of wirelength for circuits in the
data point for each circuit. Here we will generate many clongame equivalence class with a distribution of circuits not in the
of some specific circuits and measure the distribution of closame equivalence class we generated 100 circuits @ENg
circuits around the seed. In this context, we defii@sto be These circuits were forced to have 100 PI, 50 PO, and 1000
the difference in wirelength between the seed and the mearLfTs, but were otherwise unconstrained (except for the de-
a large set of clone circuits and tiiarianceto be the statistical fault distributions of the software as discussed in [2], [3]). Note
variance around the mean for those clone circuits. these are not random graphs; they ae\ circuits whose sig-

The best case fareN is to achieve low bias and positive buthatures are drawn from default distributions rather than from a
controlled variance—i.e., the distribution of clones of a seembmmon seed circuit. The corresponding distribution of wire-
circuit is centred on the seed itself, but with enough varianéength around the mean is shown in Fig. 9 and we see that the
that we are actually generating different circuits. A high vardistribution is dramatically more varied. This is a positive result,
ance would imply that we are generating close to random gragirsviding further evidence that when the full signature is varied,
(i.e., the circuits are not really in the same equivalence clasak get significantly more variation than when the signature is
A “too low” variance would mean we have overspecified thield constant for a given set of circuits.
problem—i.e., the signature actually captures all properties ofTo illustrate the difference in bias and variance betweger
the circuit and we basically echo the same circuit back ascacuits and random circuits, we took one circuit (ALTR01) and
clone. Bias most likely indicates a missing issue either in tlgenerated 100 clone circuits and 100 random circuits (as de-
parameterization or in the generation algorithm. fined in the preceding section). The results are shown in Fig. 10.
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C. Variation Within Equivalence Classes
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$1000 — Variation outside of equivalence class cuits, as measured by bias, is significantly better than random
circuits but not as close as we would like to the seed circuit. The

50 seed circuit almost always requires less overall wirelength than
@ the clones we generate. However, the variance is well in line

with both expectations and our desire—we want varied circuits
and+5% is basically the amount of variance we would want to
generate for reasonable experiments. For randomly generated
benchmarks the variance is much more significant, larger than
would be desired.

30

number of designs

25 20 15 10 6§ S 10 15 20 25
%difference from mean

V. APPLICATIONSUSING CLONE CIRCUITS
Fig. 9. Distribution of wirelength around the mean for X€¢N circuits using

default parameterization model. In this section, we address an important issue in CAD bench-
marking: given that algorithm A has outperformed algorithm B
by 10% on two different test circuits, what conclusion can we
% , e make? Is it reasonable to conclude that A is better, or is this
0% is the seed circuit| . . . ..

7 simply noise because both the algorithms are heuristic? We have
two fundamental problems. The first is that the two circuits may
not be representative of the typical input to the program. For this
we currently have no solution. The second problem is that we
are observing noise in the behavior of the algorithms for these

GEN vs. RAND wirelength distributions

RANDOM [

60 ;
GEN CIRCUITS CIRCUITS

50

|
g
g
[ Y NS -

number of designs
&

circuits because the algorithms are inherently heuristic: essen-

" i tially we have a result which has no statistical significance. Itis

T e s e e here that the use of clone circuits can play a role in our ability

% difference from seed circuit to benchmark.
The following simple methodology follows naturally from

Fig. 10. Bias and variance f@EN versus random circuits. the definition of clone circuits and equivalence classes: Given

a small set of initial benchmark circuits, use the process out-

TABLE 1Ii lined in Section IV to generate a large number of clone cir-

W'RELi’\,L%”T':E'Ii IFSGC&SRFQESJ éiSDR%Rc?gsgsA;LEDR/; OCR'RCU'TS cuits equivalent to each seed circuit. Apply each of the clone
100 1000-LUT RNDOM CIRCUITS benchmarks to the problem under consideration and measure

______ the appropriate statistical metric(s) to distinguish the multiple
W W W WIT T| T| T approaches. Then, in addition to the original circuits, consider
avg| sd|diff avg| sd|diff . .
1941060 77 the behavior of the class as a whole to the problem solution.
9.6(0.66| 60 For example, if our goal is to analyze the effectiveness of

altr01[12219[21579| 901] 77
altr02| 4989| 7859| 354| 58
10.810.43| 55 two placement algorithms we could apply each to 100 clone
0.49| 17

altr03| 856016215 353| 89
altr04| 819712053 | 255| 47

NSO
(=]
=

atx05| 57111 7478 176| 31 77|048 -15 circuits of each seed circuit and Fhen compare the_dlstnbuuon

altr06| 6246! 9093| 253| 46| 6! 9.50.50! 58 of' results between the two algorithms. If our goal is to dgter-

altr07| 8983|14716| 515| 64| 6|11.4(0.61| 91 mine whether an experimental programmable logic architec-

altr08| 7494|12670) 222) 69| 7|11.0/0.36] 57 ture requires 80 wires per row or if 60 is sufficient we per-
avg:| 60 avg:| 50 _ _ ;

1000 S61Tl2156 31130 form place-and-route on the two different parts and analyze the

number of fits and no-fits which result. In both cases we can
gain more finely grained information from the large number of
Though the set atEN clones show definite bias (57%) from thecircuits than would be seen by looking only at the small number
seed circuit, the randomly generated circuits show a pronounéédnitial benchmarks.
170% bias, roughly 3.5 times that GEN. Fig. 10 in many re-  We point out that simply generating large numbers of circuits
sults is the key point of this paper, illustrating the scale betwedaes not, in itself, allow us to make more accurate experiments.
“real” and “random” and the location @fEN circuits on this In order to apply this methodology, we are relying on the fact
scale. that the circuits being generated bgN do have similar prop-
Table Il shows the wirelength?” reported for the original erties, as exhibited by their low variance, and that relative com-
circuit, the average and standard deviations observed for thef@sisons are thus justified.
dividual sets of 100 clones in the equivalence class of each seeth order to illustrate the use afeN clones, we will apply the
circuit, and the percentage difference of the mean from the sesdabve methodology to distinguish two well-known partitioning
circuit. Also shown are the corresponding statistics for magigorithms.
imum track-countl” as reported by VPR. For the first algorithm we obtained an implementation of the
Results Summary:With respect to currently generate@N Fiduccia—Mattheyses partitioning algorithm [24] from Alpert’s
circuits we can make several points. The “quality” of the ciwebsite [25]. This code was originally attributed to Dutt and
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A. Nonclone Uses of GEN
ilzj J— The preceding example used clone circuits in order to smooth
ALTRDG — variance and to improve statistical significance in the compar-
ATRS  — ison of two algorithms. There are many other applications where
ﬂzg :"—___ we need to create circuits from scratch, without duplicating the
ATFOZ — — physical properties of an existing benchmark, for example, if we
ATROT — - need a circuit with 10 000 nets and do not have any seed circuits
to clone. In these cases we utilize the specification language
o s 10 150 w280 00 350 of GEN to specify several basic properties such as the number

of nodes, edges, inputs and outputs, plus combinational delay,
Fig. 11. 95% and 65% confidence intervals for cut-size as reported by hMe%Qd the remaining portlon_s ofthe mcomplete_ S|g_nature are filled
(top) and FM (bottom), taken over equivalence classes for eight seed circuitd] from theGEN default scripts (the characterization parameters
previously mentioned in Section IlI).
We and others [19], [28], [29] have successfully used such
circuits in many applications. Currently the quality of the cir-

TABLE IV cuits is good enough that such experiments are reasonable, but
95% QONFIDENCE INTERVALS FOR THE DIFFERENCE we note that the variance does increase with the size of the cir-
IN MEAN CUT-SizE BETWEEN HVETIS AND FM cuit generated—as the size of the circuit increases away from
= |LOWIHIGH|LOW% | HIGH% the size of the benchmarks used for generating the default pa-
altr01] 36.5] 48.3| 13.9 18.4 rameter distributions the quality does degrade. Future work to
altr02) 105} 17.3} 83 136 solve this problem involves primarily two issues: a better cap-
altr03| 29.2| 34.4| 14.1 16.6 wri ¢ alocalit " distribut hich all ;
altroa| 1971 241 137 169 uring of alocality parameter or distribution which allows us to
altros| 6.3 101 6.8 10.9 build hierarchical circuits and a retuning of the default parame-
altr06| 20.2| 253 131 16.5 terization to larger benchmark circuits.
altr07| 20.8| 29.2| 10.2 14.3
altr08| 18.9] 23.5| 100| 124
11.3 15.0 VI. CONCLUSION AND FURTHER WORK

In this paper, we have defined a new model for describing

Deng at the University of Minnesota Electrical Engineering D sequential circuits as a hierarchy of combinational subcircuits.
he model includes the parameters of ghost inputs, ghost out-

artment and modified by Alpert for various netlist formats. )
P " y AP variod I uts, and their delay shapes. The model can also be used to de-

The second partitioning algorithm is the original implementas in e more general forms of hierarchy than simply that between

tion of hMetis by Karypiet al.[26], [27] from their University oo antial levels. We have given an algorithm for generating re-
of aniotq wgbs;;ce. BEsed on th? I|t(;raturhe, this allgor,'tﬁméﬁstic sequential benchmark netlists given the exact parameteri-
expecteda priori to have better results than the FM algorithm., i of 3 circuit in this model. This builds on previous research

We performed bipartitioning on 100 clones each of the eigf# which we gave a similar algorithm for the simpler problem of
larger Altera benchmark circuits (800 circuits in total) and thgurely combinational circuits.
original circuits and recorded the cut-size reported by each toolyn addition, we have described a public-domain prototype
We then calculated the mean and standard deviation and ftware system which implements the sequential model with a
culated the 68% (meaitl standard deviation) and 95% concharacterization progranciRc V3.1) and a generation program
fidence intervals (meat2 standard deviation) for each of the(genVv3.1). These prototype tools have been installed at Altera,
two algorithms on each of the eight equivalence classes.  Xilinx, Actel, HP, and over 50 other academic and industrial

The results of the experiment are displayed pictorially isites and have were also used to contribute benchmarks to an
Fig. 11. For a given circuit, we have four lines: from top tanformal partitioning competition at the 1996 Design Automa-
bottom, the 68% and 95% confidence intervals for hMetison ConferenceGEN has been used for benchmarking purposes
and then the 68% and 95% confidence intervals for FM (each[28] and [29] and as a component of more recent automatic
calculated over the 100 circuits in the equivalence class). Wenchmarking efforts [19].
observe (as expected) that the hMetis algorithm outperformssing CIRC and GEN, we have “cloned” a number of in-
basic FM significantly: for half the circuit classes the 68%lustrial benchmark circuits and showed tlkegN-circuits are
confidence intervals do not even overlap. significantly closer (three to five times) to real circuits for

Given the large sample size, we can also get reasonable golacement metrics than carefully generated random graphs. We
fidence intervals for the difference in mean cut-size betweamalyzed the variance of circuits showing that the variation
the two algorithms. Table IV shows this data. The average within an equivalence class was at acceptable and desirable
the eight 95% confidence intervals for the difference in samplevels and that true variation existed between different equiva-
means is (11.3, 15.0), so we are 95% confident that hMetis witince classes. UsingeN as a tool, we applied the generation
outperform FM by between 11% and 15%. Though not the poiat many circuits to a methodology to compare two partitioning
of this paper, it is clear that hMetis is a superior algorithm to thedgorithms with greater statistical significance that would
basic FM implementation. otherwise be possible.
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GEN is also capable of generating circuits “from scratch”[14]
using a set of default scripts based on analysis of benchmark
circuits, which can be user modified.

We see a number of areas for future exploration. One is t@5]
modify the base generation algorithm to automatically impose
a partition hierarchy on the circuit as it is being built, possiblyml
similar to the use by Darnauer and Dai [3] of the Rent-exponent
to introduce hierarchy in their partitioning benchmarks. Thougth?]
GENwill currently output circuits of up to about 100000 LUTs,
we believe generating high-quality large benchmarks will re-
quire some degree of imposed symmetry and hierarchy withif-l
the netlist. A second area for future work would be to generate
“system”-level hierarchy, by including datapath and other struct19]
tured logic which can be synthesized or produced with LPM
modules and random logic components frgen. Other prac- g
tical additions would be logical values (LUT contents) for sim-
ulation, addition of secondary signals, and multiple clock do-[21]
mains and embedded RAM.

[22]
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