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Abstract to the board-leel layout which dictates the pin-
signal assignment, and then wish to change the

We are motiated to determine thefe€t of pre-assign- functionality of the FPGA. Although the original
ing signals to 1/0O pins in FPGAs because this situation pin assignment may k& been chosen by the soft-
often occurs ineryday board-kel use of FPGAs and ware, the subsequent assignment must remain the
in multi-FPGA emulator systems and FPGA-based same. If major delay increases result from fixing
compute engines. This paper presents x@emrmental the pin locations in the second iteration, or if
study in which benchmark circuits are placed and routed routability disappears, then designers will need to
with and without a &riety of pin constraints. Experi- account for these I&ihoods in the original
mental results for the Xilinx XC4000 architecture using design.

the XACT 5.1.0 tool set and the Altera FLEX 8000
architecture using the MAX+PLUS Il 5.0 tool set sho 2. In a multi-FPGA Field-Programmable System

that fixing the assignment of signals to pins in a random (FPS) [Karc94] [Hauc94] [Arno93] [Bert93]
fashion can cause an increase of up to 19%arstw [FCCM] [Quic94], which often consists of man
case delay and significantly impact the routing resources FPGAs hard-wired together on a printed circuit
needed to complete the routingrkhe Xilinx XC4000 board. Once some of the FPGAs are routed, caus-
architecture random pin constraints caused an increase ing signals to be assigned to pins, this implies that
of up to 20% more single length interconnegrsents, the signals on subsequent FPGAs to be routed
11% more double length interconnecgments, and must be fied by virtue of the preabricated
49% more long sEMent interconnect, although no rout- board-level interconnect architecture [Hauc94]. In
ing failures occurred. ¢t the Altera FLEX 8000 archi- determining the architecture of this kind of system
tecture random pin constraints caused an increase of up (which we are currently doing at the Meisity of

to 138% more columrakt track interconnect, up to 36% Toronto), it is important to ke the efect of the
more rav fast track interconnect, and caused routing fixed pin assignment on the systernspeed and
failure in three of the fourteen benchmark circuits used. routability.

As a general conclusion, Wwever, we found that the
effect of fixed pin constraints on delay and routability to Anecdotal gidence [Chan93b] [Hoel94] suggests that
be far less detrimental than anecdotatlence had sug-  pre-assigning FPGA package pins before placement and

gested. routing can adersely afect the speed and routability of
several manudcturers FPGAs. The speed and routabil-
1 Introduction ity of an FPGA under pin constraints is a function of

both the routing architecture of thevae (whether or

An important issue in the use of FPGAs in boaxdlle  not there are sfi€ient paths from the pads to all parts of
systems is whether or not the user should feel free tothe logic), and the quality of the placement and routing
pre-assign the signals assigned to the I/O pins. The altertools (hav cleverly it omganizes the placement tweay-
native, alloving the automatic placement and routing come a dificult pin placement). In this paper we are
software the freedom to choose whigkepins it deems  concerned with the combinededt of routing architec-
best for each signal, may result in better delay andture and automatic layout tools on specific commercial
routability. This question arises in tvimportant situa- architectures. & present xperimental results on the
tions: effect of seeral amounts of fixd-pin assignment on

1. When systems designersvhaalready committed  FPGA delay and routabilityfo our knavledge, no such



formal study has yet been done. These results are for the

Xilinx XC4000 and the Altera FLEX 800@milies of
FPGAs. V¢ intend to use the results of this study to aid
in the architecture of therdnsmogrifier2, a Field-Pro-
grammable System undengéopment at the Uwnersity

of Toronto.

The paper is ganized as follws: In Section 2 we
present the methodology used in thisrkv Research

results and their analysis are presented in Section 3.

Although the focus is on thefe€ts of fixed pins on
delay and routabilitya number of interesting obsarv

tions on other FPGA design issues can also be deduced

from the results. \& conclude in Section 4 with awe
remarks on the significance of the results obtained and
plans for future wrk.

2 Benchmark Circuits and Experimental Procedure

To determine the &dct of fixed pin constraints we per-
formed placement and routing on a set of benchmark
circuits with and without constraints. The benchmark
circuits were obtained from both the MCNC Logic Syn-
thesis 1991 [#ng91] suite, and from geral FPGA
designs done at the Weirsity of Toronto.

The eperimental procedure used in ouvestication is
described belw for Xilinx and Altera FPGAs. 61 the
Xilinx FPGAs, each benchmark circuitalable in the
Xilinx netlist format (XNF), vas technology mapped
(called “partitioning” by Xilinx), placed, and routed
using 5.1.0 ersion of the Xilinx place and route tool
PPR [Xili94b]. For the Altera FPGAs, each benchmark
circuit available in the Xilinx netlist format (XNF) as
mapped into FLEX 8000 FPGAs by using thersion
5.0 of MAX+PLUS Il compiler The compiler accepts
circuits described using marstandard netlist formats,
including XNF, and performs technology independent
logic optimization, technology mapping, placement, and
routing [Alte94a]. D determine the &fct of pin assign-
ment, each circuit &s processed under four types of pin
constraints, for both Xilinx and Altera FPGAs.

1. No pin constraints (referred to apc in the
sequel): €chnology Mapping, placement and
routing was performed without pre-assigning
(fixing) ary signals to pins.

2. Same pin constraintssdc): The pin-signal

assignment @as fixed before the placement and
routing; the pin assignments were the same as

those generated by unconstrained placement

and routing run (i.enpc).
3. Bad pin constraints bfpc): The pin-signal
assignment @as fixed before the placement and
routing and the pin assignmengsvintention-
ally bad. Signals that were assigned to adjacent
pins by unconstrained placement and routing
run were assigned to pins at opposite ends of the
FPGA chip.
4. Random pin constraintggc): The pin-signal
assignment @as fixed before the placement and
routing and signals were assigned to randomly
generated pin numbers.

The output files after place and route were analyzed for
worst-case delay and utilization of routing resources.
The worst-case delay as determined using the static
timing analysis toolsailable in Xilinx and Altera tool
sets. er the Xilinx FPGASs, routing utilization &s auto-
matically etracted from the output LCA file using a C
program specifically deloped for this purpose. The
latter measures the number of single-lengitnents,
double-length sgments and long lines used by the Xil-
inx placement and routing tool PPRorFthe Altera
FPGAs routing utilization statistics argaglable from

the report file that is generated after each compilation
run.

For the Xilinx FPGAs, for each of the alfour pin
constraint cases, #WPPR runs were performed and the
average delay and theverage routing utilization were
used. This s done to determine the consisieatthe
results. The annealing option in PPRsaused to obtain
different placement and routing results, and hence dif-
ferent delay and routing statistics, for each PPR ran. F
the Altera FPGAs, a single compilation run for each pin
constraint case &s suficient. This is because for a
given circuit and pin constraint case, the compileegi
the same placement and routing results for multiple
compilation runs, presumably because it uses determin-
istic algorithms for placement and routing and has no
non-deterministic option.

3. Experimental Resultsand Analysis

In this section we present the result of tkpegiments.
Delay and routability results arevgn for 16 benchmark
circuits for the Xilinx FPGAs and for 14 benchmark cir-
cuits for the Altera FPGAs. The circuits are the same



except for two circuits that utilized on-chip RAM that is
available in XC4000 FPGAsub not in FLEX 8000
FPGAs.

3.1 Resultsfor the Xilinx XC4000 FPGASs

Table 1 presents thefeft of fixed-pin assignment on
the delay of the Xilinx FPGAs for the benchmark cir-
cuits. The circuit name and function ivgm in column

1. Columns 2 and 3 the number of 1/0 pins and the
FPGA deice used. Br all the circuits, the smallest
FPGA that vould fit the circuit vas used. Column 4
gives the percentage of thga#dable pins and config-
urable logic blocks (CLBs) used by the circuit after
placement and routing, and the number of “gakk
CLBS or PCLBs. PCLBs is a term used by Xilinx to
indicate the minimum number of CLBs the circuit could
be packd into if that were the toal’'goal. The Xilinx
place and route tool will use more than the minimum
number if thg are &ailable during the placement and

(18 per rav/column) and 6 long lines in each non-
peripheral rav/column. This allavs the I/O pads
that are &r from where the “want to be” to be
transported there fefctively around this ring.

Table 2 g¥es the routing utilization obtained for the
same placement and routingperiments as indble 1.
Column 1 gies the circuit name. Column 2vgs the
average number of wire gments of length 1, 2, and
“long”, used by each circuit after unconstrained place-
ment and routing runs. Columns 3, 4, and \te ghe
average increase in the number of wirgreents used
by each circuit after placement and routing withqe

bpc andrpc pin constraints.

For example, the un-constrained placement and routing
of the dalu circuit results in an\eerage utilization of
218 long lines, 592 double-lengthgseents, and 1255
single length sgments. Br thespc case werage utiliza-
tion of long lines, doubles, and singles increased by 1%,

routing phase to ease the routing congestion. Column 55%, and 2% respegtly. Similarly the increase invar-

gives the aerage critical path delay obtained for the cir-
cuit with no pin constraints during placement and rout-
ing (i.e. thenpc case). Columns 6, 7, and 8vgithe
average critical path delay obtained for pin-constrained
placement and routing runs for the pin constragpts
bpc, andrpc respectrely. The percentage increase in
delay compared to the unconstrained caseviengin
braclets. The standard dation in delay vas not more
than 5% about thevarage for each type of constraint,
for all circuits.

The arerage delay increase for thac case wer all cir-
cuits was ngligible (1%). This indicates that the place-
ment and routing tool &s mostly capable of taking

age utilization of long lines, doubles, and singles is
shawvn for thebpc andrpc cases. The standaradvibgion
about the @erage for each type of constraint, for all cir-
cuits, was less than 10%verall for long lines, and less
than 5% for doubles and singles.

It is interesting to note that for all circuits used, none of
them becomes un-routableeem under the warst pin
constraints. This as true een for the circuits that were
very tightly pacled, in terms of percentage ofadlable
CLBs and /O pins used. This implies that, for the Xil-
inx XC4000 series (parts 4003 to 4010), there ari suf
cient tracks per channel to acleegood routability
Also the routability of XC4000 series FPGAs seems to

advantage of the good pin assignment it had chosen inbe better compared to that of XC3000 series FPGAs.

the unconstrained case. Theemge delay increase for
the bad pin assignmertidc) case vas 5%, and for the
random caserpc) was 3%. The greatest increase in
delay across all circuits f@pc, bpc, andrpc cases were
8%, 19.6%, and 15.4% respeelly.

From these results we conclude thaedixpin assign-
ment usually has a minorfe€t on delay While the
worst case increaseas 19% most circuits had increases
under 5%. Interestinglythis contradicts the anecdotal
evidence cited earlier [Chan93b] [Hoel94]. There are
two possible reasons for this:

1. The quality of the place and route tools has

improved since the anecdotes were collected.
2. There are manlong lines on the chip periphery

There are seeral circuits with high CLB utilization that
do not hae routability problems. Other researchers
working with XC3000 FPGAs reported routability prob-
lems in XC3000 FPGAs when the CLB utilizatiomsv
greater than 80% [zn93]. Compared topc case, the
average increase in utilization of wiregseents is mar-
ginal for spc case and significant féwpc andrpc cases,
where 9% more single length lines and 17% more long
lines are used.

Overall, we conclude that f&d pin assignment does
impact routability significantlybecause the amount of
routing resources used were increasad, the Xilinx
XC4000 series architecture pided suficient
resources to handle the increased demand.



Table 1. Critical Path Delay under Diérent Pin Constraints for the Xilinx 4000 FPGAs

Avg.

" % of EPGA Pins Crit. Avg. Crit. | Avg.Crit. | Avg.Crit.
L FPGA Path Path Path
Circuit 1/0 . CLBsand Path
. Device Delay Delay Delay
pins PCLBsused Delay (50 (bpo) (rpo)
(npc)
dalu 91 4010 70%,100% ,83%)| 154.4 155.8 ns 158.7ns | 163.3ns
(ALU) DPQ160-5 ns (+ 1%) (+2.8%) (+5.8%)
¢1908 (Error 58 4003 95%, 100%, 98%| 133.4 1359 ns 142.2ns | 134.2ns
Correct Cct) PC84-5 ns (+2%) (+7%) (+1%)
mul 64 4008 49%, 100%, 99% 247.7 266.4 ns 271.2ns | 263.8ns
(16-bit Mult) PQ160-5 ns (+8%) (+10%) (+7%)
¢3540 (ALU + 72 4006 57%, 100%, 89%| 173 ns| 172.8ns 180.3 ns 177.2ns
Control) PG156-5 (0%) (+4.2%) (+2.5%)
¢1355 (Error 73 4005 65%, 99%, 55% | 129.7 128.6 ns 135.4ns | 133.4ns
Correct Cct) PG156-5 ns (0%) (+4.4%) (+3%)
c499 (Error 73 4003 94%, 56%, 53% | 72.7ns| 70.2ns 73.6 ns 71.9 ns
Correct Cct) PQ100-5 (-3%) (+1%) (-1%)
c880 (ALU + 86 4005 76%, 48% , 30%| 109.1 108 ns 108.4ns | 116.3ns
Control) PG156-5 ns (-1%) (0%) (+6.6%)
lcdm (LCD Disp | 155 4010 96%, 100%, 86%| 57.1ns| 59.1ns 66 ns 65.6ns
Controller) PQ208-5 (+3.5%) (+15.6%) | (+15.4%)
sw_f128 (Rrtial | 117 4010 73%, 100%, 91%| 42.78 42.9 ns 51.3 ns 42 ns
Viterbi Decod) PQ208-5 ns (0%) (+19.6%) (0%)
s$1196 (Logic) 30 4005 26%, 78%, 53% | 72.6 ns| 70.9ns 80 ns 75.5 ns
PG156-5 (-2%) (+10%) (+4%)
s1423 (Logic) | 24 4003 39%, 100%, 90%| 262.5 266.3 ns 266.8ns | 263.3ns
PC84-5 ns (+1%) (+2%) (0%)
s5378 (Logic) 86 4006 68%, 100%, 97%| 71.4ns| 74.4ns 72.6 ns 73ns
PG156-5 (+4%) (+2%) (+2%)
s820 (PLD) 39 4003 63%, 92%, 68% | 53.5ns| 53.9ns 54.2 ns 53.5ns
PC84-5 (0%) (+1%) (0%)
s832 (PLD) 39 4003 63%, 92%, 70% | 53.7ns| 54.4ns 53.4 ns 53.6 ns
PC84-5 (+1%) (0%) (0%)
s838 (Fractional{ 39 4003 63%, 100%, 74%| 237.7 240.3 ns 239.8ns | 240.7ns
Multiplier) PC84-5 ns (+1%) (+1%) (+1%)
9234 (Logic) 43 4010 70% ,100%, 83%| 116.7 114.5ns 116 ns 121.7 ns
PC84-5 ns (-2%) (0%) (+4%)

Avg. Increase

1%

5%

3%




Table 2: Routing Resource Utilization under Bifent Pin Constraints for the Xilinx 4000 FPGAs

Increasein Avg.

Increasein Avg.

Increasein Avg.

Avg. Segment Segment Usage Segment Usage Segment Usage
- Usage (npc)
Circuit (spc) (bpc) (rpo)
longs, doubles,
sngles Iongs_, doubles, Iongs_, doubles, Iongg doubles,
singles singles singles
dalu (ALU) 218,592, 1255 | +1%, +5%, +2% | +10%, +5%, +6% | +11%, +1%, +11%
€1908 81, 239, 455 3+%, +1%, 0% | +23%, -1%, +7% | +27%, -9%, +9%

(Error Correct Cct)

mul (16-bit Mult)

187, 589, 1253

+10%, +1%, +6%

+16%, +1%, +7%

+15%, +1%, +5%

c3540
(ALU + Control)

169, 483, 972

+5%, +0%, +4%

+13%, +0%, +7%

+7%, +0%, +5%

c1355

(Error Correct Cct)

67, 300, 345

-3%, +3%, +2%

+40%, +1%, +15%

+37%, -3%, +15%

c499

(Error Correct Cct)

59, 145, 194

-15%, +4%, -7%

+7%, -1%, +15%

+14%, -10%, +15%

c880
(ALU + Control)

63, 203, 266

+6%, +3%, +3%

+44%, +9%, +11%

+49%, +10%, +18%

lcdm (LCD Disp
Controller)

259, 750, 2201

+4%, +2%, +5%

+10%, +6%, +10%

+10%, +6%, +12%

sw_f128 (Rurtial
Viterbi Decod)

290, 782, 1786

+2%, +5%, +14%

+5%, +8%, +19%

+2%, +3%, +12%

s$1196 (Logic)

98, 280, 516

-2%, -3%, +4%

+8%, -3%, +7%

+16%, -2%, +6%

51423 (Logic)

60, 195, 339

+5%, +2%, +2%

+9%, +1%, +7%

+12%, -7%, +4%

s5378 (Logic)

236, 639, 1487

+3%, 3%, +6%

+9%, +11%, +20%

+8%, +9%, +15%

s820 (PLD) 63, 158, 257 +1%, +5%, 0% | +19%, +2%, +6%| +19%, -2%, +9%
s832 (PLD) 64, 156, 271 +2%, +8%, 0% | +19%, -6%, +3% | +22%, -4%, +7%
s838 (Fractional 59, 200, 264 -2%, -5%, +3% | +13%, -1%, +6% | +16%, -7%, +6%

Multiplier)

s$9234 (Logic)

249, 801, 1659

+1%, -4%, +1%

+5%, -1%, +4%

+9%, 0%, +2%

Average
Increase

longs: 1%
doubles: 2%
singles: 3%

longs: 16%
doubles: 2%
singles: 7%

longs: 17%
doubles: 0%
singles: 9%




Table 3: Critical Path Delay under Diérent Pin Constraints for the Altera FLEX 8000 FPGAs

Avg.

# | cpea | WOFFPGA | Crit A"g'a%'t' Avg. Crit. | Avg, Crit.
Circuit /0 Device Pinsand Path Dela Path Delay Path Delay
pins LEsused | Delay y (bpc) (rpo)
(spc)
(npe)
dalu 91 EPF8820 60% pins 175.2 181.6 ns 180.3 ns 193.5ns
(ALU) GC192-3 67% LEs ns (+4%) (+3%) (+10%)
c1908 (Error | 58 EPF8282 87% pins 137.1 139.6 ns 1379 ns 139.9 ns
Correct Cct) LC84-3 63% LEs ns (2+%) (0%) (+2%)
mul 64 EPF8820 41% pins 297.6 297.1ns 344 ns 75pfp:
(16-bit Mult) GC192-3 97% LEs ns (0%) (+16%) 332.5ns
(+12%)
c3540 (ALU | 72 EPF8452 60% pins 176.5 166.6 ns 70pfp: 55pfp:

+ Control) GC160-3 97% LEs ns (-6%) 163 ns (-7%) | 181.6ns(+3%)
c1355 (Error | 73 EPF8282 95% pins 95.4ns| 91.8ns 85pfp: 90pfp:
Correct Cct) TC100-3 39% LEs (-4%) 90.9 ns (-5%) | 89.3 ns (-6%)
c499 (Error 73 EPF8282 95% pins 89.5ns| 94.4ns 90.7 ns 92.7 ns
Correct Cct) TC100-3 39% LEs (+6%) (+1%) (+4%)
c880 (ALU + | 86 EPF8452 72% pins 137.5 149.8 ns 144.4 ns 148.9 ns

Control) GC160-3 31% LEs ns (+9%) (+5%) (+8%)
1196 30 EPF8452 43% pins 72.6ns| 70.9ns 80 ns 75.5ns
(Logic) LC84-3 65% LEs (-2%) (+10%) (+4%)
51423 24 EPF8282 37% pins 207.6 203.9ns 207.9 ns 205.6 ns
(Logic) LC84-3 79% LEs ns (-2%) (0%) (-1%)
s5378 86 EPF8820 56% pins 66.8 ns 68.6ns 73 ns 71.4 ns
(Logic) GC192-3 69% LEs (+3%) (+9%) (+6%)

s820 (PLD) | 39 EPF8282 60% pins 64 ns 60.1 ns 69.4 ns 62.7 ns
LC84-3 59% LEs (-6%) (+8%) (-2%)

s832 (PLD) 39 EPF8282 60% pins 63.1ns| 65.5ns 67.5 ns 65.1 ns
LC84-3 60% LEs (+4%) (+7%) (+4%)

s838 (frac- 39 EPF8282 60% pins 425ns| 429ns 41.7 ns 40.3 ns
tional mult) LC84-3 60% LEs (0%) (-2%) (-5%)

s9234 43 EPF8820 23% pins 101.6 103.7 ns 107.1ns 107.8 ns

(Logic) GC192-3 52% LEs ns (+2%) (+5%) (+6%)

Average 0.7% 3.6% 3%
Increase




Table 4: Routing Resource Utilization under Bifent Pin Constraints for the Altera FLEX 8000 FPGAs

FastTrack Increasein Increasein Increasein
| nter connect FastTrack FastTrack FastTrack
N I nterconnect I nter connect I nter connect
Circuit Usage (npc)
o Usage (spc) Usage (bpc) Usage (rpc)
colu mSns rows, rows, rows,
columns columns columns
dalu (ALV) 310, 88 -2%, +24% +6%, +69% +6%, +76%
€1908 (Error 138, 46 +3%, -7% -2%, -4% +10%, +7%
Correct Cct)
mul 436, 117 +12%, +11% +9%, +56% 100pfp: failure
(16-bit Mult) 75pfp: +7%, +42%
c3540 230, 68 0%, 0% 100pfp: failure 100pfp: failure
(ALU +Control) 70pfp: +9%, +15% 55pfp: +18%, +79%
¢1355 (Error 87, 56 +2%, 0% 100pfp: failure 100pfp: failure
Correct Cct) 85pfp: +13%, +7% 85pfp: +18%, +5%
c499 (Error 86, 55 -2%, +2% +13%, +11% +21%, +11%
Correct Cct)
c880 (ALU + 103, 60 0%, +5% +4%, +10% +36%, +35%
Control)
1196 141, 32 0%, +22% +6%, +138% +6%, +138%
(Logic)
51423 93, 17 +8%, +35% +1%, 0% +9%, -6%
(Logic)
s5378 371,108 +14%, +33% +18%, +61% +26%, +81%
(Logic)
s820 85, 22 +9%, +9% +11%, +18% +12%, +23%
(PLD)
s$832 81, 24 +7%, 0% +15%, 0% +11%, +17%
(PLD)
s838 (fractional 96, 7 -2%, +29% -1%, +43% +4%, +43%
mult)
s9234 260, 64 +8%, +36% +10%, +34% +11%, +53%
(Logic)
Average row tracks:3% row tracks: 7% row tracks:13%
Increase col tracks: 14% col tracks:33% col tracks:43%




An interesting obseation is that the number of doubles

increase in utilization of M and column dst track
interconnect is quite pronounced in all other pin con-

and singles used is a small fraction of the total number straint cases.

of doubles and singlesvailable. or example, in the

unconstrained case of sw_f128 only about 32% of the The Altera FLEX 8000 FPGAs seem to be slightly sus-

available doubles and 21% of theadable singles are
used. Onerage less than 25% of theadable doubles

ceptible to routingdilures under random pin constraints
in cases where the 1/O pin or logic element utilization is

and singles were used. This demonstrates that a greatlose to 100%. The cause of this seems to be the archi-

deal of flibility may have to be presentub not neces-

tectural restriction that each I/O pin can connect to only

sarily used, to complete the routing. Also it appears thatone (unique) ne@ or column of routing tracks &bt

the Xilinx placement and routing tool uses as yrlang
lines as possible to minimize routing del®ote that
routing delay is a major contriking factor to the werall
critical path delay in an FPGA. More detailed informa-
tion on the percentage of the totak#able logic and

tracks). Some flability here, e.g. allwing an 1/O pin to
connect to a number ofws or columns, will probably
lead to better routability under random pin constraints. It
seems that system designers, when implementing a cir-
cuit using FLEX 8000 FPGAs, should {eaabout 20%

routing resources used up by each benchmark circuit isof the logic elements and 1/O pins free Woid routabil-

given in [Khal95].
3.2 Resultsfor the Altera FL EX 8000 FPGASs

Table 3 presents thefeft of fixed-pin assignment on
the delay of the Altera FPGAs for the benchmark cir-
cuits. This is similar to dble 1 and the purpose of each
column is the same.oF all the circuits the smallest
FPGA that weould fit the circuit vas used. Thevarage
delay increase for thgpc case wer all circuits vas ng-
ligible (0.7%). The werage delay increase for the bad
pin assignmentbpc) case was 3.6%, and for the ran-
dom caserfpc) was 3%. The wrst case increase in
delay forspc, bpc, andrpc cases were 9%, 12%, and
16% respectiely. We can conclude from these results
that the merage increase in delayar all the circuits is
small and the wrst case increase in delay is significant.

Two circuits €3540 andc1355) were un-routable for the
bpc case and three circuitsn@l, ¢3540, and c1355)
were un-routable for thepc case. © enable the tool to

ity problems due to pin constraintsorFless tightly
pacled circuits, the amount of routing resources used
were increased magklly, but there are sfitient routing
resources \ailable to handle the increased demand.
More detailed information on the percentage of the total
available logic and routing resources used up by each
benchmark circuit is gen in [Khal95].

4 Conclusions and Future Work

In this paper we ha presentedx@erimental results on
the efect of fixing FPGA pin assignment on the result-
ing speed and routabilityVe shoved that the éécts on
delay are mainal on aerage and significant in particu-
lar cases. The fefcts on delay are more pronounced in
the case of circuits that use up almost all of tfalable
FPGA /0 pins and logic blocks. The fafts on
routability are significant for almost all the circuits.

The main contribtion of our vork is that we hae pre-
sented some quantitedi results on the fefcts of fixing

complete routing, some of the pins were left unassigned FPGA pins on delay and routabilitgo fr the gidence

(the tool chose the pin assignmenfyr Example, for the
circuit mul under therpc case,75pfp implies that the
circuit would successfully route if 75% of the pins were
fixed and 25% of the pins were left unassigned.

Table 4 gves the routing utilization obtained for the
same placement and routingperiments as indble 3.
This is similar to @ble 2 and the purpose of each col-
umn is the same. Altera uses aotlevel hierarchical

to this efect was anecdotal and contrary to what our
results indicate. Our results will be useful to system
designers using FPGAs in their haate designs and
CAD tool developers inolved in the deelopment of
layout synthesis tools for multi-FPGA systems.

It appears that thex#ra long lines preided on the
periphery of XC4000 FPGAs arefeftive in handling
pin constraints. One research issue this raisesvis ho

routing architecture and the routability is determined by mary such lines should be prided for FPGAs of dif-

the utilization of the @ and columndist track intercon-

ferent sizes and ddrent number of I/O pins. The

nects that span the whole length and width of the chip FPGAs from the Xilinx XC3000amily are still widely

[Alte94b]. Compared to thenpc case, the \serage

used. A similar study for those FPGAs is needed to



determine the &ct of pin constraints on their speed and

routability.

Circuits that utilize carry chains and wide

edge decoders [Xili94a] may limit the fibility avail-

able to the

placement and routing tool. THeatfof pin

constraints may be more pronounced for such circuits.
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