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Abstract

In this paper we irvestigate the speed andeareficiency of
FPGAs employing “lgic clustes” containing multiple LUTs and
registers as their lgic blok. We intoduce a ne, timing-driven
tool (FVPack) to “padk” LUTs and egisters into these lgic
clustess, and we show that this algorithm is superior to =isteng
padking algorithm. Then, using &alistic outing achitectue and
sophisticated delay and ea models, we empiricallyvaluate
FPGAs composed of clusseranging in size 5m one to twenty
LUTs, and show that clusteof size sgen though ten povide the
best aea-delay tade-of. Compaed to cicuits implemented in an
FPGA composed of size one clustesircuits implemented in an
FPGA with size sen clustes have 30% less delay (a 43% iesase
in speed) andaquire 8% less aa, and cicuits implemented in an
FPGA with size ten clustehave 34% less delay (a 52% iease in
speed), andaquire no additional aga.

1. Introduction

Much of the speed and aredigéncy of an FPGA is determined by
the logic block it emplgs. If a \ery small, or fine-grained, logic

is quite competitie with that of FPGAs using single look-up table
(LUT) logic blocks. Third, an FPGA composed ofgadogic clus-

ters requires feer logic blocks to implement a circuit than an
FPGA using a more fine-grained block. This reduces the size of the
placement and routing problem, and hence design compile time —
an increasingly important concern as the logic capacity of FPGAs
rises. Finallywe shav in this paper that clustérased logic blocks

can improe FPGA speed compared to single-LUT logic blocks by
reducing the number of connections on the critical path that must be
routed between logic blocks.

Prior research [Betz98a] has focused only on the afefeaty of
different sizes of logic clusters. In thiork, we simultaneously
examine both the areafifiency and the speed of FPGAs using dif-
ferent logic cluster sizes. Since both speed and density are crucial in
modern FPGASs, only byxamining both issues can we determine
the best logic cluster size. As well, we use a more comghel
realistic routing architecture than [Betz98a] in ourestications,
leading to more accurate architectural conclusions. Finele/
present a ng timing-driven algorithm (TVPack) to “pack” cir-
cuitry into logic clusters. Relat to prior vork [Betz97a], this ne

block is used, man connections must be routed between thealgorithm not only imprees circuit speed,u also reduces the total
numerous logic blocks [Rose93]. Since routing consumes most @mount of routing required between logic blocks, resulting in
the area and accounts for most of the delay in FPGAs, a small logi@proved area-diciengy.

block often results in poor aredfiefency and speed due to the Thig paper is @anized as follas. Sectior? introduces the struc-
excessve routing required to connect all the logic blocks. If, on they e of clustebased logic blocks. In Secti@we outline the

other hand, aery lage, or coarse-grained, logic block is enygld,
the logic block area and delay may becoxeessie, agin result-

experimental methodology used teatuate the utility of dfierent
cluster sizes. Then, in Sectidnwe eplain why the area-delay

ing in poor area-éitiency and speed [Rose93]. Choosing the besty oqyct is useful foraluating the quality of each architecture.

size, or granularityfor an FPGA logic block thereforeviolves bal-
ancing comple trade-ofs.

In this work we determine the best size for “cludbased” logic

Next, Sections describes the FPGA architecture and timing models
used in our eperiments. Sectiof describes a metiming-driven
logic block packing algorithm ¢VPack) and eplains the enhance-

blocks, which we refer to as “logic clusters”. This style of logic ments it contains relag to an earlier CAD tool, Vak. In

block is of interest for seral reasons. First, the Altera ¥lseries
FPGAs [Alte98], the Xilinx 5200 and iex FPGAs [Xili97,
Xili98], and the \antis VF1 FPGAs [¥nt98] all emply cluster

Section7 we presentx@erimental results comparing "€k and T
VPack, and the &ct of various cluster sizes on FPGA area and
delay Section8 discusses potential sources of inaccuracies. Finally

based logic blocks, so research concerning the best size of logit Section9 we present our conclusions.

clusters is of clear commercial interest. Second, prior resear

[Betz98a] has shwn that the area-Bfiency of large logic clusters

% Cluster -Based Logic Bloc ks

Clusterbased logic blocks, dogic clustes are a generalizedew

sion of the Logic Array Blocks used in AltesaFLEX 8K and
FLEX 10K parts [Alte98]. Figurd-a shavs the structure of basic

logic elemenbr BLE [Betz98a] which consists of a 4-LUT plus a
flip-flop. A logic cluster consists of one or more BLEs, plus the
local routing required to connect them togettégurel-b shevs

how the BLEs are connectedoiclusters of size greater than one,
the architecture used is fully connected: each BLE input can be
connected to anof the cluster inputs or to the output of/af the
BLEs within the clusterClusters of size one (i.e. a cluster contain-
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Figure 1. Structureof basiclogic element (BLE) and logic
cluster.

ing a single BLE) do not contain local routing, and henee nai-
ther multiplexors on the BLE inputs nor local feedback paths.

Following the comention of [Betz97a], we use twparameters to
describe a logic clusteN andl, whereN is the number of BLEs
per cluster antlis the number of inputs per clustbr [Betz97a] it
is shavn that setting = 2 [N + 2 is suficient for complete logic
utilization, so we use this relation for all of ousperiments.

3. Experimental Methodology

We use an empirical method tepéore diferent FPGA architec-
tures. This imolves technology-mapping, packing, placing, and
routing benchmark circuitsinto realistic architectures with clus-
ters of size 1 through 20. &\then estimate the area required by
each architecture to implement each benchmark circuit, and mea
sure the speed of each implementation. At this point we ha
enough information to judge the quality of each architecture.

3.1 CAD Flow

Figure? illustrates the CAD flw for our experiments. Each circuit
we use is logic-optimized by SIS [Sent92] and then technology-
mapped into 4-LUTs by FeMap [Cong94]. VRck [Betz98b,
Betz97b, Betz99] or-VPack is then used to group the LUTs and
registers into logic clusters of the desired size. Finalyyuse VPR
[Betz98b, Betz97b, Betz99] to place and route each circuit. ¥ PR’
timing-driven router gtracts the elmore delay [EImo48] of each

routed net, and performs a path-based timing analysis to determing Architecture Ev aluation —

the delay of the circuit critical path. FinalyPR uses a transistor

Circuit

|

| Logic Optimization (SISj

| Technology Map to 4-LUTs (FM\/Iap)|

Cluster

&lus (N)_>| Pack BLESs into Logic Clusters {VPack) |

Placement (VPR)
Routing (VPR)

Cluster Size Dependent
Architecture Models 3=
(based on 0.3am process

Timing and Area Results

Figure2. CAD Flow

In FPGA architecture and CAD research, it isveonent to hae
tools which can ary the FPGA dimensions (number of columns
and ravs) and channel width (number of tracks in each channel).
VPR allows this, and it also alfes us to find theninimum channel
width required to successfully route a circuit. By wailg the
channel width to ary, and searching for the minimum routable
width, we can detect small imprements in FPGA architectures or
CAD algorithms that might otherwise go unnoticed. Compare this
to mapping a circuit into a fed size FPGA — this euld only tell

us if it fit or not. It is more difcult to drav architectural conclu-
sions from such a “binary” result.

VPR is capable of performing boltiigh-stessandlow-stressrout-

ings [Svar98]. A high-stress routing occurs when VPR routes a
given circuit into an FPGA with the minimum channel width
required for a successful routingp &ccomplish this, VPR repeat-
edly routes each circuit with d#frent channel widths, scaling the
architecture accordingly until it finds the minimum number of
tracks in which the circuit will route. A Veo-stress routing occurs
when an FPGA has significantly more routing resources than the
minimum required to route a@n circuit. In our gperiments we
define a lav-stress routing to occur when there are 30% more
tracks per channel than the minimum required.

We feel that lav-stress routings are indicagi of hav an FPGA
would generally be used (it is rare that a user will utilize 100% of
the routing and logic resources), so all of the results that we
present are based ormwestress routings. Additionallythe lav-
stress and high-stress results agy\similar and both cases result

in the same conclusions.

Area-Dela y Product

based area model [Betz98b, Betz99] to estimate the total layoutOne metric that we will use tovaluate the quality of diérent

area required by this FPGA.

1 our benchmarks consist of 20 of the largest MCNC circuits [Yang91] and
5 University of Toronto benchmark circuits [Leve98, Ye98, Gall98,
Padi98, Hame98]. The circuits range in size from 1047 to 8383 4-LUTs.
The MCNC circuits used are: alu4, apex2, apex4, bigkey, clma, des, dif-
feq, dsip, elliptic, ex1010, ex5p, frisc, misex3, pdc, s298, s38417,
s38584.1, seq, spla, and tseng. The University of Toronto circuits used
are: des_fm, des_sis, marb, grayscale, and wood.

architectures is the area-delay produce fé&el that there are tw
reasons that this metric messense:

1. Intuitively, we want to find the point at which we are
sacrificing the least amount of area for the most
improvement in speed. @&n that we can wahys trade
area for speed (see belp and speed for area, it mesk
sense to combine theseatfactors into one cuevto see

where the best tradefafccurs.



2. Much of the performanceain from using an FPGA is  length of four with 50% of the sgments connected by tri-state
derived from parallelizing functional units, rather than buffers and 50% connected by pass-transistorsyigee good
raw clock speed. In this castroughput = number of area-eficiency and speed for FPGAs containing logic clusters of
functional units[lod rate Another vay of looking at size four An example of this routing architecture is sho in

this is, throughput = (1/aea per functional unit{J(1/ Figure3. We implicitly assume that this routing architecture is
delay) Therefore if we minimize the area-delay product, good for architectures containing logic clusters of all sizes, and we
we will maximize throughput. use this routing architecture in all of owperiments. Ideallyone

. ) would like to find the best routing architecture for each FPGA
There are tw maln.factors' Whlch can tdct the area-delay product employing a diferent cluster size,u this would require a huge
of an FPGA: transistor sizing, and the FPGA architecture. In gen-3mount of dbrt. By basing all of ourxeriments on this routing

eral, the speed of an FPGA can be increased (to a point) by sizingchitecture, we may slightlyafor architectures with size four
up the liffers and transistors within the FPGAJtlihis increases  |usters wer other architectures.

area. Alternatiely, the FPGA can be made smaller by sizing/tio ] ) ]

the huffers and transistors,ub this dgrades the FPGA perfor- 5.3 Effect of Varying Cluster Siz e on FPGA Routing

mance. Segment Length

As we increase the cluster size, both the logic area per cluster and
routing area per cluster gro The logic cluster and its associated
routing is called a tile. Figuré demonstrates hoa tile gravs as
cluster size is increased. This increased tile size results in routing
segments with the same logical lengthvimg physically different
lengths for logic clusters of dérent sizes.

Throughout this papewe will size the transistors in each FPGA
architecture to minimize the FPGAarea-delay product. Only by
resizing transistors appropriately for each architecture in thjs w
can we &irly compute the speed and arefieefngy of FPGAS
with different logic block architectures.

5. Architecture Modeling We define the measured length of a routirgyreent as itphysical

To evaluate the speed and area of an FPGA we must choose ndength There is a linear relation between thegibal length of a
only the logic block architectureubalso a routing architecture  routing sgment, and the resistance and capacitance of that se
and transistor sizes. The follimg sections detail all of our archi- ment. W hare experimentally determined theverage rate at
tectural choices, which are pided to VPR in an architecture  which the FPGA tiles g with cluster size, and ke used this
description file [Betz98b, Betz99]. knowledge to appropriately scale the routingreent resistance

51 Basic Ar chitecture and capacitancealues for the arious cluster sizes.

We investicate island-style FPGAs in which each logic block bor- 94 Scaling T ransistor and Buff ers to Compensate f or

ders a routing channel on its four sides. Each circuit is mapped to Increased Segment Ph ysical Length

the smallest square FPGA with enough logic blocks and pads toTo compensate for dérences in the capacitance and resistance of
accommodate it. The FPGAs of Xilinx [Xili94], Lucenedhnolo- different length routing ggnents, we scale the routing pass-tran-
gies [Luce98], and antis [\ant98] emply an island-style archi-  sistors and bffers. All of our transistor andulffer scaling is in
tecture. relation to a base architecture that has been area-delay optimized
or clusters of size four [Betz98b, Betz99]. From this base archi-
ecture, we linearly scale ouuffers and pass transistors depend-
ing on the relation between thewnegment lengths and the base
segment length. &r example, in an FPGA with size 16 clusters, the

Delays, capacitances, and resistances of the FPGA circuitry arn{
obtained from SPICE [Meta92] simulations of TSM@.35um
CMOS process.

5.2 Routing Ar chitecture physical sgment length is approximately 2x longer than in an
We define the number of logic blocks which a routingnsent architecture with size 4 clusterso Tnaintain roughly the same
spans as théogical length of that sgment. [Betz98b, Betz99]  routing speed, we increase the size of the routing switches con-
found that an architecture in which routingsents hee a logical necting to each wire by adtor of 2. In Sectiofd.2 we \erify that

this linear scaling of differs and pass-transistors withgeeent
length preides the best results.

Logic Logic Logic Logic Logic
Clustef||| Cluster || | [Cluster | ||| Clustef||| | Cluste In our architecture models, we account fariations in delay
{ \ / ' caused by resizinguffers and pass-transistors. Also, changes in
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area due to the use of fdifent sizes of routing pass-transistors and 6. Packing Algorithms
inverter chains are automatically calculated by VPR.

5.5 Varying F ¢ i, and F¢ o With Logic Cluster Siz e

In [Rose91] it is shen thatF . = W is good for logic clusters of
size one; i.e. each logic block pin can be connectedytoaaning

The packing step (in Figu®® takes a netlist consisting of LUTs
and flip-flops and produces a netlist consisting of logic clusters.
This involves combining the LUTs and flip-flops into BLEs, and
then grouping the BLEs into logic clusters.

track in an adjacent channel. As cluster size increases, setting here are tw main constraints that packing algorithms must meet:

F. = W provides more flgibility than is required, wasting area.
In [Betz98b, Betz99] it is shen that setting~. on the input pins

(Fc,in) to 20N/N andF; on the output pinsF(, o) to W/ N

provides a good kel of routing fleibility, so all of our eperi-

ments use thesahes for clusters of sizes other than one.

5.6 Detailed Logic Cluster Structure

In Figure5 we shav the structure of a logic cluster and the cir-
cuitry connecting the logic clusters to the main FPGA routing.
Tablel shavs delay alues for selected cluster sizes. The multi-
plexor, buffer, LUT, and flip-flop delays were obtained by model-
ing the structures in SPICE [Meta92] with TSMQ0.35 Um

process parameters.
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Figure5. Detailed Logic Cluster Structure

Table 1: Selected Logic Cluster Delay Values (in

picoseconds) 0.35 pum CMOS

BtoC
Cluster and D
Size AtoB toC CtoD |BtoD
1 (No Local

Muxes) 761 140 379 519
2 761 627 379 1006
4 761 761 379 1140
8 761 902 379 1281
16 761 1056 379 1435
20 761 1084 379 1463

I_ll

1. The number of BLEs must be less than the cluster size,
N.

2. The number of distinct inputs generated outside the
cluster and used as inputs to BLEs within the cluster
must be less than or equal to the number of cluster
inputs,l.

In this section, we present dwpacking algorithms, Vdtk
[Betz97b, Betz98b, Betz99], andvPack. Then we shw that our
new T-VPack algorithm outperforms the original &€k algorithm
in both area and critical path delay

6.1 Input-Sharing VP ack Algorithm

The original VRck algorithm has tevoptimization goals. The first

is to pack each logic cluster to its capacity in order to minimize the
number of clusters needed. The second goal is to minimize the
number of inputs to each cluster in order to reduce the number of
connections required between clusters.

Vpack uses a greedy algorithm to construct each cluster sequen-
tially. At the start of each cluster operation, Vpack selects as a
“seed” an unclustered BLRith the most used inputs, and then
places this “seed” into a clust€r Then VRick selects a meBLE,

B to pack intoaC based on thattractionthatB has toC. Attraction

is determined by the number of inputs and outputs Bhaimd C

have in common:

Attraction(B) = |Nets(B) n Nets(C)| 1.1

After each cluster reaches capacitsicking bgins on a ne clus-

ter. The process terminates when there are no more unclustered
BLEs left. The time complety of this algorithm is O(}a,0)
(where n is the number of BLEs in the circuit angykis the
fanout of the highesaihout net) which results in arezution time

of about four seconds to pack thegkst circuit (clma) on a 296
MHz UltraSRARC-II processar

6.2 Timing-Driven T -VPack Algorithm

Our nev packing algorithm is based on the originala¢R algo-
rithm, hut its optimization goal is minimizing the number afes-

nal connections (connections between clusters) on the critical path.
The reasoning behind this is thaternal connections ke higher
delay than internal connections (connections within a cluster), so
by reducing the number okirnal nets on the critical path, we
will reduce the circuit delayThe first stage of this algorithm
involves computing which connections are on the critical path. W
then sequentially pack BLEs along the critical path into logic clus-
ters and recompute which BLEs are critical.

6.2.1 An Overview of Slack and Criticality Calculation

The first step in determining which nets are critical is to determine
the sladk of each connection [Hitc83, Fran92]. Slack is defined as
the amount of delay which can be added to a connection without
increasing the delay of the entire circuit.

Calculating slack wolves computing the aual time, T,jyq and

the required arval time, Trequied @t all BLE input pins. This is
accomplished using wwbreadth-first tneersals of the circuit; the



first traversal propagtesT,,iyq forward from input pins and gés-
ter outputs (Sources), and the second prasdlequied Pack

from output pins and gaster inputs (Sinks). The slack of a connec-
tion driving a BLE input pinj, is defined as:

slack(i) = T, equirea() =T (1.2)

arrival(i)

Finally, we define the criticality of the connectionwing inputi
as:

slack(i)
MaxSlack

whereMaxSla is the lagest slack amongst all point-to-point con-
nections in the entire circuit.

Connection_Criticality(i) = 1- (1.3

6.2.2 Delay Estimates of an Unplaced and Unrouted Circuit

To obtain a good packing solutibthe FVPack algorithm models
three types of delay: The delay through a BLHpgic_delay the

within the cluster currently being paak C. If B does not hae ary
connections t& then the base criticality score is zero. In Fighire
we illustrate hw the Base_BLE_Criticalityvalues are assigned.
We have labelled each connection between unclustered BLEs and
BLEs within the cluster with a criticalityalue. Notice ha the
base criticality of each BLE is assigned the highest criticadilyes

of all its connections to the cluster

When selecting which BLE to absorb into a cluster there is a high
potential for multiple BLEs to h& the same base criticalitglue.

We use a tie-bre@&k mechanism to select which BLEs are the most
beneficial to pack. This mechanism is based on the desire to pack
BLEs together in a manner that mosfeefively reduces the
number of BLEs remaining on the critical paths. This is best illus-
trated by anxample.

In Figure7 we hae darlened connections and BLEs on the critical
paths. Notice that when selecting which BLEs to place into a clus-
ter, it is more beneficial to absorb certain critical BLEsroother
critical BLEs. In this case, absorbing BLEs H, |, andauld be

connection delay between blocks within the same cluster ormuch more beneficial than absorbing BLEs A, D, aneM& can

intra_cluster_connection_delagnd the connection delay between
blocks that are in diérent clusters, or
inter_cluster_connection_delaywe experimentally determined
that settinglogic_delay0.1, intra_cluster_connection_dela.1,

and inter_cluster_connection_delag.0 results in the clustered
circI:l;zits haing the smallest delay after placement and routing by
VPR,

6.2.3 The Attraction Function

We etend the attraction function from the original &k algo-
rithm to include timing information. The first BLE that is placed
into a cluster is the unclustered BLE that iveini by the most crit-
ical connection in the circuit. Then, based on our attraction func-
tion (Equation 1.8, belw) we add the most attraedi BLES to the
cluster We repeat this absorbtion until either no more BLEs will fit
into the clusteror all of the cluster inputs are used. Once a cluster
is full, we start a n& cluster with a n& seed, and repeat the pro-
cess until there are no unclustered BLEs left in the circuatngd
describe ha blocks are selected for absorbtion.

We define the base criticality of each unclustered BBEpr
Base_BLE_Criticality(B) to be the maximum
Connection_Criticalityalue of all connections joininB to BLEs

Base BLE
Criticality=0.95
BLE 0.75 BLE —‘
0.65
[ 0.95
—1 BLE BLE
— 0.97
Base BLE C|USt€l’ C

Criticality=0.97

Figure 6. BLE Base Criticality Assignment

1 A good packing solution is one that results in the smallest delay after be-

ing placed and routed by VPR.
2 Note that these delay values amdy used in the packing procegster

see that absorbing H, |, and Jeafs the criticality of seen BLEs
(A, B, C, D, E, Fand G), while absorbing A, D, and Pwd only
affect the criticality of three BLEs (H, |, and J). Clearly it is best to
cluster BLEs that reduce the criticalities of the most other BLEs.

We define threeariables that &ep track of the number of critical
paths that each BLE in the circuitfedts. First we define
input_paths_décted as the number of critical paths between
sources in the circuit and the BLE currently being labelleckt Ne
we defineoutput_paths_#&éctedas the number of critical paths
between the sinks in the circuit and the BLE currently being
labelled. Finallywe definetotal_paths_dectedas the sum of the
previous two variables. The calculation of thesariables is
explained belov.

The BLE labels in Figur@ demonstrate thmput_paths_décted
value for each BLE. W assign ansources that are on the critical
paths with aninput_paths_décted value of one, and all other
sources are set to zero. Then we perform a breadth-firstged of
the circuit starting at the sources, and define
input_paths_déctedvalue as in (1.4).

the

packing is complete, VPR places and routes the circuits and extracts the

real (elmore) delay of each routed net. All of the delay results that we
present in this paper are computed by VPR.

Figure7. Criticality Tie-Breakers



input_paths_affected(B) = (1.4) 7.1 Cluster Siz e Comparison using both VP ack and T-

VPack
Z\ input_paths_affected(D) In this section we present results from circuits pactwith both
0D Ocritical inputs(B) VPack and TVPack. W& demonstrate that theVIPack algorithm
Wherecritical inputs(B) refers to the BLEs dring the connec- IS superior to the Véck algorithm, and we shothe efects of
tions onB’s inputs that are on the critical path. increased cluster size on area and delay
Theoutput_paths_#&éctedvariable is calculated in the same man-
ner, but it starts at outputs andovks back taards the inputs. —_
0w Te+06 ——
53 -
output_paths_affected(B) = (1.5) ;;:.g 6e+06 |
Z output_paths_affected(D) % &Q  se+06f
0D Ocritical outputs(B) Q 5
We definetotal_paths_d&ctedas g a 4e+061
o
= O 3e+06f
total_paths_affected(B) = (1.6) =R e
input_paths_affected(B) + output_paths_affected(B) i z 264061
Criticality(B) is defined as. =
E ¢ 1et06) . i ) 1
L L €5 Timing-Driven Packing ——
Criticality(B) = Base BLE_Criticality(B) + 2.7) S0 0 ‘ ‘ ‘ . Non-Timing Packing
(e Ctotal_paths_affected(B)) Q

where € is a ‘ery small walue that ensures that the
total_paths_décted \alue acts only as a tie-breaking mechanism.

Finally, we define our ne attraction function as folles:

Attraction(B) = a [Criticality(B) + (1.8)
(1-q) |:lNets(B) (03 Nets(C)|

WhereG is a normalizationdctor which is set to the maximum
number of nets to which gra BLE can connect, i.e.

G = #BLE inputs + #BLE outputs + #BLE Cloc (1.9

In (1.8),a is a trade-dfvariable which determines Wwomuch we
wish the attraction to befatted by criticality vs. input pin shar-
ing. If we set to 0 then we hae a purely pin-sharing based algo-
rithm, and the program functions the same as the originatk/P
algorithm. If we sett to 1 then we ha an algorithm that focuses
only on minimizing the critical path with no concern for the
number of inputs shared.8\&perimentally determined that set-
ting a to a \alue of 0.75 results in clusterings with the least delay

Critical Path Delay (In Seconds,
Geometric Aerage Oer 25 Circuits)

The time compleity of this algorithm is O(f) (where n is the
number of BLEs in the circuit) which results in ameution time

of about two minuted to pack the lagest circuit (clma) on a 296
MHz UltraSRARC-II processar

7. Area and Delay at Various Cluster Siz es

This section shas the eflect of \arying cluster size on the area and
delay of the benchmarks. Thisselves packing, placing, and rout-
ing the benchmark circuits and comparing the resulting FPGA area
and critical path delayThe results that we present are based on
low-stress routings (described in Sect®h).

Area-Delay Product
(Geometric Aerage Oer 25 Circuits)

1 There is an option in T-VPack which allows the user to specify how many
blocks, P, to pack before re-computing the timing information. This re-
duces the time complexity to d(ﬁ). We have found that performing a
timing analysis only once at the beginning (set P=n) does not reduce the
quality of the placed and routed circuits. This reduces the complexity to
O(kmaxd), and requires only a few seconds to pack the largest circuit.
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7.1.1 Area and Delay as Cluster Size is Increased

After the benchmark circuits were packwith the tw different
clustering algorithms, tlyewere placed and routed using VPR to

obtain area and critical-path delay estimations. The total area of

each circuit (logic plus routing) is\gin in terms of the equalent
number of minimum-width tansistor aeas A minimum-width

transistor area is the layout area occupied by the smallest transistor
that can be contacted in a process, plus the minimum spacing to 2

another transistor abe it and to its right [Betz98b, Betz99].

In Figure8 we shav the geometric\erage of the total circuit area
of the benchmarks vs. cluster size. It can be seen that\fRadk
algorithm has significantly impved the area required for each cir-
cuit when compared to the original &€k algorithm, particularly
for larger cluster sizes (this imprement is eplained in
Section7.1.2).

Area is afected by two factors. First, as we increase cluster size we

reduce the routing requirements between clusters, so we require
less routing area. Second, as we increase cluster size, the total area

of the multiplors within each cluster gns quadratically For
sufiiciently lamge clusters, the area reductions in the routing are
overtalen by the increased area required within thgelaclusters.

Figure9 shavs the geometricv@rage of the critical path delay of
the benchmarks vs. cluster size for both algorithms, and demon
strates that the delay for theVPack algorithm is less than the
delay for the original V&ck algorithm. Additionallythis graph
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Figure11. Number of Nets Absorbed vs. Cluster Size

cluster a BLE with BLEs that are in itarf-in or fin-out, rather
than with BLEs that it shares inputs with. As a resulfPack pro-
duces circuit packings in which matow-fanout nets hae been
completely absorbed into logic clusters

Figurell shavs the number of nets absorbed vs. cluster size for
both VRack and TvPack. Since IVPack has absorbed more nets

shaws that the critical path delay is decreasing as cluster size isthan VRack, it has faer nets to route between clusters than the

increased. This means that for clusters of size one through 20
larger clusters pndde better speed (a detailexp&anation of wiy
this occurs is gien in Sectiory.1.3).

In Figurel0 we shw the geometric \®rage of the area-delay
product of the benchmarks vs. cluster size. Compargack to

VPack, we can see thatVIPack has impreed the area-delay prod-
uct by about 20% for clusters of sizese through ten. This repre-

output of VRick; havever, the aerage &nout of each intecluster
net is slightly higher (not shan). The net result is that the circuits
pacled with FVPack are someghat easier to route than the circuits
pacled with VRack, resulting in a reduction in the routing area
required.

7.1.3 Explanation of Delay Results

sents a comparison of both algorithms at their best performancdn Figurel2 we shw the relationship between the number of

points. At lager cluster sizes the\Pack algorithm preides een
more of a performancea@. This is mainly due to the increased
number of nets that the-MPack algorithm completely absorbs
within clusters, resulting in reduced circuit area.

Figure10 males an important result visible — clusters of size
seven through ten prade the best tradefobetween area and
delay Compared to a cluster of size one, a cluster of siandeas

an area-delay product that is 36% betterd a cluster of size ten
has an area-delay product that is 34% hetter

On aerage, circuits implemented in an FPGA with sizeere

internal (intra-cluster —dafst) and eternal (intercluster — slaver)
connections on the critical path. As cluster size is increased the
number of internal connections on the critical path is increased,
and the number ofxéernal connections is decreased. This/jotes

a circuit speedup due tadt that internal connections armester
than eternal connectiorts

It is interesting to note that for clusters of size greater thantfour
number of g&ternal (intercluster) nets on the critical path does not
decrease as much with cluster size as the -ahister delay
decreases with cluster size (see FidiBe From size four to size
twenty we hge a reduction in the number ofternal nets on the

clusters hae 30% less delay (a 43% increase in speed) and use 8%yitical path (Figuret2) of about 18%; compare this to the inter

less area than circuits implemented in an FPGA with size one clus-

ters. Circuits implemented in an FPGA with size ten clusters ha
34% less delay (a 52% increase in speed), and require no addi
tional area compared to circuits implemented in an FPGA with size
one clusters.

All of the individual benchmark circuits traell these & erages
quite well (with minor ariations, mostly at cluster sizes one and
two).

7.1.2 T-VPack Area Improvement over VPack

As Figure8 shavs, TFVPack produces circuits that require less
area than circuits paell with VRack. 1o understand the reason for
this surprising result, one must compare the structure of theghack
circuits produced by Vék and TVPack. The criticality term in
the FVPack attraction function (1.8) mek FVPack prefer to

f For a net to be completely absorbed into a cluster, it must have all of its

terminals contained within that cluster.

This result shows the importance of using a full CAD flow, including

placement and routing, to evaluate many FPGA issues. It would have

been difficult or impossible to guess that the output of T-VPack would be
easier to route than the output of VPack without actually placing and rout-
ing the outputs from both packing algorithms. In fact, since the circuit
packings produced by T-VPack have more point-to-point connections to
route between clusters (despite having fewer nets), one would likely guess
that T-VPack’s circuits would be more difficult to route.

3 As cluster size is increased, internal cluster multiplexor and wiring delays
increase. If we were to keep increasing the cluster size, this effect would
eventually result in internal delays becoming large enough that any gains
obtained from making connections local to the cluster would be lost.
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cluster critical path delay (Figude) which has been reduced by

40% over this same range. This means that the circuit speedup vis-

ible in Figurel3 for lager cluster sizes is not only caused by a
reduction in the number okgernal nets on the critical pathtit is
also caused by intecluster connections on the critical path
becoming fastelThis is eplained bela.

The impravement in inteicluster delay with increased cluster size
is caused in part by a reduction in the “logical” manhattan distance
between connections in the FPGA asveman Figureld. By
sizing huffers! to compensate for the increasegsibal length of
routing wire sgments associated with ¢gar clusters, the delay of
each routing ggment has remained roughly constant. Since the
total number of sgments on the critical path has decreased due to
the reduction in the “logical” manhattan distance, the result is a

1 Changes in delay and area due to different size routing buffers is account
ed for in VPRs timing and area models.
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Figure 14. Decreased Manhattan Distance as Cluster Size
Increases

greater impreement in critical path delay than the reduction in the
number of nets on the critical patlowd indicate.

7.2 Effect of Routing T ransistor Sizing on Critical P ath
Delay and Area at V arious Cluster Siz es

The purpose of this section is to pide a \erification that the
manner in which we sizediffers and transistors is acceptable, and
did not fvor one cluster sizever anotherln this section we use
only T-VPack to pack the circuits since weveademonstrated that

it is superior to VBck.

We hare repeated thexperiments described in Secti@rl using
transistor and wffer sizes of one-half and double the sizes used in
Section7.1. The results from thesexmeriments are shen in
Figuresl5, 16, and 17. Thesmgeriments alidate the original
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Figure15. Areavs. Cluster Sizefor Various Transistor
Sizings
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transistor sizings that we used since the transistor sizings do
not improve the area delay tradef.of

8. Potential Sour ces of Inaccuracies

Betz99
Every efort has been made to ensure that our results are accuraté,

however, there are three potential sources of inaccuracies.

First, without actually laying out thearious FPGA architectures,
there is some estimationvimived in determining he much area
various FPGA implementations will require.

Second, VPR uses the Elmore delay model [EImo48yatuate

the speeds of circuits implemented arieus FPGA architectures.
Generally the delays calculated by VPR are within 9% of SPICE
delays [Betz98b, Betz99]. Also, delay results can lectfd by

our area model since itfatts wire lengths and transistor sizings.

Third, area and delay results ardeafed by the quality of the
placement and routing sofare. The tools used for theseperi-
ments hae been shon to produce high quality results [Betz98b,
Betz99], hut it is alvays possible that the CAD sofive does a
better job for certain architecturegeo others.

We have talen considerable care to minimize théeefs of these
potential sources of inaccuracies, and we belithat the our
results are of high quality

9. Conclusions

We presented a metiming-driven packing algorithm, -VPack
and demonstrated that this algorithm\pdes significant timing
and area impneements ver the original VRck algorithm. Circuits
pacled with FVPack hae an area-delay product that is 20% better
than circuits paakd with VRack for clusters of size gen to ten,
and for lager cluster sizes the imprament is een greater

Using the area-delay productaduation metric, we demonstrated
that clusters of size gen to ten are the best size to use when con-
structing an FPGA. Compared to circuits implemented in an FPGA
with size one clusters, circuits implemented in an FPGA with size
seven clusters hae 30% less delay (a 43% increase in speed) and
use 8% less area, and circuits implemented in an FPGA with size
ten clusters hae 34% less delay (a 52% increase in speed), and
require no additional area. The reason for this iwvgmeent in cir-

cuit speed at Ilger cluster sizes is partly due to an increased
number of critical connections becoming local within clusters, and
partly due to a reduction in the “logical” manhattan distance
between BLEs.
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