An SRAM-Programmable Field-Configurable Memory

Tony Ngatlu, Jonathan Rose, and Steven J. HtoW

Department of Electrical and Computer Engineering, Universitypodrito
10 King’s College Road,dronto, Ontario
CANADA M5S 1A4

Now with AT&T Bell Laboratory FPGA Development Group, AllentowrAPU.S.A.

Abstract that can implement memories that are fast and dense yet is

This paper describes the design and implementation of afllglaxmle enough to support a wide range of memory

SRAN:rogrammable Fied-Confgurtle emory (OW) MHGUIEIOTS I 10 1o secion ue desere ou gerer!
which has the flexibility to form over two hundredfdient 9

memory configurations, each with up to four individualthe specific architecture of our prototype FCM and Section 4

memories. The prototype Field-Configurable Memory had'Ve® results measured from the implemented chip.

four 1Kb memory blocks, each of which can be configured 2. Overall Architecture of an FCM

into four different aspect ratios. It requires just 40 ) ) ]

configuration bits and is only 38% d@r and 46% slower In the_ remamgler of this papexe V\_IIII refer to the set of
than the ASIC memory upon which it is based. Usefh€mories required by an application circuit asogical
memories implemented on this chip require from 16 to 28n€mory configuratianEach independent memory within a
times less area than if they were implemented on a Xilinfogical memory configuration will be referred to degical
4000 series memory architecture. Although this is a stand"€Mory

alone FCM implementation, the design can be embedded asThe basic FCM structure consists of several Basic
part of an FPGA. Memory Blocks (BMBs) connected by a programmable

_ interconnect structure as illustrated in Figlirerhe BMBs
1. Introduction are the physical memory units which can be used

Field-Programmable Gate Arrays (FPGAs) are nowndividually or combined together to form logical memories.

widely used to implement digital logic circuits, but most 1he int_erconnect structure provides all the necessary
have little or no on-chip memanri single FPGA will soon connections between the BMBs and the external world (1/O

be lage enough to integrate an entire digital system, and £8ds for a stand-alone FCM or other programmable
most systems are composed of both logic and memorjitérconnects for a mixed FCM-FPGA design).

FPGAs with significant memory capacity will be needed.

The key element of such memory will be its ability to Ble BQ"ZB -------- B#ME
accommodate various numbers and shapes of memories

because taet applications have widely varying memory
requirements. \& call a memory with this capability a Field-
Configurable MemoryRCM).

On-chip Field-Configurable Memory will also provide
significantly higher memory bandwidth than f-ohip
memory because the pin count limitations prevent witle of
chip memories and I/O pad delay limit§-ohip access time. There are two ways that BMBs can be combined: either

Several FPGAs vendors alreadyfeof limited memory “vertically” to form deeper logical memories, or
capability [Brit93] [Hsie90] [Plus89] [Marp92] [Smit93]. “horizontally” to form wider ones. Figure shows an
Although each of these architectures individually have eithegxample using two 256x4 BMBs. Figuta shows how the
good performance, memory density or flexibjlinone can two BMBs can be used to form a 256 x 8 logical memory
achieve all three features at the same time [Ngai94]. In th&nd Figurelb shows how a deeper 512 x 4 logical memory
paper we present the design and implementation of an FChan be formed. In order to increase the overall flexibility of

“— b To I/O pads or

Interconnect Structure other Interconnect

Figure 1. Overall Architecture of an FCM
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the FCM, we believe that it is important to make each BMB - | r [ O
configurable into dferent aspect ratios [WO5]. appng o @ P O
3. Architecture of the Pototype Chip Mapping Block Memory Block

. . . . Figure 3. Block Diagram of the BMB
In this section we describe the architecture of a prototype

stand-alone FCM, called FiRM (fdfield-Reconfigurable ~9roup of pass transistors indicated by the solid circles in the
Memory). It consists of four 1K bit BMBs and thus cantWo diagrams.

implement up to four logical memories. The memory is To support a write operation into the array when the D bus
based on a synchronous SRAM design for ASIC memoryidth is less than 8 requires a way to write into only part of
from Bell-Northern Research provided through the Canadiathe M data-path without changing the remainder this
Microelectronics Corporation. The aspect ratio of the basteason the base SRAM array provides separate write enable
memory array is 128 x 8 bits giving seven address and eighies for each bit of the base memory word. For example, as
data lines. The following sections describe the details of thehown in Figure3, the solid circles, arrows and squares
BMBs, and the routing architecture that programmably joingepresent the 256x4 configuration. When the address is

the BMBs. between 0 to 127, the &0-3 signals are activated so that
the write bufer updates only the top four SRAM cells but
3.1 The Basic Memory Block not the bottom four

Each BMB can be programmed to take on an a;p_ept rat'gz Routing Aghitectue
of 1K x 1, 512 x 2, 256 x 4, or 128 x 8. This flexibility is
achieved using a mapping block surrounding the basic The purpose of the routing structure is to connect several
memory array as shown in FigueThe core of the mapping BMBs to form one logical memorymaking them either
block is a pass-transistor network that connects the fixedleeper or wider than the native capability of the BMB itself.
width 8-bit data bus (M bus) from the memory array to thel'he routing structure also provides connectivity to the I/O.
variable-width data bus (D bus) emanating from the BMB. The FiRM chip employs a hierarchical routing structure,
The two configuration bits (Cbit0 and Cbitl) are used tas illustrated in Figurs. Two sets of two BMBs are grouped
select one of the four output widths. The address lines AO tat the lowest level of the hierarchfhe 1/O pads are
A6 are connected to the memory block to select one of theonnected to the top of the hierarchyoviding a constant
128 bytes. The mapping logic then decodes the uppewo-pass-transistor path to all BMBs. This means that the
address (A7 to A9) to connect the external D bus to thaccess time of dirent logical memory configurations
corresponding portion of the internal M bus. should be consistent and predictable.

Figure4 illustrates the switch settings of the mapping The routing architecture for an FCM can be far more area-
block when the BMB is in the 1Kx1 and the 256x4 modeefficient than that of a general-purpose FPGA switching a
The horizontal lines are the output D bus, and the arrows

. ) 0/1,2,3,4,56,7
show how these signals are connected to the fixed M bus. po<—fdckit B9 T%%
. . . 1
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Figure 4. Wo of the Four Diferent Modes of the Mapping Block



similar number of wires for two reasons: First, sinceconfigurations, @ranized by the number of distinct logical
individual wires in the address and data buses are alwaysemories.

connected or disconnected in the same,wayy a single

configuration bit is needed for programming a connectiop . ) ) .

A ne Logical Two Logical Three Logical Four Logical
from one bus to anothewhereas in an FPGA the number of| Memory Memories Memories Memories
configuration bits is equal to the number of wires. This
represents a 10-fold saving in the number of address bug“** TWO128x16 | TWO1Kx1 | FOUR256x4

. i . . . and 256 x 8

routing configuration bits for the 10-line address bus, an
similar savings on the data bus. The second saving arisesk x4 1K x 1 and 1Kx2,256x4 | TWO 1K x1and
because complete flexibility ign’required in routing 128 x 24 and 128x 8 TWO 256 x 4
structure. Althpugh we chose to |mplement_ a routing ,s6 16 1K x 2 and 512x2, 256 x8 | TWO 128 x 8,
structure that gives the maximum number of logical memory 256 % 8 and 128 x 8 512 x 4 and 256 x 4
configurations possible with the four BMBs describe
above, this does not require all possible connections betweg?®* 32 512 x 2 and 256x4,128x16) 1Kx1,512x2,

. .. . . 384x8 and 128 x 8 256 x 4 and 128 x 8
all physical memory buses. By restricting certain logical

memories to particular 1/0 pads a much simpler global Table 1. Partial listing of the 133 possible logical memory configurations

routing architecture is possible, as illustrated in Figure

[Ngaio4]. In addition, a pseudo dual-port feature is incorporated to
The solid circles in Figurs represent those switches that@llow two BMBs be grouped together to support dual-port

are closed when implementing a 4Kx1 logical memany reading but single-port exclusive writing. This is achieved

back separately on two thfent external buses. The total
number of logical memory configurations for FiRM
g including those employing this dual-port feature is 203.

=
=
©
=
@
3t
&

= Addr(11)

Addr

- N 3.3 Pogramming
Data 1K-BMB #
Addr —
BE
Data —¢

S

&

FiRM is programmed using a 40-bit shift register chain
that stores the configurations of the four BMBs and the
A routing structure.
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4. Chip Status and Measued Performance
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The FiRM chip has been fabricated using a L2
double-metal CMOS technologyigure6 illustrates its
floorplan and dimensions. This design is pad limited,
requiring 14.70 mrhfor the inner core and 7.08 Mrfor the
active area. The white space inside the pad ring was used to
fabricate a separately bondable instance of the base 128x8
memory in order to measure the speed of the memory, array
and so estimate the speed penalty due to the Field-
Configurability Figure7 shows a microphotograph of the
chip.
illustrates the Block Enable lines, which are used to select The tested chip is partially functional: the separately
the appropriate BMB when more than one BMB is used t¢qned memory works correctignd the programmable
form a logical memory address and data bus connections also function. Although

The total flexibility of an FCM is determined by the some memory locations of the FIiRM can be read and written
combined flexibility of its BMBs and the routing structure reliably with particular test vectors, other memory accesses
that groups the BMBs togethemn total, 133 difierent do not work correctlyAt this point in the testing, we are
configurations are possible, counting only the logicaunable to determine the cause of the problene. &ke,
memory configurations which utilize all 4Kb of memory however able to measure the access time for the working
Table 1 gives a partial listing of the 133 logical memorytest vectors.
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Figure 5. Routing Architecture and Setting for 4Kx1
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5. Conclusions

In this paper we have described the design of a full-
custom field-configurable memory that combines the speed
and density of the traditional SRAM design and the flexible
structure of the FPGA.



