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Abstract 3. The sizes of transistors that are usediitdlpass transis-

. . . tor and lffer switches.
The routing architecture of an FPGA consists of the length of 4. The topology of the interconnection of the switches and

the wires, the type of switch used to conngct wwas‘fegn?d, routing wires in the switch blocks and connections
untuffered, ast or slav) and the topology of the interconnection of blocks [3]

the switches and wires. FPGA Routing architecture has a major 5
influence on the logic density and speed of FPG#cds. Prei- '
ous vork [1] based on a 0.35um CMOS process has suggested that N this work we profile the delay properties of a icaisly

an architecture consisting of length 4 wires (where the length of adeveloped routing architecture [1] in order to determinev fib

wire is measured in terms of the number of logic blocks it passednight be madedster and more areafiefent. The delay profile
before being switched) and half of the programmable switches aréhaws that some critical nets implemented in thevongs architec-
active tuffers, and half are pass transistors. In thatiwhavever, ture formed a lgye portion of the critical path delay because too
the topology of the routing architecture yeated biffered tracks mary pass transistors were used in series. This occurred because
from connecting to pass-transistor tracks. This restrictiovepte  the pr&ious architecture had noay to easily mix bffers and pass

the creation of interconnection trees for highdut nets that ke a  transistors in a single source-sink connection. Thivedigs to
mixture of luffers and pass transistors. Electrical simulations sug-design an architecture which alls buffers and pass transistors to
gest that connections closer to thevésaon interconnection trees e mied within a single net. @will shawv that this nev architec-

are fister using pass transistorst bt is essential touffer closerto ~ ture delvers superior performance and density

The routing wire width and spacing.

the source. This latterfett is well knavn in regular ASIC routing Several commercial architectures aﬂo‘mxmg of kuffers and
[2]. pass transistors, including the Xilinx 4000X architecture [11]. The
In this work we propose a merouting architecture that alis XC4000X switch block for quad lines has onéfér and six pass

liberal switching betweenuffered and pass transistor trackse W  transistors wailable, allaving the router to choose betwearffbr-
explore \arious ersions of the architecture to determine the den- ing or pass-transistor connections.

sity-speed trade-bfWe shav that one ersion of the ne architec-
ture results in FPGAs with 10%dter critical path delay yet uses
the same area than the yoris architecture that does not allo
such switching. W also she that the ne architecture allws a
useful area-speed tradd ahd seeral \ersions of the e archi-
tecture result in FPGAs with 8%aim in area-delay product than
the previous architecture that does not allthe switching.

This paper is @anized as folls: Section 2 outlines the
experimental CAD flav which is used to profile the ptieus archi-
tecture and produce comparisons betweeierdifit routing archi-
tectures. Section 3 describes thevjmes routing architecture [1]
and its delay profile. Section 4 describes the agchitecture that
allows more liberal bffer-pass transistor mixing. Section 5 pre-
sents the comparison betweenesal \ersions of the ne architec-

1 Introduction ture and the preéous architectures, and Section 6 concludes.

The routing of an FPGA consumes most of the chip area and?2  Experimental Methodology and Basic Architecture
is the dominatingdctor of the werall circuit delay [3]. The routing Figure 2 illustrates the empirical methodology and CARY flo

architecture of an FPGA consists of: _ used to ealuate routing architectures. It is éakfrom [1][4]. Each
1. Thelength of each routing wire in the FPGA measured in jnpyt benchmark circuit goes through technology-independent

terms of number of logic blocks that it passes before  |ogic optimization using SIS [6] and is technology mapped to 4-
being switched. input lookup tables (LUTs) using Flonap and Flapack [7].

2. The type and quantity of switches attached to each rout- Then FVPACK [8] is used to group 4-input LUTs andgisters
ing wire - pass transistomultiplexor, or kuffers. into “clustered” logic blocks. éllowing [1], we use clusters that

contain four 4-LUTs each with a flip-flop, and assume a symmet-
ric, island-style type architecture. The total number of inputs to the
cluster is set at 10. VPR [4], is used to do timingetiplacement
and timing-drven routing of the circuit. A brief discussion of
VPR’s timing drizen routing algorithms is presented in 4.1. One
key output from this flav is the critical path delay of the circuit,
which is determined by the timing analyzer within VPR. The rout-
ing delay is determined by calculating the Elmore delay [12] of the
RC-tree netwrk(s) of each net. Resistance arises from the wire,
pass transistor resistances and tri-statffeb output resistance.
Capacitance arises from the metal wires (both per unit and fringing



capacitance), and from the parasitic capacitance oftfiere and

mum width transistor areas can be calculated. While this metric

pass transistors. Under the Elmore delay model, the signal delaydoes not measure metal area, our communication with FRBA v

from the source nodg ® destination node u is\gin by the follav-
ing two equations:

dors indicates that most layouts areastirea limited [1].
It is important to note that since most designers will pick the FPGA

device which has more than the minimum routing resourees-a

deimore(Sor U) = pzh l’eg:]—ze + CVE 2-1
e v 0O Path(sy, u)
dputter (V, D) = dyp +1,C,, 2-2

Ce Capacitance of the pass transistor switch and the metal wire
re Resistance of the pass transistor switch e

C, Total capacitance rooted at node v

d, Intrinsic delay of the tri-stateuffer switch b

rp, Output resistance of the tri-statgfbr switch b
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Figure 1: Speed Bth of a Logic Cluster

The delay of the logic elements (LUTSs, flip-flops, intra-cluster
routing multiplexers) is determined by spices# design and simu-
lation in a 0.18um CMOS. Internaliffers and driers are indepen-
dently sized. @ble 1 gies the delaysf the diferent elements of
the cluster illustrated in Figure 1 which itself isaakfrom
[10].

The second éy output from this flav is the total area required
by each circuit in each architecture beingleated.  do this, we

4-LUTs, 10 inputs

able, we re-route the circuit with the number of tracks per channel
set to be 1.2\, The critical path delay and the total FPGA area

required are based on this so-calledv'lstress” routing.
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Logic Optimization (SIS)
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Figure 2: Architecture Evaluation Flow

3 Delay Profile of an Existing FPGA Architecture

Most of the critical path delay in FPGAs is due to routing in

between logic blocks, or clusters. The first goal of thiskws to
identify those parts of the architecture that incur the most delay in a
circuit after placement and routing. From that, we will try to
improve the w@erall circuit speed (without sacrificing too much

first determine the minimum number of tracks needed to successarea) by proposing a modified architecturee Will profile the

fully route each circuit, W, Clearly this isn't possible in real

FPGA architecture proposed in [1][4], which is illustrated in Figure

FPGASs, Int we beligre this is meaningful as part of a logic density 3 and has the folleing attritutes:

metric for an architecture. The router is repeatedipkad until it
finds the minimum number of tracks gy} that can route the cir-
cuit. We call this a “high stress” routing since at this track count, the
circuit is barely routable.df'measure the complete aetiarea of the
implementation of each benchmark circuit in each architecture, we
employ the method described by Betz [1][4]. Each circuit element
(e.g. LUT, multiplexor, buffer, inverter pass transistpiconfigura-

tion memory bit) is designed and properly sized at the transistor
level. That is, each has been designed at spied-dad is appropri-
ately sized to a reasonable area-delay trddépfWe measure the
area of each circuit element in terms of the number ofvaguit
minimum-width transistors areas in the 0.18um technolbgger
transistors are counted as an appropriate number of minimum width
transistors. So, once the total number of clusters issknand the
number of tracks per channel is kg the total number of mini-

1.
2.

The architecture is implemented in 0.18um CMOS

The logic block cluster contains four 4-input lookup

tables (LUTs) and flip-flops, and a total of 10 inputs and 4
outputs.

All routing wires span four logic blocks andveamini-
mum-width wires.

Routing wire spacing is set to be double the minimum
metal spacing alleed by the IC process.

The size of the pass transistor switch is set to be ten times
the minimum-size transistor in the IC process.

The size of the routinguifer is set to be fiz times the
minimum size bffer.

50% of the length 4 wires are switched by pass transistors
and 50% are switched byifers.

The switch block empis a purely “planar” topology



Intra-cluster Flio-Flo
Circuit Input Connection| Routing MUX 4-input Flip-Flop Cloci to gut
Element MUX (A to B) (BtoCorDto LUT (Cto E) Setup Tme
) (Eto F)
Delay (ps) 377 301 401 295 242

Table 1: Delays of Basic FPGA Ciuit Elements in 0.18um CMOS

which means that once a path is connected to a pass-
transistordriven track, it can only connect to other tracks
through pass transistors, and similarly fafféred

tracks.

9. The fleibility of the switch block, Fs = 3 [1].

10. The fleibility of the connection block, for inputs,
Fc(input) = 0.6W and Fc(output) = 0.25Where W is
the number of tracks [1].

For simplicity, only those routing switches that are connected to

the left four horizontal routing tracks are shmoin Figure 3. \&

name this routing architecture the 50-50_NO_MIX architecture,

primarily to point of the percentage of pass transistors affdrb,
and the &ct that the tw kinds of tracks cannot be inteuted.

Figure 4 illustrates a simple routing ofdwets, net A and net B in

this architecture (for simplicity in the Figure we use unit-length

se@ments rather than length 4gseents). Net A is routed by tri-

state lffer switches and net B is routed by pass transistor

switches.

We profile the delay of agn circuit when implemented in this

architecture by measuring the portion of the total critical path

delay that is attribtable to the total logic block delay (delay within

a cluster including the muxing within the cluster) and the total
routing delay We further break the total routing delay into three

components:

1. Source bffer delay - the delay of theuffer driving out
of the logic block, and all denstream resistance and
capacitance until the rebuffer is encountered, either in
the routing itself or at the terminating connection block.

Each net has only one souragdfbr delay

2. Routing uffer delay - the delay of all inside-the-routing
buffers, and denstream resistance and capacitance of
that huffer. Each net can a seeral routing loiffer

delays, which are summed to produce the total. If a net is

routed only on pass transistor tracks then it willha
zero routing bffer delay

3. Input connection multipbeor delay - this is the delay of
the multiplexors that tak a net from the routing tracks
into the inputs of the clustgfA-B in Figure 1)

In Figure 4, net A has one souragffbr delay two routing luffer
delays and the input connection mux delaiile net B only has

source bffer delay and the input connection mux delay since rout-
ing huffer switches are not used in the routing.
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Figure 3: 50-50_NO_MIX Switch Block

3.1 Profile of 50-50_NO_MIX Routing Architecture

The delay profile for the 20 lgest MCNC circuits [9] imple-
mented in the 50-50_NO_MIX routing architecturasacalculated
as described abe. Table 2 gves the profile; the first column and
the second columng the circuit name and its size in terms of the
number of 4-input BLES respeatly. The third column gies the
total critical path delay while the fourth columiveg the percent-
age of the total delay due to the logic clustre fifth column
gives the percentage of delay due to tkieaecluster routing delay
and the sixth column gés the percentage of total deldye to the
source hffer alone. The senth column gies the percentage
delay due to the routinguffers. The eighth columngs the per-
centage delay due to the input routing multipleThe second last
row gives the geometricvarage of each column and the last'ro
gives the arithmeticveerage.

Notice that the “Routing Bédr Delay” column is 0% in four
cases. This occurs because the entire critical path is routed on



Buffer-Passrouting architecture, which alls routes to switch

Logic Block Routing Tracks between bffers and pass transistors within a single source-sink

connection. Figure 5 illustrates the Mik Bufer-Pass routing

architecture. Note that, for simplicjtifigure 5 sha's only the pro-
grammable connegity of the wires entering the switch block

Input ComnecionMux T ™ g from the left hand side. This architectureidés the routing tracks

into the follaving three classes of track:

777777777777777 1. Straight-Planar: These tracks are switched using pass

— transistors, in the planar switch topology andeha

- programmable connections to the otheo tlasses
described belw.

2. Mixed-Buffer: These tracks programmably connect to
each other using tri-stateffer switches in a planar
(Fs=3) topologyand connect to the Méxi Rass tracks

Tranistor Switch (described belw) using pass transistors.

3. Mixed-Pass: These tracks programmably connect to

Em— each other using pass transistor switches in a planar

— (Fs=3) topologyand also connect to the Mid Bufer

- tracks (described akie) using pass transistors.

LA

<

The Mixed-Bufer and Mied-Rass transistors tracks are
present in equal numbers in each channel so as i@ ik cre-
) . ation of a simple pattern of interconnection between them. The
Figure4: Inter-cluster Routing of Net A and Net B connections between the Mis-Bufer and Mixed-Rass transistor
tracks are tw additional pass transistors per track that occur on
every track at the point at which it switches. These are illustrated
] o by thebold transistors in Figure 5. Whilegelar tracks typically

The ley item to obsere from the profile is that the source  gytch to three directions upon termination at a switch block, these
buffer delay accounts for more than 50% of the routing delay on vy additional switches aWo each track to turn in the left and
average. When this delay is ¢ar, most of this delay comes from  ignt girections - there is no additional “straight” connection using

the source Wifer driving pass-transistor only routing trees, because 5 pass transistor in order to reduce area cost and cepéaitiing
in the 50-50_NO_MIX architecture, once the souraffelp starts of the mived luffer-pass tracks.

driving a pass transistor track, it ispossible to switch to dré a
buffered track, or viceersa. This can and does result in g@dar
pass-transistor only RC netvk, which ehibits quadratic delay in

the distance treersed. The reader may questionyvthis happens
with a timing-drien router that should prent the use of sk planar tracks - theare cheaper and someat faster than the

resources for critical nets. The reason critical nets are assigned t/xed-Fass tracks. Efxpenkrpefnts pr;]asentzlad We)ollfexpl?(re the
slower resources is thaven more critical netare given the &st appropriate portion of each of the three classes of tracks.

resources, and tii@re all used up.

tracks that use only pass transistors, and thereghibieno rout-
ing buffer delay

These Mixd-pass transistor tracks are moxpensve, and
are slightly more loaded (by thetea switches) than the straight-
planar tracks. This is the reason that weehiacluded the straight-

T ) 4.1 Timing-Driven Routing Algorithm
One solution is to prade more biffered tracks that the 50%

number in the 50-50_ NO_MIX architecture. Appendix A\g80 In this section we discuss a nedet feature of the timing-

results of diferent percentage of mix betweenffers and pass driven routing glgorithm that is used_ tgpd{)it _the mi>ed_b1ffer
transistors for non-mix architectures. There are teasons this ~ and pass-transistor trackseWse the timing-ven router in VPR

solution is not good: 1. Bfefrs are &r more &pensie in silicon [4] which is based on theakhfinder ngotiated congestion router

area than pass transistors, and so thislgvcost a great deal. 2. [L3]- We will not describe the VPR router in detaitinstead refer

Pass transistors afaster for shorter connections; reviag them ~ Ne reader o [4]. Brieflyit emplys a directed maze-typeqgan-

means that critical nets that v a short distance will be less ~SIon Which uses a node costing function that accounts for conges-

likely to achige good speed. tion and delgyT_here are tw portions of the delay calculation: 1.
o . . ) ) The determination of the delay from the source to the current

An alte_ernatve is to architect a routlng_albrlc that allavs lib- ~ wavefront epansion point. This delay can be calculataeotly
eral switching between tracks that are switched by pass transistorgqcause the resistance and capacitance to this poingdtiye

and tracks that are _switched byfflers. This vould permit the use  known. 2. The estimation of the delay from the curreatefront

of buffered 'connectlons near thg source of _gda’z'inout tree, and expansion point to the tget sink. Since the routing isrcomplete,
pass transistors near the destination, which is the best of bothnhis RC netwrk is unknavn. The VPR router assumes that the
worlds. V\& propose such an architecture in thet section. subsequent route will use routing resources identical to the type

. . employed at the \avefront point. Br example, if the current awe-
4 A New Architecture That Allows Pass Transistor front point is a bffered sgment of length 4 then the router

and Buffer Mixing assumes, for purposes of calculating famivlooking delaythat
We present a me routing architecture, called the Mis the entire remainder of the route will consist offered sgments



Breakdown of

Breakdown of Routing Delay

Total Delay
- # of 4- Total
C’Z\:;%Jét :anl_péé P;:]itli;;?]ay Logic Routing Sourgg S;Jffer Bu?f(()aLrjtg elg ay Co:]rr?gtti on
(ns) D eliligc(lz %) D((ie;y (% of Routing | (% of Routing ((%I L;fx R?)ﬁlt?zg
Delay) Delay) Delay
aud 1522 134 38.8 61.2 67.8 0 32.2
apex2 1878 151 34.4 65.6 73.8 34 229
apex4 1262 184 24.4 75.6 75.4 11.0 135
bigkey 1707 7.8 28.6 714 86.4 0 135
clma 8383 29.9 26.3 73.7 64.7 24.8 10.3
des 1591 116 32.6 67.4 76.0 0 24.0
diffeq 1497 16.3 61.1 38.9 34.7 0 65.3
dsip 1370 5.9 381 61.9 59.6 94 310
dliptic 3604 19.7 54.3 457 33.0 24.9 42.0
ex1010 4598 30.7 16.9 83.1 80.3 10.7 8.9
ex5p 1064 12.6 35.6 64.4 534 18.6 27.8
frisc 3556 244 63.8 36.2 40.6 3.9 55.5
misex3 1397 14.2 317 68.3 65.7 11.0 23.2
pdc 4575 36.1 14.4 85.6 83.6 7.8 85
s298 1931 305 32.6 67.4 75.5 25 220
s38417 6406 15.9 49.3 50.7 37.9 10.7 51.3
s38584 6447 12.6 52.5 475 35.8 20.0 442
seq 1750 122 37.0 63.0 55.2 154 295
spla 3690 22.8 22.8 77.2 825 45 12.8
tseng 1047 14.9 62.1 379 33.2 0 66.8
Geomet- 2390 16.54 35.0 62.0 57.6 -- 251
ric
Average
Arith- 2964 18.25 379 62.1 60.7 8.9 30.3
metic
Average

Table 2: Critical Path Delay Distribution of the 50-50 NO_MIX Architecture




of length 4. Similarlyif the sgment vas unhbiffered, the fonard-
looking delay estimator auld assume all subsequengisents to
the sink vould be connected with pass transistors. Clearly this
approach is more accurate for non-etxarchitectures. Heever,
since in mixed architectures the foesd-looking route is truly
unknown, there is no better guess to maklso, once anfuture
point is reached, thexact calculation (described in 1 ale) is cor-
rect. Depending on modirected the router is the search will be
either more breadth-first or depth-first. The breadth-figstuesion
will be more accurate, as itvedys has the most correct delay cal-
culation. Our empiricab@erience has sha that the VPR router
does sufcient breadth-first searching to ackéea good quality
answer It typically uses bffers near the source of higarout nets
and pass transistors close to the sink in theedhacchitectures.
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Mixed-Buffer

Track 2 Track 2
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Figure5: Mixed Buffer-Pass Switch Block

5 Experimental Results

In this section we>lore which proportion of each type of
track described in Section 4 pides the best area, delay and area-
delay product for the me architecture. W use the same set of
benchmark circuits, the 20 gggst MCNC circuits, as the circuits
we use to profile the 50-50_NO_MIX routing architecture in Sec-
tion 3. We first present four figures of merit (track count, the criti-
cal path delaytotal area and area-delay) of thevridixed Bufer-

minimum number of tracks per channel required to successfully
route each circuit as a function of the percentage of straight-planar
tracks. r routing architectures with Wo percentage of straight-
planar tracks, the total track count iswlr because of the
increased fbability between mixed-tuffer and mied-pass tracks
provided by the tw additional switches. When there is a high per-
centage of straight-planar tracks, there is a slightly increase in
track count. This is ligly because the timing-den router [4] is
forced to route nets in a more slifie pattern in order to aclie
reasonable timing, which uses up more tracks thatx@mple, a
steiner tree.

Minimum number of tracks versus Straight-Planar track percentage
33 T T T T T
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Figure 6;: Geometric Average Track Countsfor Mixed

Buffer-Pass Transistor Architecture

Figure 7 is a plot of the geometricesiage of the total area (as
described in Section 2) which includes the logic area and routing
area (for all 20 circuits) ersus the percentage of straight-planar
tracks. The total area decreases as the percentage of the mix
buffer tracks decreases because tri-staféeb switches consume
twice as much area as pass transistor switches [1]. In addition
mixed-pass tracks are mongensve than straight-planar tracks in
terms of area because of théra switches attached. Note that the
track count increase observin Figure 6, is not sfifient to ofset
the significantly higher area of nad-tuffer and mixd-pass
tracks. Obsem also that the use of neid-huffer and pass tracks
causes a significant increase in total are@r @0% more area
compared to 100% pure planar tracks.

Figure 8 is a plot the geometrivemage of the critical path
delay as a function of the percentage of straight-planar tracks. As
the percentage of the naeig huffer-pass tracks decreases, the criti-
cal path delay increases. This xpected when there is not enough
buffered routing resources to route higimdut nets.

Figure 9 is a plot of the geometrivesiage of the total area

delay product as a function of the percentage of straight-planar
tracks. Notice that the total area delay product reaches its mini-

Pass architecture as a function of the percentage of straight-planamum when the percentage of the straight planar tracks is approxi-

tracks. Then we compare the figures of merit vésa \ersions of
the nev architecture to seeral \ersions of the non-med architec-
ture.

5.1 Propertiesof the Mixed Buffer-Pass Routing Ar chi-
tecture

Figure 6 plots the geometriwexage, wer 20 circuits, of the

mately 70%.



Area (x10° 1 cyitical path Area-Dela
. . SO - y
Comparison and Architecture min V.V'dth Delay (ns) Product
transistor)
Mixed Bufer-Pass Routing Architecture (20°,l
Straight Planar tracks, 80% Mid Bufer-Pass § 5.38 14.94 6.51
Comparison 1 [ tracks)
(Best Delay)
NO_MIX Routing Architecture (20% pass
transistor tracks, 80%ulfered tracks) 6.20 14.31 7.33
Mixed Bufer-Pass Routing Architecture (70%
Comparison 2 tStrall(ght Plane tracks, 30% Mid Bufer-Pass § 4.35 17.48 5.72
(Best Area- racks)
Delay Product) NO_MIX Routing Architecture (80% pass 4.38 18.89 6.25
transistor tracks, 20%ulfered tracks) ) : )
Mixed Bufer-Pass Routing Architecture (20%
Comparison 3 f Straight Plane tracks, 80% Mid Bufer-Pass | 5.38 14.94 6.51
(Best new vs. tracks)
50 50
NO_MIX) NO_MIX Routing Architecture (50% pass
transistor tracks, 50%wlfered tracks) .25 16.54 6.90

5.8e+06

Table 3: Comparisons Between Mixed and Non-mixed Architectures
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Figure 7: Total FPGA (Routing + Logic Block) Area
(low stressrouting) for Mixed Buffer-Pass Transistor

Architecture

5.2 Comparison of Mixing and Non-Mixing Ar chitec-

tures

In this Section we compare v&gal \ersions of the Migd
Buffer-Pass routing architecture (with flifing amounts of
straight-planar tracks) togeral \ersions of a non-mixing routing
architectures (which e different amounts of pass transistor
tracks). Bble 4 summarizes the comparison. Appendix Aiplies

the plots of track count, area, critical path delay and area-delay
product of the non-mid architecture as a function of the percent-
age of pass-transistor tracks in the same 0.18um CMOS proces

(Note that [1] and [4] wrk in 0.35um).

23

Critical Path Delay versus Straight-Planar track percentage
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Figure8: Critical Path Delay for Mixed Buffer-Pass

Transistor Architecture

The first comparison (“Comparison 1" imfle 4) is between
the fastest mird architecture and thastest non-mied architec-
ture. The Mixed Bufer-Pass architecture with 20% Straight-Planar
tracks achiees almost the same critical path delay (just 4% higher)
achived by a non-mied architecture with 80%ulfered tracks,
yet uses 13% lesgea. The ne architecture results in 11%uig in
area-delay product.

The second comparison (“Comparison 2" iable 4) is
between the architectures that aehi¢he best area-delay product
for the mi>ed and non-mied architectures. The Mixl Bufer-Pass

new architecture results in 8%aip in area-delay product.

architecture with 70% Straight-Plane track percentage consumes
the same area consumed by the norenhiarchitecture with 20%
Yuffered tracks, yet results in 8%ster in critical path delayrhe
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Figure 9: Area-Delay Poduct for Mixed Buffer-Pass

Transistor Architecture

The third comparison is between a stxarchitecture with : _ _
20% Straight-Planar tracks and the 50-50_NO_MIX architecture relatvely small, straight-planar tracks arery efective to route

selected in [1]. The me architecture consumes almost the same
area (just 2.4% more) consumed by the 50-50_NO_MIX architec-
ture, yet results in 10%séter in critical path delay overage. The
new architecture results in 6%aip in area-delay product.

5.3 Delay Profile of the Mixed Buffer-Pass
Ar chitecure

Table 4 gves the delay profile of aewsion of the Mird
Buffer-Pass architecture with 0% straight-planar tracks. Compared
to the 50-50_NO_MIX delay profile presented iable 2 this
architecture is, onvarage 11.6%dster Obsere also that the per-
centage of delay attnitted to the sourceuffer is significantly
reduced. Br each circuit, the speedaig (between this med
architecture and the 50-50_NO_MIX architecture) ranges from -
6.1% for the circuiglliptic to +47.1% for the circuipdc. Notice
that if circuit does not ha& mary high fan-out nets, the benefits of
the nev architecture diminish. This is because that the archi-
tectures pays the price of addingotwass transistor switches per
mixed-huffer track and therefore increase the capaitbading
for each mied-kuffer track. If the number of highafi-out nets is

low fan-out nets.

B_:_?J?;dgglr;; f Breakdown of Routing Delay
(IZ\}rcuit Tn(;)fuétl_ C-Ir-i(t)itc?elll . . Source Buffer Routing Input'
e | sies | paoeey | e | Rouno Mooy | cuerpeay | Comecton
Delay (%) (%) (% %feFle;u“ng (% of Routing (% of Routing
y) Delay) Delay
alud 1522 11.8 44.2 55.8 19.5 40.3 40.2
ape2 1878 14.2 41.5 58.5 29.2 43.4 27.2
ape4 1262 11.9 32.0 68.0 40.4 315 28.1
bigkey 1707 6.8 32.8 67.2 21.4 54.0 24.6
clma 8383 25.9 41.2 58.8 19.9 50.3 29.8
des 1591 11.6 38.9 61.1 34.2 33.7 321
diffeq 1497 16.4 60.7 39.3 35.9 0 64.1
dsip 1370 6.0 37.2 62.8 215 48.6 29.9
elliptic 3604 20.9 241 75.9 17.4 65.9 16.6
ex1010 4598 17.4 29.9 70.1 13.7 61.5 24.8
ex5p 1064 12.9 40.2 59.8 23.9 42.0 34.1
frisc 3556 25.1 62.1 37.9 42.5 5.8 51.5
misex3 1397 13.6 331 66.9 11.4 67.9 20.3
pdc 4575 19.1 30.9 69.1 18.7 61.4 20.0

Table 4: Critical Path Delay Distribution of Mixed Buffer-Pass Architecture



Breakdown of .
Total Delay Breakdown of Routing Delay
A # of 4- Total
Circuit o . I nput
Input Critical p
Name BLpEs Path Delay Logic Routing Sourggg;ffer Bu?f?tggay Connection
Block Delay . ; MUX Delay
(ns) Delay (%) (%) (% of Routing | (% of Routing (% of Routing
Delay) Delay) Delay
s298 1931 23.7 45.0 55.0 53.3 9.1 37.6
s38417 6406 16.1 48.9 51.1 33.9 24.8 41.3
s38584 6447 12.3 53.7 46.3 34.8 19.0 46.3
seq 1750 12.1 37.1 62.9 30.8 44.4 24.6
spla 3690 18.6 31.8 68.2 33.0 46.1 20.8
tseng 1047 15.4 60.3 39.7 35.1 3.1 61.7
Geometric 2390 14.62 39.9 57.6 26.5 - 315
Average
Avrith- 2964 15.59 41.3 58.7 28.5 37.6 33.8
metic
Average

Table 4: Critical Path Delay Distribution of Mixed Buffer-Pass Architecture

6 Conclusions

We hare shavn the importance of mixing tri-stateiffer switches
and pass transistor switches which malp the intecluster rout-
ing connections. The routing architectures whichvalfouter to
choose switch type during the routing phase astef or more
area-eficient. A version of the ng architecture with 20% straight-
planar tracks and 80% na&d huffer-pass tracks results in 10%ig
in speed without area penalty or 13%irgin area without critical
path delay penalty compared to a non-exdixouting architecture.
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