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Abstract

A Superscalar Out-of-Order x86 Soft Processor for FPGA

Henry Ting-Hei Wong
Doctor of Philosophy

Graduate Department of Electrical and Computer Engineering
University of Toronto

2017

Although FPGAs continue to grow in capacity, FPGA-based soft processors have grown very little be-

cause of the difficulty of achieving higher performance in exchange for area. Superscalar out-of-order

processormicroarchitectures have beenused successfully for hard processors formany years, andpromise

large performance gains if they can also be used for FPGA soft processors. Out-of-order soft processor

microarchitectures have so far been avoided due to the area increase and the expectation that a loss in

clock frequency would more than offset the instructions-per-cycle (IPC) gains.

This thesis presents the design of the microarchitecture and circuits of a two-issue (superscalar) out-

of-order x86 FPGA soft processor.

Our microarchitecture achieves 2.7 times the per-clock performance of a performance-tuned Nios

II/f, Altera’s fastest (RISC-like, single-issue, pipelined) soft processor, and 0.8 times the frequency, for a

total performance improvement of 2.2 times. The processor is projected to use around 28 700 Stratix IV

Adaptive LogicModules (ALMs), which is 6.5 times the area of the Nios II/f, but still only a small fraction

of a modern FPGA.

In addition to performance improvements, our microarchitecture design is sufficiently complete and

correct to boot most 32-bit x86 operating systems unmodified.

We also design circuits for most of the components in the processor. These highly-optimized circuits

are key to achieving high operating frequency despite the increased complexity of out-of-order execution.

Through the design of our processor, we demonstrate that a high-performance processor microar-

chitecture can be implemented successfully on FPGAs. Beyond the proposed microarchitecture, the

processor circuits presented in this thesis will enable new out-of-order soft processor microarchitectures

of varying performance, cost, and instruction set, created from variations of our circuits.
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Chapter 1

Introduction

A Field-Programmable Gate Array (FPGA) is a programmable integrated circuit that can be configured
to implement nearly any digital circuit. Processors have been implemented on FPGAs soon after FPGAs
grew large enough to contain them. Having a soft processor in an FPGA system allows parts of the
system to be implemented using easier-to-write software, reducing the amount of hardware that must be
designed.

Since that time, FPGA logic capacity has continued to grow exponentially alongwith improved circuit
fabrication technology. However, soft processor microarchitectures have progressed little, occupying an
ever-decreasing fraction of modern FPGAs. Soft processors typically still use a single-issue in-order mi-
croarchitecture, while hard processors have continued to progress to increasingly aggressive superscalar
and out-of-order designs.

Although modern FPGAs now often contain hard processors, soft processors continue to be useful.
Like other hard vs. soft trade-offs, a hard processor is smaller and faster than an equivalent soft processor
if the hardened processor is precisely what your system wants. Soft processors can be useful in cases such
as needing more processors, needing processors with a different instruction set, using soft processors to
ease migration between FPGA families (where the hard processor system may change), or needing the
ability to customize the processor.

The ability to trade logic resource usage (area) for performance in a soft processor beyond current
performance levels would make soft processors more useful, by allowing designers to implement more
functionality in an easier-to-use software environment. The ever-increasing logic capacity of FPGAs has
made areamuch cheaper, and new softprocessormicroarchitectures are needed to convert logic resources
into greater performance.

This work sets out to design a higher-performance soft processor microarchitecture, using a fairly
conventional superscalar out-of-order microarchitecture. In the interest of ease-of-use, we chose to use
the popular (32-bit) x86 instruction set [1, 2], allowing existing software, operating systems, software
development tools, and programmer expertise to be reused. This is in direct contrast to some prior work
where even the programming model and instruction set were allowed to be redesigned to suit the FPGA
substrate [3]. We aim to run existing operating systems without modification.

There are two major challenges to producing a “good” processor design within these constraints:

1
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First, it is challenging to design a microarchitecture that is both high performance and correctly imple-
ments a complex instruction set architecture, while being aware of the strengths and limitations of the
underlying FPGA substrate. Correctness constraints come not only from the instruction set manual, but
also from the de facto specification implied by being binary compatible with several decades of software.
While existing hard x86 processor designs do correctly implement the instruction set, the details of the
mechanisms used are largely trade secrets.

Second, the microarchitecture needs to be mapped to carefully-designed circuits. Insufficient atten-
tion to circuit design can easily negate any microarchitecture-level performance improvements that are
achieved. The FPGA substrate performance characteristics differ from hard processors and influence cir-
cuit design. Also, FPGA lookup tables (LUTs) are relatively coarse-grained, so carefully packing circuits
into LUTs produce significant circuit speed improvements.

These challenges have sometimes led to out-of-order microarchitectures being considered as unsuit-
able or inefficient for FPGA soft processors, leading to many soft processor designs that abandon the
easy-to-use single-threaded programming model to gain performance via data-level or thread-level par-
allelism. Instead, we aim to make superscalar out-of-order processors practical on FPGAs. We do this
by careful design of both the microarchitecture and circuits: We design a microarchitecture that is aware
of the characteristics of circuit designs while spending considerable effort designing faster circuits that
enable a more aggressive microarchitecture. We believe that a well-designed out-of-order soft processor
can give significant performance gains compared to existing in-order soft processors, while still using a
modest amount of FPGA resources.

1.1 Why a Faster Single-Threaded Soft Processor?

While FPGA soft processors are never more area, power, or performance efficient than custom FPGA
hardware (or ASICs), they remain useful due to their ease of use: Writing software (especially single-
threaded) requires far less effort than hardware design. In systems with FPGA soft processors, the soft
processor could be part of a larger system where most of the (usually parallelizable) computation is off-
loaded to other hardware on the FPGA, or used in some applications as the mainmethod of computation
(e.g., to run an operating system, a network software stack, coordinate I/O devices, and control a user
interface, such as in an entertainment system). In both cases, as increasing system performance is re-
quired, the performance demand on the sequential soft processor also increases, unless greater effort is
expended to parallelize the software or offload more of the computation onto hardware.

Faster single-threaded processors are useful because they increase performance without needing to
rewrite software, aswould be required for processors that gain performance by extracting data-level paral-
lelism (e.g., vector or SIMD) or thread-level parallelism. Also, relying on data- or thread-level parallelism
requires the software task to be parallelizable, and most real-world tasks are not perfectly parallelizable.
Thus, simply replicating simple soft processors (or using specialized data-parallel processors) will not
always be a sufficient solution. Higher sequential performance is still needed so the non-parallelizable
portions of the computation do not end up becoming the bottleneck [4]. Indeed, even the VectorBlox
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vector soft processor, which provides high speedups for data-parallel workloads, still relies on a scalar
Nios II/f processor to perform the non-vector operations [5]. The Nios II/f would likely become a bottle-
neck for workloads that consist of more than just vectorizable kernels. Thus, assuming one wants to avoid
the development effort of custom hardware, increasing (single-threaded) soft processor performance is
still useful.

As hard processors aremore efficient and perform better than soft processors of a similar microarchi-
tecture, one might ask whether hard processors should always be used whenever higher single-threaded
performance is required. Hard processor do not suit every need. The traditional advantages of soft pro-
cessors still apply: soft processors give the flexibility of choosing how many and what type of processor
to use, the ability to more tightly couple the processor to other hardware on the FPGA, and allow com-
patibility across FPGA families, generations, and vendors.

1.2 Why Out-of-Order?

Out-of-order processors contain hardware that computes the data dependencies between instructions in
a program, and are able to schedule instructions to execute whenever an instruction’s operands are ready,
while still computing the same result as though the program’s instructions executed in their original or-
der. Out-of-order execution improves processor performance by finding instruction-level parallelism
to execute independent instructions in parallel and to tolerate instructions with higher latency, such as
memory operations. The aggressiveness of the design (e.g., how far ahead in the instruction stream to
search for independent instructions) allows trading increased logic area for increased processor perfor-
mance.

As current commercial soft processors already achieve (for FPGAs) high clock frequencies, future se-
quential performance gains must come from instructions-per-cycle (IPC) increases. There is compelling
data from the evolution of hard processormicroarchitectures that there are significant performance gains
to be had when moving from in-order to out-of-order processors, which we show in Table 1.1. Each row
in Table 1.1 is a specificmicroarchitecture/vendor, and illustrates the net performance benefit of the tran-
sition from in-order to out-of-order. As these processors are built in different process technologies and
the processors run at different frequencies, the performance increases due to frequency increases are fac-
tored out. Hence, the table shows the IPC improvement due to the transition, and this is significant in
every case — ranging from 1.6 to 2 times on SPECint (95 or 2006).

1.3 Why x86?

Although the choice of instruction set has little impact on performance and power for all but very low-
end processors [8], the choice is hugely important in determining ease of use. Using a popular instruction
set is important as it allows reusing existing software, operating systems (OS), tools, and expertise.

There are few instruction sets that are widely used. Currently, the x86 instruction set dominates on
desktops and laptops, and are used in some mobile devices (mainly tablets), while variants of ARM (v7
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Vendor SPECint
Version

In-order Out-of-Order IPC Ratio
Processor Score Processor Score

MIPS [6] 95 R5000
180 MHz 4.8 R10000

195 MHz 11.0 2.1

Alpha [6] 95 21164
500 MHz 15.0 21264

500 MHz 27.7 1.9

Intel [6] 95 Pentium
200 MHz 5.5 Pentium Pro

200 MHz 8.7 1.6

Intel [7] 2006 Atom S1260
2 GHz 7.4 Atom C2730

2.6 GHz 15.7 1.6

Table 1.1: Comparison of SPECint scores between in-order and out-of-order processors and frequency-
normalized ratio

and v8) dominate on mobile devices (tablets and smartphones) and are also used in many embedded
devices. x86 systems are unique in being largely binary compatible even for operating systems, due to the
x86 PC being a de facto standard that defines not only the CPU instruction set, but a basic set of hardware
devices and the interface (BIOS or UEFI) between firmware and the OS.

The RISC-V instruction set [9], while currently much less popular than many other instruction sets
(including open instruction sets such as SPARC or Power), deserves mention as it is a new instruction
set (created several years after our project started) that appears have generated significant interest in the
research community. Despite the interest, given our goal of minimizing software development effort
(thus, binary compatibility), we believe RISC-V is not ideal for several reasons. At this time, the RISC-
V instruction set is not yet stable. The privileged ISA (for OSes) is still a draft [10] and future changes
are expected to the memory consistency model [11]. Also, like all new instruction sets, there is a lack of
existing software, including limitedOS and compiler support, and the need to spend effort to port existing
code to the new architecture. Despite its young age, the RISC-V instruction set already appears to be
fragmented, creating potential portability difficulties. To target a large design space of implementations,
RISC-V is designed around a small base instruction set with many optional extensions. Similarly, the
current privileged ISA draft specifies a base privilege mode, and three more optional modes. It appears
OS-level binary compatibility is not a design goal, as there seems to be an intention to use incompatible
privileged ISAs in the future (while preserving the user-mode ISA) [9, 10]. While x86, too, has been
extended many times, each extension is almost always a superset of the previous implementation, which
preserves backwards compatibility even for OS code.

Using an instruction set with legacy compatibility of course comeswith the cost of supporting decades
of legacy. The x86 instruction set is large and complex, especially when compared to simple RISC instruc-
tions sets like MIPS. Complex behaviours (such as string repeat operations and operations that change
privilege levels) require some microcode to implement. The need to be binary-compatible with exist-
ing operating systems increases processor design effort because even rarely-used behaviours are well-
defined (earlier implementations are a de facto behavioural specification), leaving fewer truly-undefined
behaviours that could be exploited to simplify the microarchitecture. Not only must the processor work
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for an operating system that has been modified to run on this implementation, it must also work with
many unmodified operating systems, including those that may havemade assumptions about how earlier
processors handled supposedly-undefined behaviours.

Surprisingly, modern ARM instruction sets are not much simpler than x86, despite being called
“RISC”. The ARM instruction set also needs decoding into micro-ops. The ARM memory system is sim-
ilar to x86, supporting unaligned data accesses and hardware TLB miss handling. Unlike x86, ARMv7
also allows predication of most instructions and an implicit barrel shift of one operand for most arith-
metic instructions, which are features that are difficult to implement in out-of-order processors. On the
other hand, one particularly complex-to-implement feature of x86 is variable instruction length where
the length is non-trivial to compute (1 to 15 bytes), while ARMThumb’s variable-length instructions only
have two possible lengths (2 or 4 bytes).

Due to our preference for minimizing software development effort, we wish to use a popular instruc-
tion set to reuse existing applications, tools, and operating systems. We chose x86 because of its binary
compatibility even between operating systems. While x86 is more complex, the extra complexity due
specifically to x86 is modest — much of the complexity of supporting an operating system (supporting
exceptions, paging, privilege levels, etc.) is common to most instruction sets.

1.4 Contributions

This thesis documents the design of a superscalar out-of-order x86 FPGA soft processor, from a study of
the FPGA substrate to the design of circuits. In this thesis, we make the following contributions:

• We study how the FPGA substrate affects circuits and out-of-order processor microarchitecture

• We design a microarchitecture that implements the x86 instruction set sufficiently well to boot
modern operating systems. The microarchitecture is verified using a detailed cycle-level soft-
ware simulation of the processor pipeline, successfully booting 16 different operating systems (See
Chapter 4). As the simulator is written at an abstraction level not much higher than digital logic,
we have confidence that the resulting microarchitecture has reasonable circuit implementations.

• We design FPGA circuits for many of the processor components that implement the out-of-order
microarchitecture. Many of the critical components are implemented, which allows reasonable
area and frequency estimates. However, as some components are not yet implemented, the pro-
cessor circuit is not functional (See Table 13.5 on page 217 for implementation status.)

• We evaluate the performance and costs of an out-of-order soft processor compared to a commercial
in-order soft processor and x86 hard processors

1.5 Organization

The rest of the thesis starts with a background on out-of-order processor microarchitecture and a review
of FPGA soft processors, in Chapter 2.



Chapter 1. Introduction 6

Before we start designing our soft processor microarchitecture, we need to first understand how the
FPGA substrate differs from the customCMOS substrate usually assumed by hard processor microarchi-
tectures. Thus, Chapter 3 presents a study of how various common subcircuits differ when implemented
on an FPGA substrate, and their impact on some processor microarchitecture design decisions.

We begin our processor design journey in Chapter 4, where we present our methodology for mod-
elling, evaluating, and verifying our processor microarchitecture. Chapter 5 presents a high-level de-
scription of our processor design and our approach to implementing the x86 instruction set. Chapters 6
through 12 then present the design of each processor component of ourmicroarchitecture inmore detail,
including design decisions, performance evaluation, circuit designs, and hardware speed and cost.

Finally, in Chapter 13, we evaluate the performance, area, and frequency of the entire processor de-
sign, and compare these to the commercially-available Nios II/f FPGA soft processor. We also compare
performance-per-clock with x86 hard processors to show how our design compares to the large design
space of past and current x86 processors.



Chapter 2

Background

2.1 Out-of-Order Processors

In the single-threaded sequential programming model, programs consist of instructions that are sequen-
tially executed. However, instructions often do not depend on the result of the immediately preceding
instruction. Out-of-order processors use hardware mechanisms to dynamically track data dependen-
cies between instructions, execute instructions whenever their dependencies are available, and create the
illusion of sequential execution when necessary (e.g., at branch mispredictions or interrupts) [12].

A typical out-of-order processor microarchitecture is shown in Figure 2.1. Instruction fetch, de-
code, register renaming, and instruction commit are performed in program order, similar to pipelined
in-order processors. The reorder buffer (ROB) tracks instructions as they progress through the out-of-
order section of the processor, to allow recovery from a pipeline flush by tracking the program-order
of the instructions. The instruction scheduler tracks the availability of operands and is the hardware
unit for scheduling the instructions’ out-of-order behaviour. When instructions are completed, they are
committed in program order by dequeuing them from the ROB.

The in-order portion from instruction fetch through rename is often called the front-end, with the
rest of the pipeline called the back-end. This section briefly describes the components; more detail will
appear later.

2.1.1 Front End

The front-end of the processor is responsible for fetching and decoding instructions. The instruction
fetch unit fetches a block of instructions (or bytes, for variable-length instruction sets such as x86 or ARM
Thumb) each clock cycle. Branch predictors are included so that instruction fetch can continue along the
correct (but non-contiguous) path with minimal extra delay when a taken branch is encountered, at least
when correctly predicted. Branch prediction is particularly challenging because, at this stage, the branch
predictor has no knowledge of the branch target address, or even if there actually is a branch instruction
encoded in the fetched instruction bytes. The fetched instruction bytes are then queued and sent for
decoding.

7
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Figure 2.1: A typical out-of-order processor microarchitecture

The instruction decoders parse the instruction bytes to determine what each instruction does and
what operands it consumes or produces. For an instruction set with variable-length instructions, decod-
ing is particularly difficult, first requiring a length decoding stage to find instruction boundaries in the
byte stream before sending each instruction (of variable length) to a decoder. Decoded instructions are
then sent to the register renamer.

Register renaming maps each instruction’s operand registers from a set of architectural registers to
a larger set of physical registers. The main purpose is to remove false dependencies (write-after-write
and write-after-read) for improved performance, but the same mechanism is often used to allow rolling
back the processor state during a pipeline flush. Rollback is accomplished by speculatively mapping
architectural registers to new physical registers, but not freeing the old value of the architectural registers
until instructions are committed, and recovering the old renamer mapping table on a pipeline flush [13,
14]. After register renaming, the instructions now encode operations with physical register source and
destination operands. These are then enqueued into the instruction scheduler where they can be executed
in dataflow order.

2.1.2 Back End

The instruction scheduler holds instructions along with the status of their source operands. It tracks the
execution of instructions to determine when operands are available. An instruction waiting in the sched-
uler becomes ready when its source operands are available. The scheduler selects some ready instructions
each cycle and sends them to the execution units for execution.

There are two major variations of instruction scheduling: Data-capturing, where an instruction’s
source operand values are stored in the scheduler, and non data-capturing, where only the availability of
source operands are tracked [15]. Both styles have been used in commercial processors. Data-capturing
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schedulers are larger due to the storage space needed to hold operand values, but non data-capturing
schedulers often need one extra cycle to read operands from the register file between scheduling and
execution. Data-capturing schedulers are also sometimes called reservation stations [13].

After execution, an instruction is considered complete. Completed instructions are dequeued from
the ROB in program order and committed if there is no branch misprediction or exception condition
detected. A branchmisprediction or exception causes a pipeline flush, discarding subsequent ROBentries
(instructions on the wrong path), recovering the register renamer state to undo any speculative changes,
and then restarting the processor along the correct path.

2.2 Soft Processors

Soft processors are commonly used as part of an FPGA-based system. Current commercially-available
single-threaded soft processors tend to be small, single-issue, in-order, pipelined processors [16–20].
Table 2.1 lists some relevant single-threaded soft processors.

Out-of-order processors have been synthesized for FPGAs, but are often using an FPGA solely as
an ASIC prototyping tool rather than designing the processor microarchitecture targeting the FPGA.
Intel’s out-of-order x86 Nehalem is split into five FPGAs and runs at 520 kHz [21]. RISC-V BOOM is an
out-of-order RISC-V processor that runs on an FPGA, but is aimed at an ASIC implementation and not
optimized for FPGAs [22]. The OpenRISC OPA is a work in progress that has the basics of an out-of-
order OpenRISC processor, designed for FPGA implementation [23].

Perhaps due to the complexity and high hardware costs of out-of-ordermicroarchitectures, many soft
processors choose to exploit data-level (vector [24–26], VLIW [27], SIMD [28, 29]) or thread-level [3,
29–31] parallelism instead of instruction-level parallelism. There have also been efforts to create soft
processor architectures that are custom-designed to match the FPGA substrate [3, 32]. However, all of
these methods require rewriting software to accommodate the new programmingmodel, along with new
compilers and development tools.

One notable example of a soft processor that increased performance without changing the program-
ming model is SPREX [33], which uses runahead execution with an in-order processor to create and
exploit memory-level parallelism. Runahead execution continues executing past a cache miss in an ef-
fort to discover more cache misses that could be serviced concurrently with the first cache miss.

Processor Microarchitecture LUTs MHz FPGA

Nios II/f [17] 6-stage pipelined 1100 ALUT 240 Stratix IV
MicroBlaze [16] 5-stage pipelined 2100 LUT 246 Virtex-7
Leon 3 [20] 7-stage pipelined 5600 ALUT 150 Stratix IV
OpenRISC OR1200 [34] 5-stage pipelined 3500 ALUT 130 Stratix IV
RISC-V BOOM [35] 2-wide out-of-order — 50 Zync-7000
OpenRISC OPA [23] 3-wide out-of-order 12600 ALUT 215 Stratix IV
SPREX [33] 5-stage pipelined with runahead 1800 ALUT 150 Stratix III

Table 2.1: Summary of single-threaded soft processors
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2.2.1 Soft Out-of-Order Components

In addition to the out-of-order processor projectsmentioned above (OpenRISCOPAandRISC-VBOOM),
there has been prior work on building various components of out-of-order soft processors. Prior work
has focused on out-of-order instruction scheduling [36–39], and there has also been other work on reg-
ister renaming [40] and non-blocking caches [41].

Perhaps this illustrates the amount of effort required to design a highly-tuned out-of-order processor:
Projects that have carefully designed one block of an out-of-order processor have not yet progressed to a
complete or nearly-complete out-of-order processor.

2.2.2 Soft x86 Processors

In addition to the Intel Nehalem mentioned in the previous section, we know of several other x86-based
FPGA soft processor cores. Table 2.2 summarizes these processors.

Some FPGA x86 processors are based on RTL of a commercial x86 processor that has been synthe-
sized for an FPGA. In addition to the Nehalem [21], the Atom (Bonnell) [42] and Pentium (P54C) [43]
have been synthesized. Huang et al. [44] synthesized a single-issue 8-stage in-order processor based on
the AMD (National Semiconductor) Geode GX2 CPU.

Several other projects designed their x86 processors from scratch. These are generally designed for
correct functionality rather than performance, and often only support the older 16-bit instruction set. For
example, Zet [45] and CPU86 [46] both support the 8086 instruction set. The ao486 [47, 48] supports
the 32-bit 80486 instruction set, and is complete enough to run Windows 95. It uses a 4-stage pipeline,
but achieves only about a quarter of the per-clock performance of a 5-stage pipelined Intel 80486 (on
Dhrystone).

These processors have all booted up operating systems in hardware, which our hardware implemen-
tation is not yet complete enough to do. However, all of these projects either did not need to design the
CPU core from scratch, or had low complexity and performance, making the processor core design less
challenging.

Processor Microarchitecture LUTs MHz FPGA

Intel Nehalem [21] 64 bit 4-wide out-of-order ∼670K 6-LUT 0.52 Virtex-5
Intel Atom [42] 64 bit 2-wide in-order 176K 6-LUT 50 Virtex-5
Intel Pentium [43] 32 bit 2-wide in-order 66K 4-LUT 25 Virtex-4
AMD Geode GX2 [44] 32 bit 1-wide in-order, out-of-order FPU 130K 4-LUT 33 Virtex-4
ao486 [47] 32 bit 1-wide in-order 24K ALUT 100 Stratix IV
Zet [45] 16 bit multi-cycle 3.1K ALUT 63 Stratix IV
CPU86 [46] 16 bit multi-cycle 3.5K ALUT 105 Stratix IV

Table 2.2: Summary of existing x86 soft processors on FPGA
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2.3 FPGA Architecture and Circuit Design

Many of the pieces of our soft processor have carefully-designed circuits tuned for speed. This circuit
tuning relies on a knowledge of the underlying FPGA architecture and a sense of how each component
performs. This section provides a very brief overview of the portions of our target Stratix IV FPGA
architecture that were useful for our circuit design and tuning. More details on how the FPGA substrate
affects particular circuits will be presented in Chapter 3 (using a Stratix III, with a nearly identical FPGA
architecture as a Stratix IV).

The FPGA core consists of an array of fracturable LUTs called Adaptive Logic Modules (ALM), block
SRAMs, andDSPblocks (containingmultipliers, adders, and a fewother functions). There is considerable
complexity in the periphery as well (I/O pins, transceivers), but these are not relevant for a processor core
until it needs to interface to external devices, so we do not discuss them further.

2.3.1 Adaptive Logic Modules

ALMs are essentially fracturable 6-input LUTs with 8 input pins [49]. A 6-LUT behaves like a truth table
and can implement any 6-input, 1 output logic function. The 8 input pins are used when the 6-LUT is
fractured into two smaller LUTs, for example, when implementing the classical two independent 4-LUTs.

As our circuits are tuned for speed, we generally tried to pack functionality into the LUTs with as
many inputs as possible, to reduce the number of logic levels. Although fracturing the ALM into two
LUTs saves area by allowing two logic functions to fit in an ALM, this tends to increase the logic depth,
so we usually do not deliberately aim for the 3-input or 4-input modes. At the other extreme, the 7-
input mode is particularly useful, though difficult to use because it is not a true 7-LUT. The ALM’s 6-LUT
mode can be viewed as two 5-LUTs sharing all inputs selected by a 2-to-1 multiplexer. The 7-input mode
is a straightforward extension of this by unsharing one of the inputs. The 7-input mode implements any
function that can be expressed as a 2-to-1 multiplexer selecting between two 5-LUTs that share 4 inputs.
Figure 2.2 illustrates this mode.

On the fastest speed grade, the delay per logic level tends to range between 300 ps to 800 ps, depending
on the complexity of the circuit and routing. Trying to pack logic into LUTs with more inputs tends to
createmore routing complexity. Despite this, we have found that our design heuristic ofminimizing logic
depth works well. Deliberately increasing logic depth in the hope of reducing routing complexity enough
to compensate for the extra logic level tends to result in a net delay increase.

The soft logic also contains hard carry chains for implementing addition. Although the ripple carry
delay is quite fast (under 20 ps per bit), the delay to get on the carry chain exceeds one LUT delay. This
overhead makes carry chains largely useless for functions other than addition, such as for wide AND or
OR gates.

2.3.2 Clusters: Logic Array Blocks

ALMs are clustered into LABs (Logic Array Blocks) of 10 ALMs each. Since we have no easy way of
influencing how the packing algorithm clusters ALMs into LABs, the impact of LABswere not considered
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Figure 2.2: Altera ALMs implementing 6-LUT and some 7-input functions

during circuit design.

2.3.3 Block RAM

Although block RAMs have good area efficiency and run at high frequency (as would be expected for a
hard block), they actually have surprisingly high latency. The high frequencies are only achieved if the
block RAM has both input and output registers located in the block RAMs, resulting in the block RAMs
essentially borrowing about 1 ns (or about 30% of the cycle time of our 300 MHz target frequency) from
the pipeline stage before and 400 ps after the block RAM, compared to about 70 ps before and 300 ps
after a regular flip-flop.

As single-threaded processors are highly sensitive to latency (unlike typical FPGA applications that
tolerate very deep pipelines), and our frequency target is quite high, we try to avoid using block RAMs in
speed-critical portions of the processor core. Small LUT RAMs (MLAB), despite lower frequency, have
much lower read latency (one LUT delay) than block RAMs.

2.3.4 DSP Blocks

In a processor, we make use of only the hard multiplier portion of the DSP block, while paying the delay
overhead of all the other DSP block functionality. Like block RAMs, DSP blocks have high frequency
only if the pipeline registers inside the DSP block are used. In this case, we have no reasonable alternative
method of implementing multiplication, as LUT-based multipliers are much larger and likely not any
faster.

2.4 Summary

This chapter presented background on out-of-order processor microarchitecture and existing soft pro-
cessors. Current soft processors from the FPGA vendors use simple in-order microarchitectures and
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optimized for frequency. When more performance is required, soft processors have usually chosen to
exploit data or thread-level parallelism rather than instruction-level parallelism.

We also presented a brief overview of FPGA architecture, and how it affected some of our circuit
designs. The details of our target FPGA’s logic elements (ALMs) are relevant because many of our circuits
are hand-mapped to LUTs for minimum logic depth. Hardened circuit elements (adders, multipliers,
and SRAM) are not fast enough to significantly affect circuit design. These hard blocks are used when
an adder, multiplier, or SRAM block, respectively, are needed, but they are not fast enough to be able to
replace logic elements for other (related) circuits. The next chapter will discuss in more detail the impact
of FPGA architecture on circuit design and processor microarchitecture.



Chapter 3

Comparing FPGA vs. Custom CMOS Circuits

Before we begin designing an FPGA-tuned soft processor, we need to understand how the FPGA sub-
strate differs from the customCMOS substrate usually assumed by processor microarchitecture research.
This chapter presents comparisons of delay and area of a set of processor building block circuits when
implemented on custom CMOS and FPGA substrates, then uses these results to show how soft processor
microarchitectures should be different from those of hard processors.

3.1 Introduction

Thearea, speed, and energy consumption of a digital circuit will differwhen it is implemented on different
substrates such as custom CMOS, standard cell ASICs, and FPGAs. Those differences will also change
based on the nature of the digital circuit itself. Having different cost ratios for different circuit types
implies that systems built using a range of different circuit types must be tuned for each substrate. In this
chapter, we compare the custom CMOS and FPGA substrates with a focus on implementing instruction-
set processors — we examine both full processors and subcircuits commonly used by processors, and
explore the microarchitecture trade-off space of soft processors in light of these differences.

Previous studies havemeasured the average delay and area of FPGA, standard cell, and customCMOS
substrates across a large set of benchmark circuits [52,53]. While these earlier results are useful in deter-
mining an estimate of the size and speed of the full system that can be implemented on FPGAs, it is often
necessary to compare the relative performance of specific types of “building block” circuits in order to
have enough detail to guide processor microarchitecture design decisions.

This chapter makes two contributions:

1. We compare the delay and area of custom CMOS and FPGA implementations of a specific set of
building block circuits typically used in processors.

2. Based on these measured delay and area ratios, and prior custom CMOS processor microarchitec-
ture knowledge, we discuss how processor microarchitecture design trade-offs should change on
an FPGA substrate.

This chapter has appeared at FPGA 2011 and in TVLSI [50, 51].

14
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We begin with a survey of prior work in Section 3.2 and describe our methodology in Section 3.3.
We then present the building block comparisons in Section 3.4 and their impact on microarchitecture in
Section 3.5, and conclude in Section 3.6.

3.2 Background

3.2.1 Technology Impact on Microarchitecture

One of the goals in processor microarchitecture design is to make use of circuit structures that are best
suited to the underlying implementation technology. Thus, studies on how process technology trends
impact microarchitecture are essential for designing effective microarchitectures that best fit the ever-
changing process characteristics. Issues currently facing CMOS technology include poor wire delay
scaling, high power consumption, and more recently, process variation. Microarchitectural techniques
that respond to these challenges include clustered processor microarchitectures and chip multiproces-
sors [54, 55].

Circuits implemented on an FPGA substrate face a very different set of constraints from custom
CMOS. Although power consumption is important, it is not currently the dominant design constraint
for FPGA designs. FPGA designs run at lower clock speeds and the architectures of FPGAs are already
designed to give reasonable power consumption across the vast majority of FPGA user designs. Interest-
ingly, area is often the primary constraint due to high area overhead of the programmability endemic to
FPGAs. This different perspective, combined with the fact that different structures have varying area, de-
lay, and power characteristics between different implementation technologies mean that understanding
and measuring these differences is required to make good microarchitecture choices to suit the FPGA
substrate. Characteristics such as inefficient multiplexers and the need to map RAM structures into
FPGA hard SRAM blocks are known and are generally adjusted for by modifying circuit-level, but not
microarchitecture-level, design [42, 43, 56, 57].

3.2.2 Measurement of FPGAs

Kuon and Rose have measured the area, delay, and power overheads of FPGAs compared to a standard
cell ASIC flow on 90 nm processes [52]. They used a benchmark set of complete circuits to measure the
overall impact of using FPGAs compared to ASICs and the effect of FPGA hard blocks. They found that
circuits implemented on FPGAs consumed 35×more area than on standard cell ASIC for circuits that did
not use hard memory or multiplier blocks, to a low of 18× for those that used both types. The minimum
cycle time (their measure of speed) of the FPGA circuits ranged from 3.0 to 3.5× greater than that of the
ASIC implementations, and were not significantly affected by hard blocks. Chinnery and Keutzer [53]
made similar comparisons between standard cell and custom CMOS and reported a delay ratio of 3 to
8×. Combined, these reports suggest that the delay of circuits implemented on an FPGA would be 9 to
28× greater than on custom CMOS. However, data for full circuits are insufficiently detailed to guide
microarchitecture-level decisions, which is the focus of this chapter.
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3.3 Methodology

We seek to measure the delay and area of FPGA building block circuits and compare them against their
custom CMOS counterparts, resulting in area ratios and delay ratios. We define these ratios to be the
area or delay of an FPGA circuit divided by the area or delay of the custom CMOS circuit. A higher
ratio means the FPGA implementation is worse. We compare several complete processor cores and a
set of building block circuits against their custom CMOS implementations, then observe which types of
building block circuits have particularly high or low overhead on an FPGA.

As we do not have the expertise to implement highly-optimized custom CMOS circuits, most of our
building block circuit comparisons use data from customCMOS implementations found in the literature.
We focusmainly on customCMOS designs built in 65 nm processes, because it is themost recent process
where design examples are readily available in the literature. The custom CMOS data is compared to an
Altera Stratix III 65 nm FPGA. In most cases, the equivalent FPGA circuits were implemented on an
FPGA using the standard FPGA CAD flows. Power consumption is not compared due to the scarcity of
data in the literature and the difficulty in standardizing testing conditions such as test vectors, voltage,
and temperature.

We normalize area measurements to a 65 nm process using an ideal scale factor of 0.5× area between
process nodes. We normalize delay using published ring oscillator data, with the understanding that
these reflect gate delay scaling more than interconnect scaling. Intel reports 29% fanout-of-one (FO1)
delay improvement between 90 nm and 65 nm, and 23% FO2 delay improvement between 65 nm and
45 nm [58, 59]. The area and delay scaling factors used are summarized in Table 3.1.

Delay is measured as the longest register to register path (sequential) or input to output path (com-
binational) in a circuit. In papers that describe CMOS circuits embedded in a larger unit (e.g., a shifter
inside an ALU), we conservatively assume that the subcircuit has the same cycle time as the larger unit.
In FPGA circuits, delay is measured using register to register paths, with the register delay subtracted out
when comparing subcircuits that do not include a register (e.g., wire delay).

To measure FPGA resource usage, we use the “logic utilization” metric as reported by Quartus rather
than raw LUT count, as it includes an estimate of how often a partially used fracturable logic element can
be shared with other logic. We count partially-used memory and multiplier blocks as entirely used since
it is unlikely another part of the design can use a partially-used memory or multiplier block. Table 3.2
shows the areas of the Stratix III FPGA resources. The FPGA tile areas include the area used by the
FPGA routing network so we do not track routing resource use separately. The core of the largest Stratix
III (EP3LS340) FPGA contains 13 500 clusters (Logic Array Block, LAB) of 10 logic elements (Adaptive
Logic Module, ALM) each, 1040 9-kbit (M9K) memories, 48 144-kbit (M144K) memories, and 72 DSP
blocks, for a total of 18 621 LABs equivalent area and 412 mm2 core area.

We implemented FPGA circuits using Altera Quartus II 10.0 SP1 CAD flow and employed the fastest
speed grade of the largest Stratix III device. We set timing constraints tomaximize clock speed, reflecting
the use of these circuits as part of a larger circuit in the FPGA core, such as a soft processor. We note that
the custom CMOS design effort is likely to be much higher than for FPGA designs because there is more
potential gain for optimization and much of the design process is automated for FPGA designs.
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90 nm 65 nm 45 nm

Area 0.5 1.0 2.0
Delay 0.78 1.0 1.23

Table 3.1: Normalization factors between processes

Resource Relative Area Tile Area
(Equiv. LABs) (mm2)

LAB 1 0.0221
ALUT (half-ALM) 0.05 0.0011
M9K memory 2.87 0.0635
M144K memory 26.7 0.5897
DSP block 11.9 0.2623

Total core area 18 621 412

Table 3.2: Stratix III FPGA resource area usage

3.4 Custom CMOS vs. FPGA

3.4.1 Complete Processor Cores

We begin by comparing complete processor cores implemented on an FPGA vs. custom CMOS to pro-
vide context for the subsequent building block measurements. Table 3.3 shows a comparison of the area
and delay of four commercial processors that have both custom CMOS and FPGA implementations,
including in-order, multithreaded, and out-of-order processors. The FPGA implementations are synthe-
sized from RTL code for the custom CMOS processors, with some FPGA-specific circuit-level optimiza-
tions. However, the FPGA-specific optimization effort is smaller than for custom CMOS designs and
could inflate the area and delay ratios slightly.

The OpenSPARC T1 and T2 cores are derived from the in-order multithreaded UltraSPARC T1 and
T2, respectively [64]. The OpenSPARC T2 processor core includes a floating-point unit. We synthesized
one processor core for the Stratix III FPGA, with some debug features unnecessary in FPGA designs
removed, such as register scan chains and SRAM redundancy in the caches.

The Intel Atom is a dual-issue in-order 64-bit x86 processor with two-waymultithreading. Our Atom

Processor
Custom CMOS FPGA Ratios FPGA Resource Utilization

fmax Area fmax Area fmax Area Utilization ALUT Reg- M9K DSP
(MHz) (mm2) (MHz) (mm2) (ALUT) isters

SPARC T1 (90 nm) [60] 1800 6.0 79 100 23 17 86 597 54 745 54 950 66 1
SPARC T2 (65 nm) [61] 1600 11.7 88 294 18 25 250 235 163 524 116 085 275 0
Atom (45 nm) [42, 62] >1300 12.8 50 350 26 27 — 85% of Virtex-5 LX330 (176K LUT) —
Nehalem (45 nm) [21, 63] 3000 51 – 1320 – 26 — 320% of Virtex-5 LX330 (670K LUT) —

Geometric Mean 22 23

Table 3.3: Complete processor cores. Area and delay normalized to 65 nm.
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processor comparisons use published FPGA synthesis results by Wang et al. [42], which includes only
the processor core without L2 cache, and occupies 85% of the LUTs of the largest 65 nm Virtex-5 FPGA
(XC5VLX330). They do not publish a detailed breakdown of the FPGA resource utilization, so the FPGA
area is estimated by assuming the core area of the largest Virtex-5 is the same as the largest Stratix III and
treating the LUT usage as the fraction of the die used.

The Intel Nehalem is an out-of-order 64-bit x86 processor with two-way multithreading. The FPGA
synthesis by Schelle et al. [21] includes the processor core and does not include the per-core L2 cache,
with an area utilization of roughly 320% of the largest Virtex-5 FPGA. They partitioned the processor
core across five FPGAs and time-multiplexed the communication between FPGAs, so the resulting clock
speed (520 kHz) is not useful for estimating delay ratio.

Table 3.3 compares the four processors’ speed and area. For custom CMOS processors, the highest
commercially-available speed is listed, scaled to a 65 nm process using linear delay scaling as described
in Section 3.3. The area of a custom CMOS processor is measured from die photos, including only the
area of the processor core that the FPGA version implements, again scaled using ideal area scaling to a
65 nm process. The sixth and seventh columns contain the speed and area ratio between custom CMOS
and FPGA, with higher ratios meaning the FPGA is worse.

For the two OpenSPARC processors, FPGA area is measured using the resource usage (ALUT logic
utilization, DSP blocks, and RAM) of the design reported by Quartus multiplied by the area of each
resource in Table 3.2. The FPGA synthesis of the Intel processors use data from the literature which only
gave approximate area usage, so we list the logic utilization as a fraction of the FPGA chip.

Overall, custom processors have delay ratios of 18–26× and area ratios of 17–27×. We use these
processor core area and delay ratios as a reference point for the building block circuit comparisons in the
remainder of this chapter. For each building block circuit, we compare the FPGA vs custom CMOS area
and delay ratios for the building block circuit to the corresponding ratios for processor cores to judge
whether a building block circuit’s area and delay are better or worse than the overall ratios for a processor
core.

Interestingly, there is no obvious area ratio trend with processor complexity— for example, wemight
expect that an out-of-order processor synthesized for an FPGA, such as the Nehalem, to have a particu-
larly high area ratio, but it does not. We speculate that this is because expensive CAMs are only a small
portion of the hardware added by a high-performancemicroarchitecture. The added hardware includes a
considerable amount of RAM and other logic, since modern processor designs already seek to minimize
the use of CAMs due to their high power consumption. On the FPGA-synthesized Nehalem, the hard-
ware structures commonly associated with out-of-order execution (reorder buffer, reservation stations,
register renaming) consume around 45% of the processor core’s LUT usage [21].

3.4.2 SRAM Blocks (Low Port Count)

SRAM blocks are commonly used in processors for building caches and register files. SRAM perfor-
mance can be characterized by latency and throughput. Custom CMOS SRAM designs can trade latency
and throughput by pipelining, while FPGA designs are limited to the prefabricated SRAM blocks on the



Chapter 3. Comparing FPGA vs. Custom CMOS Circuits 19

Figure 3.1: SRAM throughput

FPGA.

Logical SRAMs targeting the Stratix III FPGA can be implemented in four different ways: using one
of the two physical sizes of hard block SRAM, using the LUT RAMs in Memory LABs (MLABs allow the
lookup tables in a LAB to be converted into a small RAM), or in registers and LUTs. The throughput
and density of the four methods of implementing RAM storage are compared in Table 3.4 to five high-
performance custom SRAMs in 65 nm processes. In this section, we focus on RAMs with one read-write
port (which wewill refer to as 1rw), as it is a commonly-used configuration in larger caches in processors,
but some custom CMOS SRAMs have unusual port configurations, such as being able to do two reads
or one write [65]. The size column lists the size of the SRAM block. For MLAB (LUT RAM, 640 bit),
M9K (block RAM, 9 kbit), and M144K (block RAM, 144 kbit) FPGA memories, memory size indicates
the capacity of the memory block type. The fmax and area columns list the maximum clock speed and
area of the SRAM block. Because of the large variety of SRAM block sizes, it is more useful to compare
bit density than area. The last two columns of the table list fmax and bit density ratios between custom
CMOS SRAM blocks and an FPGA implementation of the same block size on an FPGA. Higher density
ratios indicate worse density on FPGA.

Thedensity and throughput of customCMOS and FPGASRAMs listed in Table 3.4 are plotted against
memory size in Figures 3.1 and 3.2. The plots include data from CACTI 5.3, a CMOS memory per-
formance and area model [71]. There is good agreement between the CACTI models and the design
examples from the literature, although CACTI appears to be slightly more conservative.

The throughput ratio between FPGA memories and custom is 7–10×, lower than the overall delay
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Figure 3.2: SRAM density

ratio of 18–26×, showing that SRAMs are relatively fast on FPGAs. It is surprising that this ratio is not
even lower because FPGA SRAM blocks have little programmability. The 2 kbit MLAB (64×32) memory
has a particularly low delay because its 64-entry depth uses the 64×10 mode of the MLAB, allowing both
its input and output registers to be packed into the same LAB as the memory itself (each LAB has 20
registers), yet it does not need external multiplexers to stitch together multiple MLABs.

The FPGA data above use 32-bit wide data ports (often the width of a register on 32-bit processors)
that slightly underutilize the native FPGA 36-bit ports. The raw density of a fully-utilized FPGA SRAM
block is listed in Table 3.4. Below 9 kbit, the bit density of FPGA RAMs falls off nearly linearly with
reducing RAM size because M9Ks are underutilized. The MLABs use 20-bit wide ports, so a 32-bit wide
memory block always uses at least two MLABs, utilizing 80% of their capacity. The MLAB bit density
(25 kbit/mm2) is low, although it is still much better than using registers and LUTs (0.76 kbit/mm2).
For larger arrays with good utilization, FPGA SRAM arrays have a density ratio of only 2–5× vs. single
read-write port (1rw)1 CMOS (and CACTI) SRAMs, far below the full processor area ratio of 17–27×.

As FPGA SRAMs use dual-ported (2rw) arrays, we also plotted CACTI’s 2rw model for comparison.
For arrays of similar size, the bit density of CACTI’s 2rw models are 1.9× and 1.5× the raw bit density of
fully-utilized M9K and M144K memory blocks, respectively. This suggests that half of the bit density gap
between custom CMOS and FPGA SRAMs in our single-ported test is due to FPGA memories paying
the overhead of dual ports.

1There are three basic types of memory ports: read (r), write (w) and read-write (rw). A read-write port can read or write,
but only to one location each cycle.
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Design Ports Size fmax Area Bit Density Ratios
(kbit) (MHz) (mm2) (kbit/mm2) fmax Density

IBM 6T 65 nm [65] 2r or 1w 128 5600 0.276 464 9.5 2.1
Intel 6T 65 nm [66] 1rw 256 4200 0.3 853 7.1 3.9
Intel 6T 65 nm [67] 1rw 70 Mb 3430 110 [68] 820 – –
IBM 8T 65 nm SOI [69] 1r1w 32 5300 – – 9.0 –
Intel 65 nm Regfile [70] 1r1w 1 8800 0.017 59 15 3.7

Stratix III FPGA
Registers 1rw – – – 0.76
MLAB 1rw 0.625 450 0.025 25
M9K 1rw 9 590 0.064 142
M144K 1rw 144 590 0.59 244

Table 3.4: Custom CMOS and FPGA SRAM blocks

CACTI 5.3 FPGA Ratios

Ports fmax Density fmax Density
(MHz) ( kbit

mm2 ) (MHz) ( kbit
mm2 ) fmax Density

2r1w 3750 177 497 63 7.6 2.8
4r2w 3430 45 228 0.25 15 179
6r3w 3270 27 214 0.20 15 140
8r4w 2950 17 178 0.15 17 109
10r5w 2680 11 168 0.11 16 104
12r6w 2450 8.0 140 0.091 18 87
14r7w 2250 6.1 130 0.080 17 75
16r8w 2070 4.8 126 0.064 16 74

Live Value Table (LVT)
4r2w 375 3.9 9.2 12
8r4w 280 0.98 11 17

Table 3.5: Multiported 8 kbit SRAM. LVT data from [72]

For register file use where latency may be more important than memory density, custom processors
have the option of trading throughput for area and power by using faster and larger storage cells. The
65 nmPentium 4 register file trades decreased bit density for 9GHz single-cycle performance [70]. FPGA
RAMs lack this flexibility, and the delay ratio is even greater (15×) for this specific use.

3.4.3 Multiported SRAM Blocks

FPGA hard SRAMblocks can typically implement up to two read-write ports (2rw). Implementingmore
read ports on an FPGA can be achieved reasonably efficiently by replicating the memory blocks, but
increasing the number of write ports is more difficult. A multiple write port RAM can be implemented
using registers for storage and LUTs for multiplexing and address decoding, but is inefficient. A more
efficient method using hard RAM blocks for most of the storage replicates memory blocks for each write
and read port and uses a live value table (LVT) to indicate for eachwordwhich of the replicatedmemories
holds the most recent copy [72].
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We present data for multiported RAMs implemented using registers, LVT-based multiported mem-
ories from [72], and CACTI 5.3 models of custom CMOS multiported RAMs. Like for single-ported
SRAMs (Section 3.4.2), we report the random cycle time of a pipelined custom CMOS memory. We
focus on a 256×32-bit (8 kbit) memory block with twice as many read ports as write ports (2N read, N
write) because it is a port configuration often used in register files in processors and the size fits well into
an M9K memory block. Table 3.5 shows the throughput and density comparisons.

The custom CMOS vs. FPGA bit density ratio is 2.8× for 2r1w, and increases to 12× and 179×
for 4r2w LVT- and register-based memories, respectively. When only one write port is needed (2r1w),
the increased area needed for duplicating the FPGA memory block to provide a second read port is
less than the area increase for tripling the number of ports from 1rw to 2r1w of a custom CMOS RAM
(445 kbit/mm2 1rw fromSection 3.4.2 to 177 kbit/mm2 2r1w). LVT-basedmemories improve in density
on register-basedmemories, but both are worse than simple replication used formemories with onewrite
port and multiple read ports.

The delay ratio is 7.6× for 2r1w, and increases to 9× and 15× for 4r2w LVT- and register-basedmem-
ories, respectively, a smaller impact than the area ratio increase. The delay ratios when using registers to
implement memories (15–18×) are higher than those for single-ported RAMs using hard RAM blocks,
but still slightly lower than the overall processor core delay ratios.

3.4.4 Content-Addressable Memories

A Content-Addressable Memory (CAM) is a logic circuit that allows associative searches of its stored
contents. Custom CMOS CAMs are typically implemented as dense arrays of cells using 9-transistor
(9T) to 11T cells compared to 6T used in SRAM and are typically 2–3× less dense than custom SRAMs.
Ternary CAMs use two storage cells per “bit” to store three states (0, 1, and don’t-care). In processors,
CAMs are used in tag arrays for high-associativity caches and translation lookaside buffers (TLBs). CAM-
like structures are also used in out-of-order instruction schedulers. CAMs in processors require both
frequent read and write capability, but not large capacities. Pagiamtzis and Sheikholeslami give a good
overview of the CAM design space [73].

There are several methods of implementing CAM functionality on FPGAs that do not have hard
CAM blocks [74]. CAMs implemented in soft logic use registers for storage and LUTs to read, write, and
search the stored bits. Another proposal, which we will refer to as BRAM-CAM, stores one-hot encoded
match-line values in block RAM to provide the functionality of aw×b-bit CAM using a 2b×w-bit block
RAM [75]. The soft logic CAM is the only design that provides one-cycle writes. The BRAM-CAM offers
improved bit density but requires two-cycle writes—one cycle each to erase then add an entry. We do not
consider FPGA CAM implementations with even longer write times that are only useful in applications
where modifying the contents of the CAM is a rare event, such as modifying a network routing table.

Table 3.6 shows a variety of custom CMOS and FPGA CAM designs. Search time indicates the time
needed to perform an unpipelined CAM lookup operation. The FPGA vs. customCMOS ratios compare
the delay (search time) and density between each custom CMOS design example and an FPGA soft logic
implementation of a CAM of the same size. Figures 3.3 and 3.4 plot these and also 8-bit wide and 128-bit
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Size Search Bit Ratios vs.
Time Density Soft Logic

(bits) (ns) ( kbit
mm2 ) Delay Density

Ternary CAMs (65 nm)
IBM 64×72 [76] 4608 0.6 – 5.4 –
IBM 64×240 [76] 15360 2.2 167 1.8 519

Binary CAMs (65 nm)
POWER6 8×60 [77] 480 <0.2 – 14 –
Godson-3 64×64 [78] 4096 0.55 76 5 99
Intel 64×128 [79] 8192 0.25 167 14 209

FPGA Ternary CAMs
Soft logic 64×72 4608 3.2 0.40
Soft logic 64×240 15360 4.0 0.32

FPGA Binary CAMs
Soft logic 8×60 480 2.1 0.83
Soft logic 64×64 4096 2.9 0.77
Soft logic 64×128 8192 3.4 0.80
MLAB-CAM 64×20 1280 4.5 1.0
M9K-CAM 64×16 1024 2.0 2.0

Table 3.6: CAM designs

wide soft logic CAMs of varying depth.
CAMs can achieve delay comparable to SRAMs but at a high cost in power. For example, Intel’s

64×128 BCAM achieves 4 GHz using 13 fJ/bit/search, while IBM’s 450 MHz 64×240 ternary CAM uses
1 fJ/bit/search.

As shown in Table 3.6, soft logic binary CAMs have poor bit density ratios vs. custom CMOS CAMs
— from 100 to 210 times worse. We included ternary CAM examples in the table for completeness, but
since they are generally not used inside processors, we do not include them when summarizing CAM
density ratios. Despite the poor density of soft logic CAMs, the delay ratio is only 14 times worse. BRAM-
CAMs built fromM9Ks can offer 2.4× better density than soft logic CAMs but needs two cycles per write.
The halved write bandwidth of BRAM-CAMs make them unsuitable for performance-critical uses, such
as tag matching in instruction schedulers and L1 caches.

We observe that the bit density of soft logic CAMs is nearly the same as using registers to implement
RAM (Table 3.4), suggesting that most of the area inefficiency comes from using registers for storage, not
the added logic to perform associative searching.

3.4.5 Multipliers

Multiplication is an operation performed frequently in signal processing applications, but not used as
often in processors. In a processor, only a few multipliers would be found in ALUs to perform multipli-
cation instructions. Multiplier blocks can also be used to inefficiently implement shifters and multiplex-
ers [83].

Figure 3.5 shows the latency of multiplier circuits on custom CMOS and on FPGA using hard DSP
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Figure 3.3: CAM search speed

blocks. Latency is the product of the cycle time and the number of pipeline stages, and does not adjust for
unbalanced pipeline stages or pipeline latch overheads. Table 3.7 shows details of the design examples.

The two IBM multipliers have latency ratios comparable to full processor cores. Intel’s 16-bit mul-
tiplier design has much lower latency ratios as it appears to target low power instead of delay. In de-
signs where multiplier throughput is more important than latency, multipliers can be made more deeply
pipelined (3 and 4 stages in these examples) than the hard multipliers on FPGAs (2 stages), and through-
put ratios can be even higher than the latency ratios.

The area of the custom CMOS and FPGA multipliers are plotted in Figure 3.6. FPGA multipliers are
relatively area-efficient. The area ratios for multipliers of 4.5–7.0× are much lower than for full processor
cores (17–27×, Section 3.4.1).

Design Size Stages Latency Area Ratios
(ns) (mm2) Latency Area

Intel 90 nm 1.3 V [80] 16×16 1 0.81 0.014 3.4 4.7
IBM 90 nm SOI 1.4 V [81] 54×54 4 0.41 0.062 22 7.0
IBM 90 nm SOI 1.3 V [82] 53×53 3 0.51 0.095 17 4.5

Stratix III 16×16 1 2.8 0.066
Stratix III 54×54 1 8.8 0.43

Table 3.7: Multiplier area and delay, normalized to 65 nm process. Unpipelined latency is pipelined cycle
time×stages.
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Figure 3.4: CAM bit density

3.4.6 Adders

Custom CMOS adder circuit designs can span the area-delay trade-off space from slow ripple-carry
adders to logarithmic-depth fast adders. On an FPGA, adders are usually implemented using hard carry
chains that implement variations of the ripple-carry adder, although carry-select adders have been also
been used. Although fast adders can be implemented on FPGAs with soft logic and routing, the lack of
dedicated circuitry means fast adders are bigger and usually slower than the ripple-carry adder with hard
carry chains [88].

Figure 3.7 plots a comparison of adder delay, with details in Table 3.8. The Pentium 4 delay is con-
servative as the delay given is for the full integer ALU. FPGA adders achieve delay ratios of 15–20× and

Design Size fmax Area Delay Area
(bit) (MHz) (mm2) Ratio Ratio

Agah 1.3 V [84] 32 12000 – 20 –
Kao 90 nm 1.3 V [85] 64 7100 0.016 19 4.5
Pentium 4 1.3 V [86] 32 9000 – 16 –
IBM 1.0 V [87] 108 3700 0.017 15 6.9

Stratix III
32 593 0.035
64 374 0.071

108 242 0.119

Table 3.8: Adder area and delay, normalized to 65 nm process
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Figure 3.5: Multiplier latency

a low area ratio of around 4.5–7×. Despite the use of dedicated carry chains on the FPGA, the delay
ratios are fairly high because we compare FPGA adders to high-performance custom CMOS adders. For
high-performance applications, such as in processors, FPGAs offer little flexibility in trading area for
even more performance by using a faster circuit-level design.

3.4.7 Multiplexers

Multiplexers are found in many circuits, yet we have found little literature that provides their area and
delay in custom CMOS. Instead, we estimate delays of small multiplexers using a resistor-capacitor (RC)
analytical model, the delays of the Pentium 4 shifter unit, and the delays of the Stratix III ALM. Our area

Mux
Inputs

FPGA Custom CMOS
Area Delay Delay Delay

(mm2) (ps) (ps) Ratio

2 0.0011 210 2.8 74
4 0.0011 260 4.9 53
8 0.0022 500 9.1 54

16 0.0055 680 18 37
32 0.0100 940 29 32
64 0.0232 1200 54 21

Table 3.9: Analytical model of transmission gate or pass transistor tree multiplexers [89] normalized to
65 nm process.
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Figure 3.6: Multiplier area

Circuit FPGA
Delay (ps)

Custom
CMOS

Delay (ps)
Ratio

65 nm Pentium 4 Shifter 2260 111 20

Stratix III ALM
Long path 2500 350 7.1
Short path 800 68 11.7

Table 3.10: Delay of multiplexer-dominated circuits

ratio estimate comes from an indirect measurement using an ALM.
Table 3.9 shows a delay comparison between an FPGA and an analytical model of transmission gate

or pass gate tree multiplexers [89]. This unbuffered switch model is pessimistic for larger multiplexers,
as active buffer elements can reduce delay. On an FPGA, small multiplexers can often be combined with
other logic withminimal extra delay and area, somultiplexersmeasured in isolation are likely pessimistic.
For small multiplexers, the delay ratio is high, roughly 40–75×. Larger multiplexers appear to have de-
creasing delay ratios, but we believe this is largely due to the unsuitability of the unbuffered designs to
which we are comparing.

An estimate of the multiplexer delay ratio can also be made by comparing the delay of larger circuits
that are composed mainly of multiplexers. The 65 nm Pentium 4 integer shifter datapath [86] is one such
circuit, containing small multiplexers (sizes 3, 4, and 8). We implemented the same datapath exclud-
ing control logic on the Stratix III. A comparison of the critical path delay is shown in Table 3.10. The
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Figure 3.7: Adder delay

delay ratio of 20× is smaller than suggested by the isolated multiplexer comparison, but may be opti-
mistic if Intel omitted details from their shifter circuit diagram causing our FPGA equivalent shifter to
be oversimplified.

Another delay ratio estimate can bemade by examining the Stratix III Adaptive LogicModule (ALM)
itself, as its delay consists mainly of multiplexers. We implemented a circuit equivalent to an ALM as
described in the Stratix III Handbook [90], comparing delays of the FPGA implementation to custom
CMOS delays of the ALM given by the Quartus timing models. Internal LUTs are modelled as multi-
plexers that select between static configuration RAM bits. Each ALM input pin is modelled as a 21-to-1
multiplexer, as 21 to 30 are reasonable sizes according to Lewis et al. [49].

We examined one long path and one short path, from after the input multiplexers for pins datab and
dataf0, respectively, terminating at the LUT register. Table 3.10 shows delay ratios of 7.1× and 11.7× for
the long and short paths, respectively. These delay ratios are lower compared to previous examples due to
the lower power and area budgets preventing custom FPGAs from being as aggressively delay-optimized
as custom processors, and to extra circuit complexity not shown in the Stratix III Handbook.

We can also estimate a lower bound on themultiplexer area ratio by implementing only themultiplex-
ers in our FPGA equivalent circuit of an ALM, knowing the original ALM contains more functionality
than our equivalent circuit. Our equivalent ALM consumes 104 ALUTs, or roughly 52 ALMs, resulting
in an estimated area ratio of 52×. However, the real ALM area ratio is substantially greater, as we im-
plemented only the ALM’s input and internal multiplexers and did not include global routing resources
or configuration RAM. A rule of thumb is that half of an FPGA’s core area is spent in the programmable
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Design Register Delay (ps) Delay Ratio

Pentium 4 180 nm [91] 35 (90 ps in 180 nm) 12
Hartstein et al. [92] 32 (2.5 FO4) 14
Hrishikesh et al. [93] 23 (1.8 FO4) 19

Geometric Mean 29.5 15

Stratix III 436 –

Table 3.11: Pipeline latch delay

global routing network, doubling the area ratio estimate to 104× while still neglecting the configuration
RAM.

In summary, groups of multiplexers (measured from the Pentium 4 shifter and ALM) have delay
ratios below 20×, with small isolated multiplexers being worse (40–75×). However, multiplexers are
particularly area-intensive with an area ratio greater than 100×. Thus we find that the intuition that
multiplexers are expensive on FPGAs is justified, especially from an area perspective.

3.4.8 Pipeline Latches

In synchronous circuits, themaximum clock speed of a circuit is typically limited by a register-to-register
delay path from a pipeline latch2, through a pipeline stage’s combinational logic, to the next set of pipeline
latches. The delay of a pipeline latch (its setup and clock-to-output times) impacts the speed of a circuit
and the clock speed improvement when increasing pipeline depth. Note that hold times do not directly
impact the speed of a circuit, only correctness.

The “effective” cost in delay of inserting an extra pipeline register into LUT-based combinational
pipeline logic is measured by observing the increase in delay as the number of LUTs between registers
increases, then extrapolating the delay to zero LUTs. This method is different from, and more pessimistic
than, simply summing the Tco (clock to output), Tsu (setup), clock skew, and one extra LUT-to-register
interconnect delay to reach a register, which is 260ps. This pessimism occurs because inserting a register
also impacts the delay of the combinational portion of the delay path. Themeasured latch delay in Stratix
III is 436 ps.

Table 3.11 shows estimates of the delay of a custom CMOS pipeline latch. The 180 nm Pentium 4
design assumed 90 ps of pipeline latch delays including clock skew [91], which we scaled according to
the FO1 ring oscillator delays for Intel’s processes (11 ps at 180 nm to 4.25 ps at 65 nm) [67]. Hartstein et
al. and Hrishikesh et al. present estimates expressed in fanout-of-four (FO4) delays, which were scaled
to an estimated FO4 delay of 12.8 ps for Intel’s 65 nm process.

Thus, the delay ratio for a pipeline latch ranges from 10 to 15 times. Although we do not have area
comparisons, registers are considered to occupy very little FPGA area because more LUTs are used than
registers in most FPGA circuits, yet FPGA logic elements include at least one register for every LUT.

2Latch refers to pipeline storage elements. This can be a latch, flip-flop, or other implementation.
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3.4.9 Interconnect Delays

Interconnect delay comprises a significant portion of the total delay in both FPGAs and modern CMOS
processes. In this section we explore the point-to-point delay of these technologies, and include the effect
of congestion on these results.

Point-to-Point Routing

In this section, we measure the wire delay of a point-to-point (single fanout) connection. In modern
CMOS processes, there are multiple layers of interconnect wires, for dense local connections and faster
global connections. On an FPGA, an automated router chooses a combination of faster long wires or
more abundant short wires when making a routing connection.

For custom CMOS, we approximate the delay of a buffered wire using a lumped-capacitance model
with interconnect and transistor parameters from the International Technology Roadmap for Semi-
conductors (ITRS) 2007 report [94]. The ITRS 2007 data could be pessimistic when applied to high-
performance CMOS processes used in processors, as Intel’s 65 nm process uses larger pitch and wire
thicknesses than the ITRS parameters, and thus reports lower wire delays [67]. On the Stratix III FPGA,
point-to-point delay is measured using the delay between two manually-placed registers with automated
routing, with the delay of the register itself subtracted out. We assume that LABs on the Stratix III FPGA
have an aspect ratio (the vertical/horizontal ratio of delay for each LAB) of 1.6 because it gives a good
delay vs. manhattan distance fit.

Figure 3.8 plots the point-to-point wire delays for custom CMOS and FPGA wires versus the length
of the wire. The delay for short wires (under 20 µm) is dominated by the delay of the driver and load
buffers (i.e., one FO1 delay). These delays may be optimistic for global wires because we do not include
the delay of the vias required to access the top layers of wiring. The FPGA point-to-point wire delays
are plotted as “Stratix III”. FPGA short local wires (100 µm) have a delay ratio around 9× compared to
“local” wires of the same length. Long wire delay (above 10 000 µm) is quite close (2×) to CMOS for the
same length of wire.

When trying to measure the impact of wire delays on a circuit, routing delays are more meaningful
when “distance” is normalized to the amount of “logic” that can be reached. To approximate logic density-
normalized routing delays, we adjust the FPGA routing distance by the square-root of the FPGA’s overall
area overhead vs. custom CMOS (

√
23× = 4.8×). That is, a circuit implemented on an FPGA will need

to use wires that are 4.8 times longer than the equivalent circuit implemented in custom CMOS.

The logic density-normalized routing delays are plotted as “Stratix III Area Adjusted” in Figure 3.8.
Short local FPGA wires (100 µm) have a logic density-normalized delay ratio of 20×, while long global
wires (7 500 µm) have a delay ratio of only 9×. The short wire delay ratio is comparable to the overall
delay ratio for full processors, but the long wire delay ratio is half that, suggesting that FPGAs are less
affected by long wire delays than custom CMOS.
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Figure 3.8: Point-to-point routing delay

FPGA Routing Congestion

The preceding section compared FPGA vs. custom CMOS point-to-point routing delays in an uncon-
gested chip. These delays could be optimistic compared to routing delays in real circuits where congestion
causes routes to take sub-optimal paths. This section shows howmuch FPGA routing delay changes from
the ideal point-to-point delays due to congestion found in real FPGA designs.

To measure the impact of congestion, we compare the delay of route connections found on near-
critical paths in a soft processor to the delay of routes travelling the same distance on an empty FPGA.
We synthesized two soft processors for this measurement: The OpenSPARC T1, a large soft processor,
and the Nios II/f, a small soft processor specifically designed for FPGA implementation. We extracted
register-to-register timing paths that had delay greater than 90%of the critical path delay (i.e., the top 10%
of near-critical paths). Timing paths are made up of one or more connections, where each connection
is a block driving a net (routing wires) and terminating at another block’s input. For each connection in
the top 10% of paths, we observed its delay as reported by the Quartus timing analyzer and its manhattan
distance calculated by placement locations of the source and destination blocks.

The resulting delay vs. distance plots are shown in Figure 3.9a for theOpenSPARCT1 and Figure 3.9b
for the Nios II/f. The empty-chip measurements are the same as those from the preceding section (Fig-
ure 3.8). The larger size of the OpenSPARC T1 results in many longer-distance connections, while the
longest connection within the top 10% of paths in the small Nios II/f has a distance of 1800 µm or about
the width of 15 LAB columns. We see from these plots that the amount of congestion found in typical
soft processors does not appreciably impact the routing delays for near-critical routes, and that routing
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Custom FPGA RatioCMOS [95]

DDR2 Frequency (MHz) 533 400 1.3
DDR3 Frequency (MHz) 800 533 1.5
Read Latency (ns) 55–65 85 1.4

Table 3.12: Off-chip DRAM latency and throughput. Latency assumes closed-page random accesses.

Design Delay Ratio Area Ratio

Processor Cores 18 – 26 17 – 27

SRAM 1rw 7 – 10 2 – 5
SRAM 4r2w LUTs / LVT 15 / 9 179 / 12
CAM 14 100 – 210
Multiplier 17 – 22 4.5 – 7.0
Adder 15 – 20 4.5 – 7.0
Multiplexer 20 – 75 > 100
Pipeline latch 12 – 19 —
Routing 9 – 20 —
Off-Chip Memory 1.3 – 1.5 —

Table 3.13: Delay and area ratio summary

congestion does not alter our conclusions in the preceding section that FPGA long wire routing delays
are relatively low.

3.4.10 Off-Chip Large-Scale Memory

Table 3.12 gives a brief overview of off-chip DRAM latency and bandwidth as commonly used in proces-
sor systems. Random read latency is measured on Intel DDR2 and DDR3 systems with off-chip (65 ns)
and on-die (55 ns) memory controllers. FPGA memory latency is calculated as the sum of the mem-
ory controller latency and closed-page DRAM access time [95]. While these estimates do not account
for real access patterns, they are enough to show that off-chip latency and throughput ratios between
custom CMOS and FPGA are far lower than for any of the in-core circuits discussed above.

3.4.11 Summary of Building Block Circuits

A summary of our estimates for the FPGA vs. custom CMOS delay and area ratios is given in Table 3.13.
Note that the range of delay ratios (from 7–75×) is smaller than the range of area ratios (from 2–210×).
Themultiplexer circuit has the highest delay ratios. Hard blocks used to support specific circuit types have
only a small impact on delay ratios, but they considerably impact the area-efficiency of SRAM, adders,
and multiplier circuits. Multiplexers and CAMs are particularly area-inefficient.

Previous work [52] reported an average of 3.0–3.5× delay ratio and 18–35× area ratio for FPGA vs.
standard cell ASIC for a set of complete circuits. Although we expect both ratios to be higher when com-
paring FPGA against customCMOS, our processor core delay ratios are higher but area ratios are slightly
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(a) SPARC T1

(b) Nios II/f

Figure 3.9: Comparing interconnect delays between an empty FPGA and soft processors
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lower, which is initially surprising. We believe this is likely due to custom processors being optimized
more for delay at the expense of area compared to typical standard cell circuits.

3.5 Impact on Processor Microarchitecture

Section 3.4 measured the area and delay differences between different circuit types targeting both custom
CMOS and FPGAs. In this section we relate those differences to the microarchitectural design of circuits
in the two technologies. It is important to note that area is often a primary concern in the FPGA space,
given the high area cost of programmability, leading to lower logic densities and high relative costs of the
devices. In addition, the results above show that the area ratios between different circuit types vary over
a larger range (2–200×) than the delay ratios (7–75×). For both of these reasons, we expect that area
considerations will have a stronger impact on microarchitecture than delay.

The building blocks we measured cover many of the circuit structures used in microprocessors:

• SRAMs are very common, but take on different forms. Caches are usually low port count and
high density SRAMs. Register files use high port count, require higher speed, and are lower total
capacity. RAM structures are also found in various predictors (branch direction and target, mem-
ory load dependence), and in various buffers and queues used in out-of-order microarchitectures
(reorder buffer, register rename table, register free lists)

• CAMs can be found in high-associativity caches and TLBs. In out-of-order processors, CAMs
can also be used for register renaming, memory store queue address matching, and instruction
scheduling (in reservation stations). Most of these can be replaced by RAMs, although store queues
and instruction scheduling are usually CAM-based.

• Multipliers are typically found only in ALUs (both integer and floating-point).

• Adders are also found in ALUs. Addition is also used for address generation (AGUs), and in mis-
cellaneous places such as the branch target address computation.

• Small multiplexers are commonly scattered within random logic in a processor. Larger, wider
multiplexers can be found in the bypass networks near the ALUs.

• Pipeline latches and registers delimit the pipeline stages (which are used to reduce the cycle time)
in pipelined processors.

We begin with general suggestions applicable to all processors, then discuss issues specific to out-of-
order processors. Our focus on out-of-order processors is driven by the desire to improve soft processor
performance given the increasing logic capacity of new generations of FPGAs, while also preserving the
ease of programmability of the familiar single-threaded programming model.
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3.5.1 Pipeline Depth

Pipeline depth is one of the fundamental choices in the design of a processor microarchitecture. In-
creasing pipeline depth results in higher clock speeds, but with diminishing returns due to pipeline latch
delays. Hartstein and Puzak [92] show that the optimal processor pipeline depth for performance is pro-
portional to

√
tp
to

, where tp is the total logic delay of the processor pipeline, and to is the delay overhead
of a pipeline latch. Other properties of a processor design, such as branch prediction accuracy, the pres-
ence of out-of-order execution, or issue width, also affect the optimal pipeline depth, but these properties
depend on microarchitecture, not implementation technology. The implementation technology-dependent
parameters to and tp have a similar effect on the optimal pipeline depth for different processor microar-
chitectures, and these are the only two parameters that change when comparing implementations of the
same microarchitecture on two different implementation technologies (custom CMOS vs. FPGA).

Section 3.4.8 showed that the delay ratio of registers (which is the to of the FPGA vs. the to custom
CMOS,measured as∼15×) is lower than the delay ratio of a complete processor (which is roughly3 the tp
of the processor on the FPGA vs. the tp of a customCMOS processor,∼22×), increasing tp/to on FPGA.
The change in tp/to is roughly (22/15), suggesting soft processors should have pipeline depths roughly
20% longer compared to an equivalent microarchitecture implemented in custom CMOS. In addition
to performance, pipeline registers are nearly free in area in many FPGA designs because most designs
consume more logic cells (LUTs) than registers, which reduces the cost of registers for deeper pipelines
in soft processors.

That soft processors should have slightly deeper pipelines than an equivalent hard processor seems
opposed to the observation that today’s soft processors tend to use short pipelines [96]. Current (relatively
simple) soft processors processors have short pipelines because they have low complexity (low tp), which
is a property of the processor microarchitecture, and not a property of the FPGA substrate.

3.5.2 Interconnect Delay and Partitioning of Structures

The portion of a chip that can be reached in a single clock cycle is decreasing with each newer process
generation, while transistor switching speeds continue to improve. This leads to microarchitectures that
partition large structures into smaller ones. This could be dividing the design into clusters (such as group-
ing a register file with ALUs into a cluster and requiring extra latency to communicate between clusters)
or employing multiple cores to avoid global, one-cycle, communication [55].

In Section 3.4.9, we observed that after adjustment for the reduced logic density of FPGAs, long
wires have a delay ratio roughly half that of a full processor core. The relatively faster long wires lessen
the impact of global communication, reducing the need for aggressive partitioning of designs for FPGAs.
Current FPGA processors have less logic complexity than high-performance custom processors, so there

3The value of tp is the total propagation delay of a processor with the pipeline latches removed, and is not easily
measured. It can be approximated by the product of the number of pipeline stages (N ) and cycle time if we assume
perfectly balanced stages. The cycle time includes both logic delay (tp/N ) and latch overhead (to) components for
each pipeline stage, but since we know the custom CMOS vs. FPGA to ratio is smaller than the cycle time ratio,
using the cycle time ratio as an estimate of the tp ratio results in a slight underestimate of the tp ratio.
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is little need to partition. As FPGA processors grow in complexity, such as for the out-of-order processor
in this work, the lower impact of long wires on FPGAs suggests that FPGA processors would have less
difficulty with long-distance interconnect delay than hard processors.

3.5.3 ALUs and Bypassing

Multiplexers consume much more area (>100×) on FPGAs than custom CMOS (Section 3.4.7), making
bypass networks that shuffle operands between functional units more expensive on FPGAs. On the other
hand, the functional units themselves are often composed of adders and multipliers and have a lower
4.5–7× area ratio. The high cost of multiplexers reduces the area benefit of using multiplexers to share
these functional units.

There are processor microarchitecture techniques that reduce the size of operand-shuffling networks
relative to the number of ALUs. “Fused” ALUs that perform two or more dependent operations at a time
increase the amount of computation relative to operand shuffling, such as the common fused multiply-
accumulate unit and interlock collapsing ALUs [97, 98]. Other proposals cluster instructions together
to reduce the communication of operand values to instructions outside the group [99, 100]. These tech-
niques may benefit soft processors more than hard processors. However, we did not consider fused op-
erations in our processor design due to the extra complexity (e.g., in instruction decoding) required to
find suitable operations to fuse.

3.5.4 Cache Organization

Set-associative caches have two common implementation styles. Low associativity caches replicate the
cache tag RAM and access them in parallel, while high associativity caches store tags in CAMs. High
associativity caches are more expensive on FPGAs because of the high area cost of CAMs (100–210×
bit density ratio). In addition, custom CMOS caches built from tag CAM and data RAM blocks can
have the CAM’s decoded match lines directly drive the RAM’s word lines, while an FPGA CAM must
produce encoded outputs that are then decoded by the SRAM, adding a redundant encode-decode op-
eration that was not included in the FPGA circuits in Section 3.4.4 (we assumed CAMs with decoded
outputs). In comparison, custom CMOS CAMs have minimal delay and 2–3× area overhead compared
to RAM allowing for high-associativity caches (with a CAM tag array and RAM data array) to have an
amortized area overhead of around 10%, with minimal change in delay compared to lower-associativity
set-associative caches [101].

CAM-based high-associativity caches are not area efficient in FPGA soft processors and hence soft
processor caches should have lower associativity than similar hard processors. Soft processor caches
should also be of higher capacity than those of similar hard processors because of the good area efficiency
of FPGA SRAMs (2–5× density ratio).
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Figure 3.10: A typical out-of-order processor microarchitecture

3.5.5 Memory System Design

The lower area cost of block RAM encourages the use of larger caches, reducing cache miss rates and
lowering the demand for off-chip DRAM bandwidth. The lower clock speeds of FPGA circuits further
reduce off-chip bandwidth demand. The latency and bandwidth of off-chipmemory is only slightly worse
on FPGAs than on custom CMOS processors as they use essentially the same commodity DRAMs.

Hard processors use many techniques to improve memory system performance, such as DRAM ac-
cess scheduling, non-blocking caches, prefetching, memory dependence speculation, and out of order
memory accesses. The lower off-chip memory system demands on FPGA soft processors suggest that
more resources should be dedicated to improving the performance of the processor core than to improv-
ing memory bandwidth or tolerating latency.

3.5.6 Out-of-Order Microarchitecture

Superscalar out-of-order processors are more complex than single-issue in-order processors. The larger
number of instructions and operands in flight increasemultiplexer andCAMuse, leading to the common
expectation that out-of-order processors would be disproportionately expensive on FPGAs and therefore
not a suitable choice for use in soft processors. However, section 3.4.1 suggests that processor complexity
does not have a strong correlation with FPGA vs. custom CMOS area ratio: even when not specifi-
cally FPGA-optimized, the multiple-issue out-of-order Nehalem processor has an area ratio similar to
the three in-order designs, suggesting that out-of-order and in-order processor designs appear equally
suited for FPGA implementation. One possible explanation is that, for issue widths found in current
processors, most of the area in a complex out-of-order processor is not spent on the CAM-like sched-
ulers and multiplexer-like bypass networks, even though these structures are often high power, timing
critical, and scale poorly to very wide issue widths. The small size of the CAMs and multiplexers mean
that even particularly high area ratios for CAMs and multiplexers cause only a small impact to the area
of the whole processor core.

Figure 3.10 shows the high-level organization of a typical out-of-order processor. Fetch, decode,
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Figure 3.11: Out-of-order processor microarchitecture variants

register rename, and instruction commit are done in program order. The reorder buffer (ROB) tracks
instructions as they progress through the out-of-order section of the processor. Out-of-order execution
usually includes a CAM-based instruction scheduler, a register file, some execution units (ALUs), and
bypass networks. Thememory load/store units and thememory hierarchy are not shown in this diagram.

There are several styles ofmicroarchitectures commonly used to implement precise interrupt support
in pipelined or out-of-order processors and many variations are used in modern processors [14,15,102].
The main variations between the microarchitecture styles concern the organization of the reorder buffer,
register renaming logic, register file, and instruction scheduler andwhether each component uses aRAM-
or CAM-based implementation. Some common organizations used in recent out-of-order processors are
shown in Figure 3.11. These organizations have important implications on the RAM and CAM size and
port counts used by a processor.

The Intel P6-derivedmicroarchitectures (from PentiumPro toNehalem) use reservation stations and
a separate committed register file (Figure 3.11a) [103]. Operand values are stored in one of three places:
retired register file, reorder buffer, or reservation stations. The retired register file stores register values
that are already committed. The reorder buffer stores register values that are produced by completed, but
not committed, instructions. When an instruction is dispatched, it reads any operands that are available
from the retired register file (already committed) or reorder buffer (not committed), stores the values
in the reservation station entry, and waits until the remaining operand values become available on the
bypass networks. When an instruction commits, its result value is copied from the reorder buffer into the
retired register file. This organization requires several multiported RAM structures (reorder buffer and
retired register file) and a scheduler CAM that stores operand values (any number of waiting instructions
may capture a previous instruction’s result).

The organization used in the AMD K7 and derivatives (K7 through K10) unifies the speculative (fu-
ture file) and retired register files into a single multiported RAM structure (labelled “RegFile RAM” in
Figure 3.11b [104]). Like the P6, register values are stored in three places: reorder buffer, register file,
and reservation stations. Unlike the P6, dispatching instructions only need to read the future file RAM
but not from the reorder buffer. However, result values are still written into the reorder buffer, and, like
the P6, are copied into the register file when an instruction commits. Using a combined future file and
register file reduces the number of read ports required for the ROB (the ROB is read only for committing
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results), but increases the number of read ports for the register file. Like the P6, the K7 uses a reservation
station scheduler that stores operand values in a CAM. For FPGA implementations, the K7 organization
seems to be a slight improvement over the P6 because only the register file is highlymultiported (the ROB
only needs multiple write ports and sequential read for commit), and the total number of RAM ports is
reduced slightly.

The physical register file organization (PRF, Figure 3.11c) has been used in many hard processor
designs, such as the MIPS R10K, IBM Power 4, 5, 7, and 8, Intel Pentium 4 and Sandy Bridge, Alpha
21264, andAMDBobcat and Bulldozer [105–112]. In a physical register file organization, operand values
are stored in one central register file. Both speculative and committed register values are stored in the
same structure. The register renamer explicitly renames architectural register numbers into indices into
the physical register file, andmust be able to track which physical registers are in use and roll back register
mappings during a pipeline flush. After an instruction is dispatched into the scheduler, it waits until all
of its operands are available. Once the instruction is chosen to be issued, it reads all of its operands from
the physical register file RAM or bypass networks, normally taking one extra cycle compared to the P6
and K7. The instruction’s result is written back into the register file RAM and bypass networks. When an
instruction commits, only the state of the register renamer needs to be updated, and there is no copying
of register values as in the previous two organizations.

Thephysical register file organization has several advantages that are particularly significant for FPGA
implementations. Register values are only stored in one structure (the PRF), reducing the number of
multiported structures required. Also, the scheduler’s CAM does not store operand values, allowing the
area-inefficient CAM to be smaller, with operand values stored in a more area-efficient register file RAM.
This organization adds some complexity to track free physical registers and an extra pipeline stage to
access the PRF. FPGA RAMs have particularly low area cost (Section 3.4.2), but CAMs are area expen-
sive (Section 3.4.4). The benefits of reducing CAM size and multiported RAMs suggest that the PRF
organization would be particularly preferred for FPGA implementations.

The delay ratio of CAMs (15×) is not particularly poor, so CAM-based schedulers are reasonable on
FPGA soft processors. However, the high area cost of FPGA CAMs means scheduler capacity should be
kept small. In addition to reducing the number of scheduler entries, reducing scheduler area can also be
done by reducing the amount of storage required per entry. One method is to choose an organization
that does not store operand values in the CAM, like the PRF organization (Figure 3.11c). Schedulers can
be data-capturing where operand values are captured and stored in the scheduler, or non data-capturing
where the scheduler tracks only the availability of operands, with values fetched from the register file or
bypass networks when an instruction is finally issued. Non data-capturing schedulers reduce the amount
of data that must be stored in each entry of a scheduler.

The processor organizations described above all use a CAM for instruction scheduling. It may be
possible to further reduce the area cost by removing the CAM.There are CAM-free instruction scheduler
techniques that are not widely implemented [37,54], but may becomemore favourable in soft processors.
Reorder buffers, register renaming logic, and register files have occasionally been built using CAMs in
earlier processors, but are commonly implemented without CAMs.
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OnFPGAs, blockRAMs come in a limited selection of sizes, with the smallest blockRAMs commonly
being 4.5 kbit to 20 kbit. Reorder buffers and register files are usually even smaller in capacity but are
limited by port width or port count so processors on FPGAs can have larger capacity ROBs, register
files, and other port-limited RAM structures at little extra cost. In contrast, expensive CAMs limit soft
processors to small scheduling windows (instruction scheduler size). Microarchitectures that address
this particular problem of large instruction windows with small scheduling windows may be useful in
soft processors [113].

3.6 Conclusion

We have presented area and delay comparisons of processors and their building block circuits imple-
mented on custom CMOS and FPGA substrates. In 65 nm processes, we found FPGA implementations
of processor cores have 18–26× greater delay and 17–27× greater area usage than the same processors
in custom CMOS. The FPGA vs. custom CMOS delay ratios of most processor building block circuits
fall within the relatively narrow delay ratio range for complete processor cores, but area ratios have much
wider variation. Building blocks such as adders and SRAMs that have dedicated hardware support on
FPGAs are particularly area-efficient, while multiplexers and CAMs are particularly area-inefficient.

In the second part of this chapter, we discussed the impact of these measurements on microarchi-
tecture design choices: The FPGA substrate encourages soft processors to have larger, low-associativity
caches, deeper pipelines, and fewer bypass networks than similar hard processors. Also, while current
soft processors tend to be in-order, out-of-order execution is a valid design option for soft processors,
although scheduling windows should be kept small and a physical register file (PRF) organization should
be used to reduce the area impact of using a CAM-based instruction scheduler.

As we will see in the upcoming chapters, some of these design guidelines have influenced our proces-
sor design. We use a PRF organization to reduce the number of RAM ports and use a non data-capture
scheduler to reduce CAM size (Section 3.5.6, Chapter 5). We also use set-associative caches (2-way L1,
4-way L2) and TLBs (2-way), with a high capacity for the TLBs (128 entries) (Section 3.5.4, Chapter 12).

As a processor design needs to consider constraints beyond just area and delay, some of the design
suggestions made in this chapter (which considered only area and delay) were not used in our processor
design. For example, fused ALU operations (Section 3.5.3) would greatly increase the complexity of the
processor, and hence were not used, and our L1 cache size was small (8 KB) due to complexity related to
address translation rather than area efficiency considerations (Section 3.5.4).
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CPU Design Methodology

Having some understanding of what circuits cost and how processor microarchitecture decisions are im-
pacted by the FPGA substrate, we set out to design an out-of-order soft processor microarchitecture —
one that maps reasonably well to an FPGA, yet maintains a fairly classical and aggressive microarchitec-
ture that does not make large performance compromises to fit on the FPGA.

This chapter discusses our design goals, and the design process involved in designing, verifying, and
optimizing our processor microarchitecture and circuits.

4.1 Design Goals

To be useful, a processor must run software correctly, fast, and not use too much area. Due to low clock
speeds, FPGA processors are not yet power-limited, so the current design did not consider energy con-
sumption to reduce design effort.

4.1.1 Instruction Set Compatibility

The primary design goal for the processor is a sufficiently-correct implementation of the x86 instruction
set, which is a requirement for binary compatibility with existing software. As we are targeting com-
patibility with fairly modern operating systems, we have chosen the 32-bit variant of the instruction set.
Floating-point x87 support is mandatory, as most operating systems now target at least the Pentium in-
struction set, which includes floating point.

Our target instruction set most closely matches the Intel P6 (Pentium Pro)’s user-mode instruction
set, but the P5 (Pentium) system-mode features [1]. The primary addition in the P6’s user mode are the
CMOV (conditional move) instructions, which were straightforward to implement. We avoided the P6’s
new system-level features, as they were more complex to implement and not usually required to boot an
operating system. These features include PAE (Physical Address Extensions) and MTRR (Memory Type
Range Registers) [1].

We also chose to omit some rarely-used legacy features to reduce design effort, even though there are
no particular technical challenges involved with implementing them. These included support for the x86
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hardware task switchingmechanism, 16-bit protectedmode, and a few other features. This unfortunately
means that OS/2 no longer runs, as OS/2 is unusual in making full use of the x86 architecture’s features.

We chose to implement floating-point using a new software emulationmechanism that is transparent
to the operating system, to reduce the amount of hardware that needed to be designed. The emulation
mechanism traps to an emulation routine in firmware in response to a floating-point instruction, instead
of taking a normal (OS-visible) exception. In retrospect, this was a poor design decision. Not only is
the overhead of emulation very high (programs with more than a few percent floating-point instructions
would spend nearly all of its time running floating-point emulation routines), but the complexity of by-
passing segmentation and paging for memory operations added hardware complexity right in the critical
path of the memory system. A hardware floating-point unit (of any performance level) would have been
a better option. See Appendix A for a detailed description of the floating-point emulation mechanism.

4.1.2 Performance

One method to specify an approximate level of performance and complexity is to specify a processor’s
issuewidth (peak instructions per clock cycle). For a first implementation of an out-of-order x86 soft pro-
cessor, we chose a modest two-way issue out-of-order design, which targets a performance level slightly
lower than the Pentium Pro (3-issue). This design target is both superscalar and out of order, but due
to risk and inexperience, we did not want to attempt an even more complex and higher-performance
design.

Within the parameters of a two-way out-of-order design, we have tried to include aggressivemicroar-
chitecture features, even some that are not found on a Pentium Pro (e.g., memory dependence specula-
tion). Part of the objective of this thesis is to find FPGA-compatible implementations ofmodernmicroar-
chitecture techniques, so our processor design choices are not purely about finding the easiest method to
hit a particular performance target, and include some features that may seem somewhat excessive for a
processor of this performance level.

We chose to target a 300MHz frequency (on a Stratix IV FPGA) for each component in the processor.
This target was chosen as it is somewhat higher than aNios II/f on the same FPGA (240MHz), andwe felt
it was aggressive yet plausible to achieve. While the amount of pipelining could potentially achieve even
higher frequencies, we felt that a reasonable processor design would have a single-cycle ALU for simple
operations, whose critical path would include at minimum a 32-bit adder and a set of operand forward-
ing multiplexers, where the multiplexers would likely have comparable delay to the adder. 300 MHz
is approximately twice the delay of a 32-bit adder (See Table 3.8). We do not expect every component
to achieve the target, however we also do not progressively lower the target as we discover components
that miss the target. Not only would this result in a monotonically-decreasing frequency target, but if
the target drops low enough, we would need to reconsider whether those components that did reach the
frequency target should be re-pipelined to shorten the pipeline length.
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4.1.3 Area

As FPGAs have grown exponentially for the 15 years since the 1700-LE 32-bit Nios soft processor was
released [114], we now have much more area to spend on a soft processor core. At the time, 1700 LE
was 3.3% of the then-largest Altera FPGA’s 51 840 LEs (EP20K1500E). If we use that as a measure of
“reasonable” resource usage, 3.3% of the largest Stratix 10 (SX 5500 with 1 867 680 ALMs) would be 60K
ALMs.

Since performance is our primary goal, we do not specifically optimize for resource utilization. We
merely aim for a “reasonable” resource utilization of several tens of thousands of ALMs, which is a sub-
stantial increase compared to current small soft processors, while still comfortably fitting into a modern
FPGA.

4.2 Design Process

The design of a processor, like most systems, is a mostly top-down, but also iterative, process. We divided
our process into roughly three parts.

• Define architecture: The behaviour of the processor — what instructions and functionality it sup-
ports and what it does.

• Design microarchitecture: A collection of hardware blocks and their cycle-by-cycle behaviour
that together implement the architecture. The microarchitecture also determines the instructions-
per-cycle performance of the processor.

• Design circuits: Circuits implement each hardware block of the microarchitecture. The resulting
circuit determines the cycle time and area (resource usage) of the block of hardware.

Due to the complexity of the design, we rely heavily on intuition to reduce the amount of iteration,
particularly for architecture andmicroarchitecture design, where the high abstraction level means circuit
delay and cost cannot be directlymeasured. For example, we had to redesign the floating-point emulation
mechanism (an architectural feature) once it became clear that an unnecessarily complex microarchitec-
ture was needed to implement it, and we had to extend the pipeline length of the processor’s memory
system (a microarchitectural feature) once it was clear that circuit-level optimizations could not create a
circuit fast enough to implement the microarchitecture.

The following sections discuss each stage in more detail.

4.3 Processor Architecture

The processor architecture (or instruction set architecture) is largely dictated by the x86 instruction set.
The design work that remained involved choosing what x86 features were safe to omit, and designing a
mechanism to emulate floating-point instructions.
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We started our processor design based on Bochs 2.4.6, an x86 full-system simulator [115]. Bochs
simulates the functionality of I/O devices and the CPU, but does not attempt to model the cycle-by-cycle
performance. To test whether unused legacy features (e.g., 16-bit protected mode) are safe to remove, we
instrumented Bochs to test whether the feature is ever used. We tested with many existing x86 operating
systems, which we describe in more detail in Section 4.4.2. The floating-point emulation mechanism was
tested by running both the emulation code and the native floating-point instruction and comparing the
emulated floating-point unit state with the actual FPU state after each floating-point instruction.

4.4 Processor Microarchitecture

The processor’s microarchitecture was designed by implementing a detailed cycle-by-cycle simulation
model (in C++) of the CPU and replacing Bochs’ CPU implementation. The end result is a detailed
performance model for the CPU along with a functional model of the full system outside the CPU. The
detailed simulator should behave identically to the functional simulator, and is used both for performance
tuning and verifying the microarchitecture.

Our implementation consists of a set of two separate simulators, one using Bochs’ CPU model mod-
ified to implement our architectural changes, and one using our detailed CPU model to evaluate the
microarchitecture. We refer to these two simulators as the Bochs CPU and detailed CPU models, respec-
tively, in later sections. Verification is done by printing out logs in the same format from both simulators
and comparing them.

4.4.1 Detailed Performance Model

The detailed CPU model is structured similarly to the pipeline of an out-of-order x86 processor. This
includes a front-end that fetches and decodes x86 instructions to micro-ops, then executes and commits
the micro-ops. The goal is to produce a simulation model that is detailed enough that hardware modules
could be designed based on the simulated behaviour of each hardware block.

ThedetailedCPUmodel is cycle-driven (not event-driven). For each simulated cycle, every simulated
hardware unit or pipeline stage performs its work for that cycle. Cycle-driven was chosen because it more
easily corresponds to hardware, making translation into a hardware design easier.

Due to the overall goal of building the processor in hardware, the detailed model has a higher level
of detail than a typical microarchitecture-level performance simulator such as SimpleScalar or PTLsim
[116, 117]. A performance simulator often decouples the functional simulation from the performance
simulation, which allows the simulator to execute programs correctly while still allowing easy experimen-
tation with the performance model, as the performance model only needs to be mostly correct to give
sufficiently accurate performance results. In contrast, we rely on the behaviour of the simulated hard-
ware blocks to be precisely correct, deliberately making it easy for a change to the simulated behaviour to
cause a functional error. This “execute-in-execute” approach allows us to verify that the hardware design
being simulated is functionally correct, but makes it harder to explore the design space due to the need
to always maintain a functionally-correct hardware model.
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Figure 4.1: Microarchitecture simulation and verification flow

4.4.2 Verification

Correctness Verification

To verify the correctness of the microarchitecture, we need to compare its behaviour to a known-good
referencemodel. We use the Bochs CPU as our referencemodel. A simple comparison of the final output
of a test program is insufficient, as many test programs are not performing a computation with a well-
defined output (e.g., booting an OS), and a simple mismatch is near-impossible to debug as it does not
give information about when in the billions of cycles of simulation the first error occurred. Thus, we need
to verify the behaviour near-continuously to detect as soon as an error occurs.

Continuously verifying the processor behaviour is non-trivial as we need to ensure that both the
Bochs and detailed CPU models behave identically over the entire simulation. We need to remove all
sources of non-determinism and timing-dependent behaviour so that both simulationmodels have iden-
tical behaviour regardless of the exact timing (i.e., IPC) of the detailed CPU model.

We verify our microarchitecture design by simulating a large set of workloads, described in the next
section.

To compare correctness, both of our simulators print out the CPU state after each committed in-
struction. We compare the instruction pointer value, flags, architectural general-purpose registers, and
whether an interrupt was pending. To improve simulation speed, we optionally compare a 32-bit hash
of the above state instead of the entire state.
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Early in the design process, we also tracked memory loads and stores. Tracking memory accesses al-
lows detecting errors that only affect memory state when the error occurs, instead of detecting it (much)
later once the erroneous memory value is consumed by the processor and shows up as an incorrect CPU
state. However, once the detailed model implemented out-of-order execution and caches, the sequence
of memory operation is expected to change and thus a mismatch can no longer be used to indicate in-
correctness. Memory loads are expected to occur speculatively so their timing and loaded values can
differ, and caches drastically altered the expected stream of memory accesses, by filtering, delaying, and
coalescing memory accesses into cache-line sized accesses.

Although not verifying memory accesses does reduce coverage slightly, we believe that verifying the
CPU state alone is sufficient. Verifying the CPU state already ensures the correctness of all computations
and all intermediate values written to memory (those that are eventually read from memory again). The
case that could be missed is if the correct final result of a computation is written to memory incorrectly
and never read again, which is highly unlikely to occur given how many other memory accesses are
verified.

Performance Verification

Performance verification aims to verify that the processor design performs at an expected level. Perfor-
mance bugs are difficult to detect, as they usually show no obvious symptoms, other than executing code
slower than expected, but correctly. Compounding the problem is that prior to completing the design,
we do not know with certainty whether the expected performance level is achievable, which can make
it difficult to distinguish between a performance bug and simply hitting a performance limit inherent in
the chosen design.

Our main tool for performance verification is to instrument the detailed performance simulation to
collect statistics that indicate how well each component of the processor performs. The simulator cur-
rently collects over 200 measurements. These measurements may be simple counts (e.g., counting the
number of pipeline flushes), histograms (e.g., distribution of x86 instruction lengths), or even traces of
interesting events (e.g., IPC at each cycle as the processor recovers from a pipeline flush). Where it makes
sense, we compare some of these metrics to performance counter measurements of commercial x86 pro-
cessors running the same workload. Appendix E shows some of these measurements and comparisons.

As a sanity check of the per-component measurements, we also compare overall IPC to other x86
processors. Chapter 13 presents some of these comparisons. Complex benchmark measurements (un-
like microbenchmarks) serve mainly as a sanity check because they are usually too complex to under-
stand which parts of the processor pipeline are exercised, and too complex to compute by hand what the
expected performance should be. If a performance bug is suspected, it is usually debugged either by fo-
cusing on a small section of the benchmark that exercises the relevant portions of the processor, or using
a microbenchmark that exercises the relevant components.
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Tests and Benchmarks

We benchmarked and verified our processor design using a collection of workloads, shown in Table 4.1.
Our test workloads consist of several user-mode benchmarking suites (run under Linux), a few other
individual user-mode applications, and booting a large set of operating systems that tests both system
mode and user mode behaviours. The benchmark suites range from SPECint2000 intended for high-
performance systems to the very small CHStone suite intended to benchmark C-to-gates high-level syn-
thesis. As much of x86’s complexity is in its system-mode behaviours, we tried to test with many operat-
ing systems. We excluded benchmarks that made heavy use of floating-point code because our processor
design uses slow floating-point emulation.

Due to the long runtime of our test workloads, we routinely benchmark with only a subset of these
workloads. We did not develop a directed test suite, as developing a sufficiently-complete test suite on its
own is a huge undertaking. We did use a few ad hoc microbenchmarks for performance verification and
debugging.

Synchronization and Removing Non-Determinism

In order to compare the behaviour of our detailed CPU simulation to the Bochs CPU model, the simula-
tion runsmust be deterministic and produce the same results in both simulators. There are many sources
of non-determinism that need to be removed, as many behaviours depend on time, and the passage of
time varies depending on how fast the CPU executes instructions.

Tomake “time” independent ofCPUexecution speed, we divide the simulationmodel into three clock
domains: CPU internal clock (detailedmodel only), committed instruction count (“commit count”), and
system (outside the CPU) tick count. The CPU internal clock (detailed model only) is visible only within
the CPU. Its purpose is to count CPU cycles to determine IPC. The commit count is used as our primary
measure of time. It is simply a count of the number of committed instructions since power-on. Since all
correct processors regardless of IPC should execute the same program with precisely the same results if
the initial conditions are the same (ignoring asynchronous events like interrupts for now), the committed
instruction count can be used as a measure of time that has the same definition for both the functional
and detailed simulators. The system tick domain is a feature of Bochs that is used to allow simulation of
the processor HLT state, where the CPU sleeps until the next interrupt with no instructions committed
while the rest of the system continues running. We did not change this behaviour. Care was needed to
ensure the implementation of the processor entering and leavingHLT state occurred at precisely the same
time in both models, as the system tick is what determines the timing of hardware interrupts.

Using commit count as ameasure of time, the functional and detailed simulators with identical initial
state should perform the same sequence of actions and remain synchronized unless a non-deterministic
asynchronous event occurs differently in one simulator than the other. Sources of non-determinism
include user interaction with the simulated input devices (keyboard, mouse), interrupts, and memory
accesses.

We address user-generated non-determinism by requiring the user to avoid interacting with the sim-
ulation GUI. All of our test workloads are designed run without user interaction.
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Workload x86 Inst.
(106)

Description

SPECint2000 20 000 gzip, gcc, mcf, crafty, parser, gap, vortex, bzip2
Excluded: eon, vpr, twolf, perlbmk

MiBench [118] 2 568

Automotive: bitcount, qsort, susan
Consumer: jpeg, mad, tiff2bw, tiffdither, diffmedian, typeset
Office: ghostscript, ispell, stringsearch
Network: patricia, dijkstra
Security: blowfish, pgp, rijndael, sha
Telecom: adpcm, crc32, gsm
Excluded: basicmath, lame, tiff2rgba, fft

Stanford1version 4.2 13.5 Perm, Towers, Queens, Intmm, Puzzle, Quick, Bubble, Tree
Excluded: Mm, FFT

CHStone 1.9 [119] 3.3 dfadd, dfmul, dfdiv, dfsin, mips, adpcm, gsm, jpeg, motion,
aes, blowfish, sha

VPR 7.0 [120] 54 316 FPGA pack, place, and route, in Linux
Quartus II 6.02 54 158 FPGA synthesis, pack, place, and route, in Windows XP
Dhrystone 260 200 000 iterations
CoreMark 247 600 iterations
Doom 1.9s 1 938 -timedemo demo3

MS-DOS 6.22 500 DOS and a bunch of drivers
Windows 3.1 300 DOS 6.22 + Windows 3.1
Windows 95 330 DOS + 9x kernel
Windows 98 600 DOS + 9x kernel
Windows 98 SE 600 DOS + 9x kernel
Windows Me 500 DOS + 9x kernel
Windows NT 4.0 1 400 32-bit NT kernel
Windows XP 5 200 32-bit NT kernel
Windows 7 16 000 32-bit NT kernel
Mandriva Linux 2010.2 15 500 Desktop Linux OS (kernel 2.6.33)
Android 3.0.1 8 000 Linux-based OS
FreeBSD 9.3 4 200 UNIX-like OS (no GUI)
FreeBSD 10.1 4 000 UNIX-like OS (no GUI)
ReactOS 0.3.14 1 600 Windows NT clone
Syllable Desktop 0.6.7 4 000 Desktop operating system
Haiku R1/Alpha 4.1 22 600 Desktop operating system
OS/2 2.1 33 Not supported: run until first unsupported feature
1 The “Stanford” benchmarks by John Hennessy and Peter Nye do not appear to have been published, yet have been used to

benchmark real machines [121].
2 Quartus II 6.0 was the latest version that did not require SSE instruction set extensions.

Table 4.1: Benchmarks and x86 instruction counts
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Interrupt non-determinism comes from two sources: whether the right interrupt is signalled at the
right moment in time, and whether a pending interrupt is serviced at the correct time. The former prob-
lem is addressed by keeping simulator time synchronized: if requests to I/O devices happen at the same
time, then any interrupts from I/O devices as a consequence would be triggered at the same time. The
latter problem is currently solved by disallowing instruction commit past an instruction boundary in a
single clock cycle when doing verification (thus limiting x86 IPC to 1), allowing pending interrupts to be
checked and handled after every instruction. Simulation runs for benchmarking allow committing two
instructions per cycle, which can cause minor changes in behaviour by sometimes taking interrupts one
instruction later.

Memory access timing non-determinism occurs because in a speculative out-of-order processor,
memory accesses occur speculatively, earlier than they would have occurred if the processor executed
each instruction to completion sequentially. Caches also change the number and timing of memory
accesses. Fortunately, accessing regular memory has no side effects (if caches are coherent with DMA,
which is true in x86), so changing the timing ofmemory accesses has an impact only formemory that per-
forms memory-mapped I/O. Since memory-mapped I/O should always be uncacheable (UC) accesses,
the simulator can, when used for verification, optionally perform uncacheable stores at the “correct” time,
instead of the more realistic behaviour of deferring stores for a few cycles after instruction commit.

Another source of easily-solved timing-dependent behaviours involve the software observing the var-
ious system clocks. The system clock was set to start at the same time at power-on for every simulation
run; the system clock was set to depend solely on system ticks; and RDTSC (read timestamp counter)
was changed to report commit counts instead of CPU cycles.

Simulation Speed and Parallelization

Like all detailed CPU simulators, our detailed simulator is slow, on the order of 0.25 MIPS (simulated
millions of instructions per second) when running on a 4 GHz Intel Haswell system. For long simula-
tions (billions of instructions), running the entire simulation serially is prohibitively slow (e.g., 18 hours
simulation time to boot Windows 7). Thus, we need to partition long simulations into shorter sections
(typically 108 – 109 instructions per section), and simulate each section in parallel. This requires that the
simulator allow simulations to begin at a point other than system power-on.

Simulators often use checkpoints or fast-forwarding to allow beginning simulation at an arbitrary
point in time. Checkpoints capture the complete system state at an instant in time. This state is restored,
and simulation continues starting at this point. Fast-forwarding is similar, except that instead of skipping
over some initial portion of the simulation, there is a method to quickly execute that initial portion (at
low detail). For a full-system simulator such as Bochs, a checkpoint must include not only the state of
CPU and memory, but also the internal state of every I/O device that could be attached to the system,
which makes checkpointing intractable.

We use fast forward instead, by generating a trace of memory accesses and interrupt events using
the functional Bochs simulator, then reading the trace in the detailed simulator and performing this
sequence of operations at precisely the right moments in time. Since the processor interacts with the rest



Chapter 4. CPU Design Methodology 50

of the system solely by memory accesses, I/O accesses, and interrupts, performing a sequence of these
actions—without actually simulating the operation of the CPU— is sufficient to put the all of the system
except the CPU into the correct state. We then use a checkpoint of only the CPU state to restore the CPU
state to begin detailed simulation. The trace record and replay mechanism is illustrated in Figure 4.1.
Events generated when simulating with the Bochs CPU are recorded to a trace, which is replayed in a
detailed CPU simulation with the CPU disabled to fast forward the non-CPU state. The fast-forwarding
mechanism is effective: since none of the instructions are simulated during fast forward, the simulator
fast forwards at about 55 MIPS, more than 200 times faster than simulation.

The trace is carefully encoded, and consumes an average of about one byte per instruction. This
trace can be stored on disk or generated on-the-fly by running both simulators concurrently and sending
the trace through a named pipe (FIFO). The trace also contains CPU state snapshots after every million
instruction commits (and one at the end of the trace) to allow detailed simulation to start at any multiple
of one million commit counts, allowing the same trace to be used to fast forward by a variable amount.
In practical use, we often generate the trace on-the-fly. This is slower, as a Bochs CPU (functional-only)
simulation only runs at 15 MIPS. This only has a small effect on total simulation time as the time spent
in the detailed CPU portion still dominates, but avoids consuming large amounts of disk bandwidth to
read a trace at 55 MB/s per simulation, typically with many simulations running in parallel.

4.5 Circuit Design

Unlikemany FPGA systems, processors are latency sensitive and deep pipelines have a large performance
cost. We must spend effort on creating fast circuits, as simply pipelining mediocre circuits to get high
fmax would result in unnecessarily long pipelines.

The processor microarchitecture was designed with intuition on how each hardware block could be
mapped into FPGA hardware (usually LUTs). Our circuit designs usually started out with a rough idea
of the LUT circuit structure. We implemented circuits in SystemVerilog, then optimized the RTL code
until the resulting circuit was fast enough, or could not be made faster. Optimization typically involved
looking at the LUT-level circuit of the near-critical paths and comparing them with a hand-drawn sketch
of the circuit, and either correcting the sketch due to missing details, or changing the RTL code until the
critical path matched the sketch.

In most cases, we spent considerable effort in optimizing the RTL code, as we found that a straight-
forward behavioural coding style rarely produced a circuit that was as fast as our hand-designed circuits,
especially for datapath circuits that are more structured. An initial straightforward behavioural imple-
mentation often had cycle times 50% longer than our final tuned designs. A particularly frustrating
challenge was the amount of extra effort needed to prevent logic optimization algorithms from making
the circuit worse, even when the desired circuit structure is already coded to be obvious. Because most
of our circuits needed manual design, many of the subsequent thesis chapters describing the detailed
processor design contain LUT-level circuit designs.

In most cases, we did not enable physical synthesis or register retiming optimization algorithms, as
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they were not effective. Because of the effort spent designing at the LUT level, there is little room for
optimization algorithms to improve on our circuit design.

We did not attempt to do any manual placement or routing optimizations. There is less potential for
improvement compared to optimizing logic synthesis and technology mapping. Even if manual place-
ment or routing were worth doing, they would have to be done after the processor design is complete and
verified.

4.5.1 Verification

Circuit designs were generally verified by simulating the circuit Verilog in ModelSim. We used a small
number of hand-crafted test cases that test both common and corner cases, and ensured that they behaved
according to their microarchitectural specification.

Future work should test using more test vectors and compare a larger number of test vectors to the
software detailed microarchitecture simulation.

4.6 Summary

This chapter discussed our processor’s design goals, and the method by which be designed and verified
the processor instruction set architecture, microarchitecture, and circuit designs.

For this processor design, we aim to increase performance and reduce cost (area), while being suffi-
ciently 32-bit x86 compatible. Due to low clock speeds, FPGA processors are not yet power-limited, so
we did not consider energy consumption, to reduce design effort. Instruction-set level changes (such as
FPU emulation) were verified by modifying an existing x86 functional simulator (Bochs). The microar-
chitecture design was verified by comparing the behaviour of a detailed pipeline model of our processor
design with the functional simulation, running 16 operating systems and many more user-level work-
loads. Eliminating non-determinism caused by simulating an out-of-order processor was essential for
debugging, by allowing the behaviour of the out-of-order model to match the functional-only model. As
not all of the circuit designs for the processor are complete, circuits have been less thoroughly tested than
the microarchitecture.
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Proposed Processor Microarchitecture

After having defined our processor’s instruction set architecture in Section 4.3 and an approximate per-
formance target of two-way issue in Section 4.1.2, we now design a microarchitecture that correctly im-
plements the architecture and achieves reasonable efficiency on an FPGA. This chapter describes the
end result of the microarchitecture design, while more detailed trade-offs are presented in subsequent
chapters.

Our microarchitecture is shown in Figure 5.1. The processor is designed to sustain a peak perfor-
mance of close to two micro-ops per cycle. The front-end is 10 stages. Each cycle, the processor can fetch
8 bytes, decode two instructions into two micro-ops each (four micro-ops total), and rename and issue
two micro-ops. The out-of-order execution core uses four separate scheduler queues and can dispatch
up to 4 operations per cycle, one from each queue. Once instructions are completed, two micro-ops are
dequeued from the reorder buffer and committed per cycle. Committed stores then write back to the L1
cache, handling cache misses if necessary.

5.1 Clustered PRF Organization

We chose a Physical Register File (PRF) organization, which is advantageous for reducing register file
read/write ports, as discussed in Section 3.5.6. Because the PRF organization stores both speculative and
non-speculative (committed) values in the same unified register file, extra register file read and write
ports are not needed to copy values during instruction commit.

We chose to organize the processor’s execution units into clusters, where each cluster contains a
scheduler, its own register file, and the attached execution unit. During instruction execution, each clus-
ter can read any register from any other cluster with no penalty, but can only write to its own cluster’s
register file. The main advantage is that the register file can be implemented without multiple write ports,
using three 7r1w (7 read port, 1 write port) clusters. On FPGAs with dual-ported block RAMs, increas-
ing the number of read ports can be done reasonably efficiently by replicating the RAM, but increasing
the number of write ports is much more difficult, either by implementing the entire RAM in flip-flops,
or using extra logic such as a live value table (LVT) [72]. Instead, we use the register renamer to track in
which cluster source registers are located, and ensure writes always go to a physical register in the same
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cluster. Conceptually, this scheme resembles a LVT-based memory, except the function of the LVT is
subsumed by the register renamer, and the cluster choice is made in advance, instead of in the same cycle
as the register file read operation.

Using the register renamer to track register file clusters has a disadvantage. An instruction must be
assigned to a cluster by rename and cannot be changed later in the pipeline. This reduced flexibility may
make less efficient use of the instruction schedulers and execution units due to the loss of flexibility to
schedule an operation on any free execution unit. However, our design does not have replicated execution
units (all four units are distinct), so this loss of flexibility would only affect future higher-performance
designs with replicated execution units.

5.2 Micro-ops

Our micro-ops are structured quite similarly to an x86 instruction, and is each able to encode a load,
computation, and store. The motivation of this design is to allow most x86 instructions to be translated
into one micro-op, regardless of which addressing mode is used. This reduces the complexity of instruc-
tion decoding, as it reduces the variation in the number of micro-ops into which an instruction could
decode.

Like x86 instructions and unlike most RISC-style instructions, micro-ops use a destructive source
operandwhere the destination operand overwrites one of the source operands. Althoughnon-destructive
operands aremore flexible, there is still a cost (in register renaming) to support them, andnon-destructive
source operands are rarely needed because micro-ops are decoded from destructive two-operand x86
instructions.

An example of a complex read-modify-write instruction that can be encoded by a single micro-op is
the following:

add [eax + ecx*4 + 12], edx (A four-byte instruction: 01 54 88 0c)

This instruction performs a memory load from [eax + ecx*4 + 12], adds edx to it, then
stores the result back to the same memory location ([eax + ecx*4 + 12]). All of this in encoded
in one micro-op.

For execution, a micro-op is treated as up to three separate operations: An address generation that
provides the memory address (AGU), a computation, and a store-data operation. Data dependencies be-
tween the three sub-operations within amicro-op are communicated through registers. For example, the
above instruction would have three sub-operations (AGU, ALU, and store-data), three source operands
(eax, ecx, and edx), and two destination operands (both unnamed architecturally-invisible registers,
one for the load result and one for the addition result).

Thismicro-op design is often (but not necessarily) usedwith address generation units (AGU) that can
handle both loads and stores rather than specialized load-only and store-only AGUs. As our design uses
only one AGU, the AGU of course handles both loads and stores. In future designs, using dedicated load
AGUs and store AGUs may be preferable because store AGUs do not need to write back to the register
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file or bypass networks, allowing extra AGU execution bandwidth without requiring extra writeback
bandwidth.

We chose to use complex (load-operate-store) micro-ops (as shown above) instead of simpler single-
operation (load, operate, or store) micro-ops. Using complex micro-ops reduces the number of micro-
ops (and thus, the requiredmicro-ops per cycle throughput) at the expense of largermicro-ops. Complex
micro-ops can reduce multiplexing because each portion of the wide micro-op is steered to the appropri-
ate execution cluster, as the load/store and arithmetic portions of the micro-op are actually independent.
We speculate that the benefit of reduced multiplexing from using fewer micro-ops outweighs the cost of
larger micro-ops with fields that are often left unused by simpler operations that do not make full use of
the complex micro-op.

5.3 Instruction Set Specific Considerations

Many processors, including those using x86 and many RISC instruction set architectures (ISAs), share
many features not usually associated with simple RISC processors, such as variable-length instructions
(ARM Thumb-2 [122], x86 [1]), the use of microcode for complex operations [109,110,123,124], decod-
ing instructions into micro-ops [109, 110, 123–126], serializing (pipeline flush) operations [1, 122, 127],
and even string-like operations that load or store a variable number of bytes (ARM ldm/stm [122],
Power lswx/stswx [127], x86 rep instructions [1]).

This section describes howwe implemented some of these features in the context of our x86 processor.
Features that are neatly containedwithin one particular unit will be discussed in their respective chapters.

5.3.1 Variable-Length Instructions

Thex86 instruction encoding is variable-length. However, the bulk of the difficulty is not that instructions
have 15 legal lengths, but that the instruction length is not easily computed. In the worst case, one cannot
ascertain the length of an instruction until all bytes of the instruction have been examined. In our design,
we compute the lengths of instruction pairs in the three-stage length decoder, before sending instruction
bytes to the instruction decoders. Instruction length decoding is covered in more detail in Section 6.4.

5.3.2 Atomic Instruction Commit

For processors with precise interrupts (i.e., all practical processors) where instructions can be broken into
multiple micro-ops for execution, the processor must always commit either none or all of the micro-ops
associated with an instruction.

In a straightforward instruction commit design, the commit stage examines the reorder buffer (ROB)
entry at the ROB’s tail pointer, and commits instructions while the tail instruction is “completed”, with no
knowledge of instruction boundaries. To support atomic instruction commit, we continue to use the tail
pointer in this manner, but instead of committing the tail micro-op, the commit unit only searches for
the next instruction boundary to compute a commit_to pointer that then permits a second tail pointer
to commit micro-ops up to that point. The commit_to pointer is updated when the next completed
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instruction (not micro-op) is found, and indicates that the micro-ops belonging to all instructions up
to that point have completed. Section 8.2.1 in Chapter 8 discusses atomic instruction commit in more
detail.

5.3.3 Serializing Operations

A serializing instruction causes all preceding instructions to complete before the serializing instruction
is executed, and waits until it is committed before later instructions are fetched and executed.

Our implementation uses three mechanisms to implement serializing behaviour: Two kinds of in-
struction pausing (pause-before and pause-after) located after the decoded micro-op queue immediately
before register renaming, and an unconditional branchmicro-op that guarantees a branchmisprediction.

When a serializing instruction is decoded, its first micro-op is marked as “pause before”, and its last
micro-op is marked as “pause after”. Pause before causes the pipeline to stall before register renaming
until both the ROB and store queue are empty, guaranteeing all earlier instructions have committed and
stored their results to cache. A micro-op marked with pause after causes the pipeline to stall before
register renaming until that micro-op is committed (thus emptying the pipeline). The combination of
these two pauses ensure that the serializing instruction is not reordered before any earlier instructions,
nor reordered after any later instructions.

An unconditional-mispredicted-branch micro-op can be used to force the next instruction to be re-
fetched after the serializing instruction executes. Our processor design currently uses this micro-op for
the IRET instruction, but not for other serializing instructions. The x86 specifications require that the
instruction following a serializing instruction is fetched after the serializing instruction has committed,
so our processor is not entirely compliant with the x86 specifications. Re-fetching after an IRET was
necessary because IRET changes the current code segment, so the speculatively fetched instructions can
be from the wrong segment and need to be re-fetched after the code segment change. We have not seen
any adverse effects for other serializing instructions, and we expect this only has the potential to affect
cross-modifying code in cases where the instructions immediately following a serializing instruction are
fetched anddecoded, then subsequentlymodified by a different processor. Self-modifying code is handled
with a different mechanism, described later in this section.

5.3.4 Microcode and String Operations

While complex instructions can be decoded into a sequence of multiple micro-ops, instructions whose
behaviour depends on the value of registers (not only on the opcode itself) cannot be translated into
micro-ops until the register value is known. An additional complication is that registers are renamed,
so there is no way to retrieve the value of a register without first renaming it. For example, mov ds,
[eax] (load a segment register) requires generating additionalmicro-ops to read the segment descriptor
from either the global descriptor table (GDT) or local descriptor table (LDT), but which table to read
from and the offset depend on the new segment selector that is loaded from memory (from [eax]).
These instructions are handled by first executing a micro-op to read the register value, then triggering
the string-op (for string operations) or microcode units to generate micro-ops in response.
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To ensure correct operation, an instruction that will use the string or microcode units is decoded
into a micro-op with the “pause after” flag set. This causes the pipeline to stall before register renaming
to wait for all of the micro-ops to be generated by the string or microcode unit before continuing with
the next instruction, as micro-ops belonging to different instructions can not be reordered while still in
the in-order front-end portion of the processor.

There are many corner cases involving exceptions occurring within string-op or microcode streams.
Each iteration of a string operation is committed atomically, as allowed by x86. Formicrocode sequences,
the entire sequence is committed atomically. This can be challenging, as the longest such sequence is
currently 42 micro-ops for taking an exception from virtual 8086 mode into protected mode.

5.3.5 Floating-Point Emulation

The floating-point emulation mechanism is different from the usual undefined instruction exception due
to the need for the emulation routine to be invisible to the operating system. Floating-point instructions
cause the processor state to be saved and a branch into a hard-coded location in firmware code, very
similar to what would be done for an exception. In the current implementation, floating-point exceptions
and exceptions caused by floating-point memory accesses are handled in hardware (without emulation)
because there is no OS-transparent method to handle an exception inside the emulation routine.

In order to be invisible to the OS, the floating-point emulation code and data are located at a fixed
physical memory address, but floating-point loads and stores must perform their memory accesses in the
context of the current processor state, whichmayormaynot have segmentation andpaging applied. Thus,
instruction fetch bypasses segmentation and paging during emulation mode, and the memory system
must allow per-instruction bypassing of segmentation and paging for data loads and stores. More details
of the floating-point emulation mechanism are in Appendix A.

5.3.6 Self-Modifying Code

Unlike most other instruction sets, self-modifying code is supported by hardware in the x86 instruction
set. This not only means that data and instruction caches are coherent, but that modifying an instruction
will have an immediate effect, even if the modified instruction is already fetched and in the pipeline,
with no serializing or cache flush operation required. This even includes corner cases such as a string
instruction (using the REP prefix) overwriting itself and having its new opcode take effect immediately
after the iteration that overwrites the opcode.

Detecting self-modifying code that has not been fetched is done through standard cache coherence.
Two sets of filters are used to check for conflicts between fetched instructions already in the pipeline and
store addresses. One filter tracks instructions that have been fetched (checked by stores when executing),
and the other tracks store addresses (checked by instruction fetches). The need for two sets of filters is
because stores do not modify the cache until some time after the store commits, but the instruction being
modified could potentially be fetched in the vulnerability window after the store is committed but before
the change is applied to the cache.
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Both filters are cleared after a pipeline flush. The fetched-instructions filter is cleared immediately,
but the store-address filter is cleared once the store buffer is drained. This portion of the design is not
well-optimized, so there may be better solutions than our current implementation.

5.4 Summary

This chapter described the high-level microarchitecture of the processor. Detailed descriptions of each
portion of the processor will be presented in the upcoming chapters. We used a clustered physical register
file (PRF) organization (as recommended in Chapter 3) as it better suits the FPGA substrate. Using a PRF
reduces register file (memory) ports by avoiding copying register values on commit, reduces CAM size
by allowing the use of a data-less instruction scheduler. Dividing the physical register file into clusters
reduces the number of register file write ports to one per cluster. These design choices reduce the use of
circuit structures that are particularly expensive on FPGAs.

Like most out-of-order x86 designs, we decode instructions into micro-ops. We chose to use wider,
complex (load-operate-store) micro-ops instead of simpler single-operation (load, operate, or store)
micro-op, as we expect that using a lower throughput (micro-ops per cycle) of complex micro-ops would
be less expensive in multiplexers than using a higher throughput of simpler micro-ops, for equivalent
processor performance.

This chapter also discussedmechanisms to handle various behaviours required by the x86 instruction
set. Many of these requirements are not unique to x86: Variable-length instructions, floating-point, and
atomic commit of micro-ops also appear in some RISC-like instruction sets, while serializing operations
are required when the processor supports some form of supervisor mode to support operating systems.
Since our processor needs to run unmodified x86 operating systems correctly, a large amount of design
effort went into designing and verifying that supervisor mode and various infrequent behaviours were
handled correctly. This is particularly evident in the memory system (Chapter 12) where a large number
of behavioural requirements needed to be satisfied (e.g., segmentation, paging, and its privilege checks,
memory ordering rules, and cache coherency).



Chapter 6

Instruction Fetch and Decode

In a processor with out-of-order execution, the processor’s front end (fetch, decode, and register renam-
ing) still operate in program order. The instruction fetch and decode stages fetch instructions from the
instruction cache and then decode the instructions into a stream of micro-ops that will be sent to the
register renamer and execution. The front end fetches a stream of instructions that follow the predicted
correct path, and thus includes branch predictors.

As our processor aims to sustain a peak throughput of two micro-ops per cycle, the front-end must
also be able to sustain this throughput. The complex x86 instruction encoding makes this more chal-
lenging. The lengths of the variable-length instructions are not easy to compute, particularly because of
the use of prefix bytes in the encoding, where the instruction length is affected by the number of prefix
bytes used. Yet, the lengths of two instructions must be computed every clock cycle. Instructions are
then decoded into a variable number of micro-ops (most often 1 per instruction, but can be up to 15 in
our implementation), requiring the decoder to have a mechanism to handle the worst-case behaviour.

This chapter describes the design of our instruction fetch (excluding the instruction cache) and de-
code stages. We look at the properties of a typical x86 instruction stream, which informs the instruction
fetch bandwidth requirement and the design of the instruction length decoder. We also look at the hard-
ware design of the instruction decoders and how the branch predictors interact with the different parts
of the fetch and decode pipeline.

6.1 Workloads

In this chapter, measurements of the behaviour of workloads use the following subset of workloads from
Table 4.1:

• SPECint2000
• MiBench
• Dhrystone
• CoreMark
• Doom
• Windows XP

59
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Prefixes Opcode, ModR/M SIB Operands

90

0,or,more,bytes 1,or,2,bytes, 1,byte 1,byte 0,or,more,bytes

nop

0f 84 jz,g0x001066
01 add,eaxh,eaxc0
01 add,[ecxgeaxL2g0x12345678]h,eax84 41 78 56 34 12

81 add,[ecxgeaxL2g0x12345678]h,0xaabbccdd84 41 78 56 34 12 dd cc bb aa

81 add,[ecxgeaxL2g0x12345678]h,0xaabb84 41 78 56 34 12 bb aa66 66 66

10 00

1
5
2
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11
12

Length

1:
2:
3:
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5:
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Figure 6.1: Instruction encoding and examples. 1: One-byte instruction. 2: Two-byte opcode, length-
changing prefix, and 16-bit immediate operand. 3: With ModR/M byte. 4: With ModR/M, SIB, and
32-bit immediate offset. 5: With ModR/M, SIB, 32-bit immediate offset and 32-bit immediate operand.
6: Same as 5 but with a (redundant) length-changing operand size prefix.

This subset of the workload has about 30.2 billion instructions.

6.2 x86 Instruction Encoding

An x86 instruction consists of zero or more prefix bytes, followed by a one- or two-byte opcode, bytes
that specify addressingmode if necessary, and operands if necessary. Figure 6.1 shows the general format
of a 32-bit x86 instruction and a few examples. Recent instruction set extensions that we chose not to
support, such as SSE and AVX, have further extended the encoding complexity beyond what we describe
here.

Every x86 instruction must have an opcode. Opcodes are one byte or two bytes if the first byte is 0f,
for an opcode space of 512 opcodes, minus bytes reserved for prefixes. When designing length decoding,
it is sometimes convenient to consider two-byte opcodes as a 0f prefix followed by a one-byte opcode.
Taking this view, an instruction consists of any number of prefix bytes followed by a one-byte opcode.
Including0f, there are 12 different prefix bytes (thus, bytes of those values are not used for opcodes). The
initial version of the instruction set used on the Intel 8086 did not have a limit to the instruction length.
A limit of 10 bytes was added on the Intel 286 [128], and increased to 15 bytes since the Intel 386 [129],
which we support.

Instruction length computation starts by scanning for the instruction opcode (the first byte that is not
a prefix). The 9-bit opcode (8-bit opcode and whether a 0f prefix was used) then determines the number
of operand bytes and whether a ModR/M byte is used to specify the addressing mode. If a ModR/M byte
is used to specify the addressing mode, the ModR/M byte will specify whether a SIB (Scale Index Base)
byte follows the ModR/M byte. In the worst case, prefix bytes, the opcode, ModR/M, and SIB bytes will
completely specify the instruction length.

Figure 6.1 shows several examples of 32-bit instruction encodings. The simplest instruction is a sin-
gle opcode byte. The second example shows a prefix (66) and a two-byte opcode 0f 84 that specifies an
immediate operand and no ModR/M byte. The operand-size prefix (66) not only increases the instruc-
tion length by one byte, it also modifies the size of the immediate operand (the operand here would be
4 bytes long without the 66 prefix). A prefix that changes the size of the instruction operands is known
as a length-changing prefix, and can increase length decoding difficulty depending on the circuit design.
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The third example shows a straightforward instruction that uses a ModR/M byte. The fourth example is
the same instruction, but now the ModR/M byte specifies both the use of a SIB byte and an immediate
offset operand. The fifth example shows the longest possible 386 instruction with a one-byte opcode that
uses no prefixes (including 0f), with two four-byte immediate operands. The last example illustrates the
use of a length-changing operand-size prefix, where redundant use of a prefix is legal and has no special
meaning. While the need to examine up to three bytes (opcode, ModR/M, SIB) to determine instruction
length is already complicated, the potentially large number of redundant prefixes (up to 14 prefix bytes
for a 15-byte instruction) is even more difficult.

Because the worst-case encoding of an x86 instruction is difficult to handle (15 bytes, up to 14 pre-
fixes, decoding into up to 15 micro-ops each), we need to characterize a realistic instruction mix and
design the decoders for typical instruction encodings rather than worst case. Behaviours that are typical
need to be decoded quickly (two per cycle), while rare worst-case behaviours only need to be handled
correctly, with a performance penalty. Our design took advantage of three properties of realistic instruc-
tions: instruction lengths tend to be much shorter than the 15-byte maximum, very few prefix bytes are
typically used, and instructions typically decode into very few micro-ops.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.
08

0.
27

0.
36

0.
07

0.
05

0.
12

0.
04

0.
02

1E
-3

3E
-3

9E
-5

0 0 3E
-1

1

0

Frequency

Cumulative frequency

Instruction length (bytes)

F
re

qu
en

cy

C
um

ul
at

iv
e 

F
re

qu
en

cy

Figure 6.2: Instruction length distribution

Figure 6.2 shows the distribution of instruction lengths over the 35-billion instructionworkload from
Section 6.1. About 70% of instructions are 3 bytes or shorter, but there is a cluster around 6 bytes. While
full-length instructions still need to be decoded, disallowing dual-issue of long instructions will have a
minimal performance impact if long instructions are rare. We use this observation to simplify the second
instruction decoder.
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Figure 6.3: Prefix byte usage

Figure 6.3 shows the distribution of prefix byte use. In this chart, we classified the first byte (0f)
of a two-byte opcode as a prefix byte. Most instructions (86%) do not use a prefix byte at all, and 14%
of instructions use one prefix byte (this includes two-byte opcodes with no other prefixes). Only 0.06%
of instructions use two or more prefix bytes. We take advantage of this distribution by designing our
length encoders to only handle up to one prefix byte (serving 99.94% of instructions), and serially process
the prefixes for instructions that use more prefixes. We note that this result does not hold when newer
instruction set extensions such as SSE or x86-64 are used. SSE instructions use many three-byte opcodes,
often with an operand-size prefix, and x86-64 adds an extra prefix byte to many instructions.

Figure 6.4 shows how many micro-ops each instruction requires. Most instructions (94%) decode
into one micro-op, while those requiring 4 or more micro-ops are rare (0.08%). The average is 1.09
micro-ops per instruction decoded1. Thus, we can design the instruction decoders to handle quickly
only instructions with few micro-ops while processing the rest slowly over multiple cycles.

6.3 Instruction Fetch

The fetch unit fetches 8 aligned bytes per cycle. This is sufficient for a two-way issue processor because the
average instruction length is around 3.4 bytes. Sustaining two instructions per cycle requires an average
fetch bandwidth of 6.8 bytes per cycle. To confirm this rough bandwidth calculation, we simulated the

1This increases to 1.12 micro-ops per instruction (measured at commit) when including micro-ops that did not come from
the instruction decoder, such as string operations and microcode.
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Figure 6.4: Micro-ops per instruction distribution

processor with varying fetch bandwidths from 1 to 32 bytes per cycle, and measured the average instruc-
tions per cycle on a set of workloads. Figure 6.5 shows that for our processor design, fetch bandwidth
does not significantly limit performance at 8 or more bytes per cycle.

Thedesign of the instruction caches are presented alongwith the rest of thememory and cache system
in Chapter 12. We use a standard instruction (opcode) cache and did not consider caching decoded
micro-ops due to the increased complexity that would be required tomanage two fetch/decode pipelines.

6.4 Length Decoding

After being fetched, the instruction bytes go through three pipeline stages of length decoding. Instruc-
tion bytes remain 8-byte aligned throughout these stages. The purpose of these stages is to compute
instruction lengths, which are used by the align stage to pick out instructions from the byte stream.

The first length decode stage contains eight instruction length decoders that decode in parallel the
length of the instruction that begins at each byte position. One length decoder is shown in Figure 6.6. As
discussed in Section 6.2, the use of more than one prefix byte is rare (0.06%). Thus, the length decoder
is only capable of computing the length of an instruction that has at most one prefix byte, and needs to
observe at most four bytes to do so. Instructions that have two or more prefix bytes are treated by the
length decoder as though theywere instructionswith two-byte length, which the decoder will accumulate
(to remove redundant prefixes) at a rate of two prefix bytes per cycle until the opcode is found.

Since computing the instruction length requires examining four instruction bytes, the last three po-
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sitions (bytes 5–7) of each eight-byte fetch block cannot be computed until the next block of instruction
bytes are fetched. Thus, at each cycle, the eight length decoders produce eight lengths per cycle: the final
three lengths for the previous fetch block and the first five lengths for the current fetch block.

The second length decode stage adds one cycle of latency to accumulate a largerwindowof instruction
bytes before computing the lengths of instruction pairs in the third stage. Knowing the length of each
instruction is not enough information to dual-issue instructions within our cycle time target. In the align
stage, which extracts the instruction bytes for each instruction, knowing only the instruction lengths
produces a critical path that must traverse two sets of multiplexers: One to select the start of the first
instruction, retrieving its length, which then drives a secondmultiplexer to select the length of the second
instruction in order to know how many bytes to advance in a cycle. To reduce this critical path, we use an
additional pipeline stage to compute the lengths of a dual-issued instruction pair starting at each position.
With length pairs computed, the align stage can dequeue two instructions per cycle with only one set of
multiplexers on the critical path.

Figure 6.7 illustrates how instruction length pairs are computed when given the lengths of instruc-
tions that start at each byte position. To remove the need for addition, instruction lengths are represented
by a number indicating the start position of the next instruction, rather than the length itself. In each
cycle, a 13-byte window is available (the final three bytes of the second fetch window are not yet available,
as explained above). Eight instruction pair lengths are computed by selecting the length of the second
instruction when given the length of the first. For clarity, only positions 0 and 7 are shown in the figure.
Only having a 13-byte window restricts dual issue to cases where the second instruction in a pair starts
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Figure 6.6: One instance of a length decode circuit

(but not necessarily ends) no later than byte position 12. For example, in the worst case where the first
instruction starts at byte position 7, dual issue can occur only if the first instruction is at most 5 bytes long
(placing the start of the second instruction at byte 12). We expect this limitation to reduce dual issue by
around 2.4%2, since this limitation affects only instructions that start late in the fetch window and most
instructions are short. To reducemultiplexer size, we disallowed dual-issue if the first instruction’s length
exceeds 7 bytes. We expect this to have a minimal effect as only 2.2% of instructions are longer than 7
bytes.

Branches that are predicted taken need special handling. In general, branch instructions do not end at
8-byte fetch block boundaries, and branch targets are not 8-byte aligned. Thus, theremay be trailing bytes

2This is computed by using the distribution of instruction lengths in Figure 6.2. Instructions start at randompositions within
a fetch block, and this limitation affects length 7 instructions that start at position 6, and length 6 and 7 instructions starting at
position 7.
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at the end of a taken branch instruction’s fetch block and leading bytes before the branch target that need
to be discarded. To avoid an extra cycle of overhead for every taken branch, we override the computed
instruction length for predicted-taken branches and pretend it is a longer instruction that consumes all
of the discarded bytes. To the length decoder and align stages, a taken branch appears as an unusually
long instruction, while the instruction decoder is not affected by extra trailing bytes after an instruction.

Firstufetchublock Secondufetchublock
Lengthunotuyetuknown

0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7

11

Startuofunextuinstruction

Startuofuseconduinstruction

3 11 6

14

Figure 6.7: Computing instruction lengths for dual issue. Instruction lengths are encoded as a pointer
to the beginning of the next instruction or instruction group. Instruction lengths are first computed and
marked, then a set of multiplexers compute lengths of pairs of dual-issued instructions. This diagram
shows an example with three instructions of length 2, 8, and 3 bytes starting at offset 1 of the first fetch
block.

6.5 Align

The align stage receives one aligned 8-byte chunk of instruction bytes each cycle, and must pick out up
to two adjacent instructions, align them to instruction boundaries, and send them to the instruction
decoders.

The align stage contains a three-fetch-block (24-byte) queue. This is the minimum queue size, as in
the worst case, a long instruction (10 bytes or greater) could begin on the last byte of the first 8-byte block
and span three fetch blocks. Two instructions are processed if the queue contains enough bytes for both
instructions. Otherwise, one or even zero instructions are processed.

Two sets of multiplexers steer the instruction bytes for each instruction to the two instruction de-
coders. These two sets of multiplexers are 12 bytes and 8 bytes for the first and second decoders, respec-
tively. The first decoder is designed to handle the worst-case 12-byte instruction, while the second is
designed to handle only the common case. The worst-case instruction length is only 12 bytes here be-
cause instructions only contain at most one prefix. Instructions that contain two or more prefix bytes are
treated as though they were two-byte instructions that cannot be dual-issued, which causes two prefix
bytes to be sent each cycle to the first decoder until the number of prefixes remaining is one or zero. The
first decoder contains logic that accumulates prefixes sent over multiple cycles. We limited the second
decoder to handle only 8-byte instructions because instructions with 9 or more bytes are rare (0.45%,
Figure 6.2), and the penalty is that they cannot be the second instruction in a dual-issued pair (i.e., less
than one cycle penalty).
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6.6 Instruction Decode

Our processor’s two instruction decoders take two pipeline stages. Each decoder receives instruction
bytes and produces up to twomicro-ops that implement the instruction. As seen in Figure 6.4, supporting
two micro-ops handles about 98% of instructions. Instructions that decode into 3 or more micro-ops
cannot be dual-issued. Instructions with 3 or 4 micro-ops use both decoders to produce up to 4 micro-
ops in a single cycle (with the same instruction bytes steered to both decoders). Instructions using more
than 4 micro-ops (0.06%) are decoded at a rate of 4 micro-ops per cycle.

6.6.1 Zeroing Idioms

Zeroing idioms are instructions are commonly used to set a register to zero. In x86, these are thexor and
sub instructions where the source and destination register are the same. For these instructions, the result
is always zero regardless of the register’s previous value, yet the instructions imply a data dependence on
the earlier value.

Most out-of-order x86 processors, including ours, will recognize these zeroing idioms and break the
data dependence, which exposes more instruction-level parallelism. On our design, recognizing zeroing
idioms improved IPC by an insignificant 0.05%. The small impact is likely because our processor is not
starved for instruction-level parallelism, as it has few ALUs (one for common-case arithmetic and one
for load/stores) and the arithmetic unit has low latency (1 cycle).

6.7 Branch Prediction

The front-end is designed with two branch predictors: one located at the instruction fetch stage, and
one at the instruction decoders. We refer to them in Figure 5.1 as the early and late branch predictors,
respectively. Table 6.1 lists the parameters for the two branch predictors. The branch predictors have not
been thoroughly tuned, so they still use fairly simple prediction algorithms and large table sizes.

The early branch predictor is intended to guide instruction fetch to fetch the correct sequence of 8-
byte blocks, with no penalty for taken branches (beyond discarded instruction bytes from misaligned
branch instructions and targets). In this implementation, we use a fairly standard combination of branch
target buffer, two-bit counters for direction predictor, and a 16-entry return address stack (RAS). We
leave the design of an improved branch predictor for future work.

The early branch predictor is a block-level predictor: given the current fetch block, it predicts the
next fetch block. At the instruction fetch stage, the early branch predictor has no information on the in-
structions being executed, so it must not only predict direction, but also whether there is a branch within
the fetch block and the branch target, thus, using the BTB for all branches. To handle fetch blocks con-
taining multiple branches, the BTB index hash function includes the low-order bits of the fetch address.
The low-order bits are usually zero, but are non-zero when the fetch block is a branch target that is not
aligned to a fetch block. This method avoids the need to make multiple independent branch predictions
per fetch block.
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Early Late

Branch target buffer (BTB) 16K entries, 4-way associativity 512 entries
Return address stack (RAS) 16 entries 16 entries
Direction predictor Two-bit counters in BTB 8K entries

Table 6.1: Simulated branch predictor parameters for each component of the early and late predictors.

Configuration IPC Pipeline Flushes (Millions)

Default 0.744 227
Late predictor disabled 0.722 293
Early predictor disabled 0.698 226
No branch predictor (not-taken) 0.376 2668

Table 6.2: Performance impact of branch predictors. (30.2 billion committed instructions)

The late branch predictor has a similar structure as the early branch predictor (BTB, direction, and
RAS). However, the late branch predictor is more accurate despite using smaller table sizes as it has more
information than the early branch predictor. The late branch predictor knows with certainty which in-
structions are branches. Since the majority of branches are direct branches (91%) and the branch targets
of direct branches can be calculated, the BTB is only used for a small fraction of the branches.

Additional complexity in the early branch predictor results from not knowing the instructions dur-
ing prediction. The early predictor can incorrectly predict the existence of a branch. The case where
the predictor predicts a taken branch when no branch instruction exists needs special handling. Nor-
mally, incorrect predictions are corrected when a branch instruction is executed. However, when no
branch instruction exists, there is no micro-op that will verify the branch prediction. Thus, we ensure
that an instruction that is predicted to be a taken branch must always decode into a branch instruction,
or the processor front end will be flushed. Also, the early predictor uses path history instead of branch
(taken/not-taken) history because it predicts using fetch blocks and has no knowledge of whether or how
many branches are contained in the fetch block.

We use the late branch predictor as an overriding predictor: its predictions are assumed to be more
accurate than the early predictor and overrides the earlier prediction if the two predictors disagree. Due
to its location in the pipeline, an override results in flushing the front end of the pipeline, causing a 7-
cycle pipeline bubble. In ideal cases, most of this bubble can be hidden by the 32-entry micro-op queue.
Otherwise, branch overrides cost front-end bandwidth, but do not cause pipeline flushes of the out-of-
order portion of the processor.

Table 6.2 evaluates the effectiveness of the two branch predictors. By default, we use both predictors.
We also show the impact of disabling the early branch predictor (predict not taken), disabling the late
branch predictor (always agree with early predictor), and disabling both. The results show that the late
branch predictor is more accurate, as there are fewer pipeline flushes when only the late branch predictor
is used compared to when only the early predictor is used, but due to the high latency of the late predictor,
IPC is actually lower. Omitting the early branch predictor costs 6% IPC loss even though the number of
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pipeline flushes actually decreases.

Despite the generous branch predictor table capacities, our branch predictor does not match the ac-
curacy of modern branch predictors. Recent desktop processors can achieve 100% branch prediction
accuracy on simple benchmarks such as Dhrystone, while our design still has a 3% branch prediction
miss rate on Dhrystone.

6.8 Hardware

We have implemented most of the instruction decode stages on a Stratix IV FPGA, with two major ex-
ceptions. Our decoder circuit3 currently supports approximately 100 of 350 opcodes, and none of the
branch predictors are implemented. The overall fmax for the decode stages is 247 MHz (median of 31
random seeds). The critical path is currently in the first stage of the length decoder.

Figure 6.8 shows our circuit design for the instruction decoder. The length decoder occupies three
pipeline stages. The first stage performs length decoding, the second stage accumulates two fetch blocks
of results (instruction lengths), and the third stage computes the length of instruction pairs. This is
followed by the align stage with a 24-byte instruction queue that picks two instructions per cycle to de-
code. Decoding aligned instructions is split into two independent tasks: cracking the x86 instruction
into micro-ops, and extracting the operands from the instruction (immediate values, displacement, and
decoding the addressing mode). The decoded micro-ops may then substitute the instruction’s operand
values into the micro-op’s immediate value or addressing mode fields as necessary. The final stage is the
micro-op queue, which behaves as one pipeline stage despite the two-cycle-latency RAM blocks, due to
the use of forwarding multiplexers.

Further pipelining of the decode stages is possible, because most of the pipeline stages are feed-
forward stages with no loops. The important timing loop is in the align stage, where two variable-length
instructions are dequeued each clock cycle, and the next dequeue cannot begin until the previous dequeue
has completed. The align stage in isolation currently runs at around 330 MHz.

Table 6.3 shows a breakdown of resource utilization by component. Unsurprisingly, components with
large shifters and multiplexers (align and micro-op queue) consume a fairly large amount of resources.
The 32-entry micro-op queue is more complex than its name suggests. It contains wide∼165-bit micro-
ops and allows up to 4 enqueues per cycle. Its inputs contain multiplexers to select from the variable
number of micro-ops (1 to 4) that may be produced from the decoders and pack them into contiguous
positions in the queue. Due to the slow MLAB RAMs, there are also two cycles of bypass multiplexers to
achieve single-cycle FIFO latency.

3Note that the decoder’smicroarchitecture design is complete, including the branch predictor design andmicro-op sequences
for nearly every x86 instruction and behaviour. Our circuit implementation is less complete than our microarchitecture design
(implemented as a detailed pipeline simulation).
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Unit ALUT ALM Status

Fetch – (∼300) Fetch is part of the memory system (See Chapter 12).
Length decode 1055 780 Complete
Align 931 851 Complete
Decode 1090 941 Partial, supports about 100 opcodes of about 350
32-entry micro-op queue 2625 1807 Complete
Branch predictors — — Not implemented

Total 5833 4281 No branch predictors; Supports approx 100/350 opcodes.

Table 6.3: Resource consumption and status of hardware implementation of decoder sub-blocks

6.9 Future Work

To complete the decoding stages, branch predictors need to be added and the rest of the instruction set
needs to be implemented in hardware.

The current branch predictor design (simulated, not currently implemented in hardware) has not
been thoroughly tuned. The most obvious improvement is to use a more accurate prediction algorithm
than a simple global predictor (two-bit counters indexed with a hash of the instruction pointer and global
branch history). One possibility is a TAGE-like predictor [130], which would be particularly useful as
the late predictor because the prediction does not need to complete in less than one clock cycle.

Another direction to explore is whether the overriding late predictor is in the optimal location in the
pipeline. Although we have shown that using both early and late predictors outperforms using either
one alone, it may still be possible to improve the accuracy of the early predictor or reduce the latency
of the late predictor by moving the late predictor earlier in the pipeline. If the early predictor becomes
sufficiently accurate, it may even be possible to replace the late predictor with a branch target address
calculator that only corrects the branch targets (but not direction) of direct branches.

To improve cycle time, the decoder can be further pipelined without much difficulty until limited
by the timing loop in the align stage, for a potential improvement of perhaps 20 – 30%. Handling for
the corner case where instructions decode into more than four micro-ops can also be moved out of the
decoder to simplify the near-critical decode stage, likely in exchange for an extra cycle or two of overhead
for those instructions (0.08% of instructions).

6.10 Summary

This chapter discussed the microarchitecture and circuit design of the front-end of the processor, start-
ing with fetching instruction bytes, until decoding into micro-ops. The fetch, length decode, and decode
units are the most exposed to the complexity of the x86 instruction set. While x86 instructions are not
particularly complex on average (e.g., short opcodes, one micro-op per instruction), part of the design
challenge is to design a circuit that handles the common cases at a sufficient throughput and the uncom-
mon cases correctly, and to minimize the performance loss from the slower handling of the uncommon
cases.
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Likemuch of the rest of the processor, many of the circuits weremanuallymapped to logic elements to
improve delay. More than half of the logic resources are used for queues (the align and micro-op queues
in Table 6.3), which is related to the high cost of multiplexing on FPGAs. These queues are not specific to
x86: The align queue would still be required (but possibly smaller) for any variable-length instruction set,
including RISC instruction sets with instruction compression, and themicro-op queue is always required
if the front-end needs to be decoupled from the register renamer.



Chapter 7

Register Renaming

After instructions have been fetched and decoded, we now have a stream of micro-ops. Before they
can be executed, the register operands of each micro-op needs to be renamed, to remove false register
dependencies. This is done by the register renamer.

After decoding, micro-ops specify operations using logical register numbers. Logical registers con-
sists of architectural registers and a few other registers used by micro-ops but not directly by x86 instruc-
tions (See Section D.2 in Appendix D for a complete list of logical registers). The micro-op stream con-
tains false data dependencies (write-after-write andwrite-after-read) that reduce the amount of instruction-
level parallelism that can be extracted. Register renaming removes these false dependencies by dynami-
cally mapping logical registers to a larger set of physical registers.

Due to speculative execution (from branch prediction, the possibility of exceptions, and a few other
reasons), a repair mechanism is needed so that the processor state can be restored whenever a misspecu-
lation occurs. Register renaming serves an important role in implementing this repair mechanism, thus
the design of the register renaming mechanism impacts the design of many other areas of the processor.
The renaming algorithm affects the structure of the register files, the reorder buffer (ROB), mechanisms
for recovering from branch mispredictions and exceptions, and even instruction scheduling.

This chapter begins by giving a high-level description of the physical register file (PRF) renaming
scheme used in our design. We then compare it to an alternative scheme, reorder-buffer-based renaming,
which has been used successfully in some x86 processors. We then discuss several design decisions used
in our implementation and its FPGA hardware implementation results.

7.1 Physical Register File Organization

The register renamer renames logical register numbers into physical register numbers. Our design uses
a physical register file (PRF) organization, which was discussed briefly in Sections 5.1 and 3.5.6. The
PRF organization is not new, and has been used on many processors, including some x86 processors1.
A PRF organization uses a single register file to hold both committed and speculative registers, and no

1Examples of processors that use a PRF organization, fromSection 3.5.6: MIPSR10K, IBMPower 4, 5, 7, and 8, Intel Pentium
4 and Sandy Bridge derivatives, Alpha 21264, AMD Bobcat and Bulldozer derivatives

73



Chapter 7. Register Renaming 74

other structure in the processor holds register values. Register mapping tables (also called Register Alias
Tables, or RAT) track which physical register holds the value for each logical register, and whether a
physical register holds committed or speculative state. Figure 7.1a illustrates the structure of the integer
register file in our design.

Our design uses two mapping tables: a speculative mapping table that maps logical registers to the
most speculative (i.e., most recently allocated) physical register holding each logical register’s value, and
a committed mapping table holding register mappings corresponding to the committed state of the pro-
cessor. The committed mapping table is used for recovery from branch mispredictions and exceptions,
and will be discussed in more detail in Section 7.2.2.

In the register renaming pipeline stage, each source operand reads the register mapping table to map
its logical register number to a physical register number. Each destination operand is allocated a new
physical register from the free list, which holds a list of physical registers that are currently unused. The
new register mapping is then written back to the mapping table to reflect the new mapping.

When amicro-op reaches the commit stage, there are two possibilities: themicro-op is either success-
fully committed or discarded. Each successfully-committed micro-op updates the committed mapping
table with the same mapping as it did for the speculative mapping table, then discards the physical reg-
ister that held the previous value of the destination logical register, by enqueuing the discarded physical
register number on the free list. Discarded micro-ops do the opposite: a discarded micro-op does not
update the committed mapping table and discards the physical register that was allocated to hold the new
(now discarded) destination logical register. Pipeline flushes cause the speculative mapping table to be
rolled back to the committed state by copying from the contents of the committed mapping table.

7.1.1 Comparison to Reorder Buffer Organization

There are many variations in the organization of the register files and register renaming used in previous
processors. This sectionwill briefly compare the PRF scheme to reorder-buffer-based renaming, a scheme
that uses a reorder buffer (ROB) that holds speculative register values. While many alternatives and
variations exist, the ROB-based renaming scheme is notable for being used on a series of Intel P6-based
processors from P6 through Nehalem [103, 123, 131].

Figure 7.1b illustrates the ROB-based renaming scheme. For ROB-based renaming, register values
are held in three structures: Speculative register values are stored in the ROB, committed register values
are stored in the committed register file (which Intel calls the Architectural Register File, or ARF), and
register values used as source operands are stored in reservation stationswhilemicro-ops await execution.

The ROB-based scheme is simpler in several aspects. There is only one (speculative) register map-
ping table, and pipeline flush recovery is done by resetting the mapping table to point every entry to the
committed register file without copying table contents. In contrast, our PRF design requires copying the
committedmapping table to the speculativemapping table. The ROB is a circular queue holding specula-
tivemicro-ops and their results in program order, so entries (thus, speculative registers) are also allocated
and deallocated sequentially, which is simpler than managing free registers using a register free list. A
PRF organization must use a free list because any physical register may become committed state and per-
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sist indefinitely, leaving occupied “holes” in the register file that cannot be used for new speculative state,
while a ROB entry is always freed when a micro-op is committed or discarded.

However, it is this free-on-commit behaviour thatmakes theROBorganization unattractive for FPGA
implementations, for (at least) two reasons. First, the destination register for every micro-op needs to be
read out of the ROB and written into the committed register file when it is committed, which requires an
extra two read and two write ports for a two-issue design, increasing the number of ports in two multi-
ported RAM structures (the ROB and committed register file). Second, the possibility of a register value
changing its physical location from the ROB into the committed register file during commit — while a
consumer micro-op may want to read that same operand from the ROB entry — strongly encourages a
data-capturing reservation station scheduler design. When using reservation stations, register values in
the ROB or committed register file are copied to reservation stations (a CAM) during register renaming,
ensuring later changes to the physical location of a register value do not affect micro-ops already waiting
in reservation stations. Reservation stations that hold register values in a CAM are undesirable because
CAMs are area-inefficient on FPGAs. Alternatives to using reservation stations include finding all con-
sumer micro-ops waiting in the instruction schedulers and updating their source register to point to the
committed register file whenever a micro-op commits, or stalling instruction commit while there are still
pending consumers of a ROB entry, both of which are complex to implement. A PRF organization allows
more-efficient data-less instruction schedulers that are followed by reading the source operands from a
physical register file (RAM) in the next cycle.

Although slightly more complex in design, we prefer a PRF-based scheme because it reduces the
number of ports in themultiported register files and reduces the size of the instruction scheduling CAMs.

7.2 Proposed Renamer and Register File Design

This section discusses further design features and optimizations beyond the basic PRF scheme described
above.

The microarchitecture simulation experiments in this chapter uses the same workloads as in the pre-
vious chapter (See Section 6.1): SPECint2000, MiBench, Dhrystone, CoreMark, Doom, and Windows
XP. This subset of the workload has about 30.2 billion instructions.

7.2.1 Using Renaming to Simplify Multiported Register Files

In a multi-issue processor, multiple instructions are executed each clock cycle, requiring multiported
register files. We can extend the register renaming mechanism to further reduce the complexity of the
multiported physical register files by tracking multiple pools of registers instead of one unified pool.

In the simplest case, physical register numbers represent entries in a single multiported register file.
Alternatively, a non-uniform physical register file can be used to allow flexibility in how the physical
register file is structured. One obvious way is to split the register files by data type: integer and floating-
point registers are often implemented as two separate register files, and the renamer tracks separate pools
of registers. In our x86 implementation (which has no floating point support), we rename three separate



Chapter 7. Register Renaming 76

types of registers: 32-bit integer registers, 6-bit condition codes, and segment registers. Rarely-modified
registers such as control and debug registers are not renamed.

Allowing the renamer to trackmultiple pools of registers can also be used to reduce the complexity of
themultiported physical register files. In the simplest case, a register file for one data type (such as integer
registers) is treated as a single multiported structure, which requires multiple read and write ports for
multiple execution units executing multiple instructions per cycle. As we saw from Section 3.4.3, using
multiple write ports is far more expensive than using multiple read ports. While we cannot easily reduce
the number of register file read ports, our design uses register renaming to eliminate multiple write ports
by giving each execution unit its own physical register file and requiring the register renamer to track
multiple pools of registers (one per execution unit). The cost of this scheme is a larger physical register
number to indicate the register file (two extra bits for 3 execution units), the need for multiple physical
register free lists, and the need to assign micro-ops to register files at the rename stage of the pipeline,
removing the possibility of execution unit load balancing later in the pipeline. Conceptually, using the
renamer to track multiple register files behaves similarly to a live value table multiported memory [72]
but with the live value table functionality merged with the register renamer and accessed many cycles
earlier than the data access.
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Figure 7.1: Physical register file (a) and reorder buffer (b) renaming schemes. PRF stores both speculative
and committed values in a (banked) register file. ROB renaming uses the ROB to hold speculative values,
and a separate committed register file. We omitted some arrows for clarity.
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7.2.2 Misspeculation Recovery

Due to the possibility of misspeculation, there is a need for a mechanism to recover the renamer state
to an earlier point in time. There are many methods to do this recovery, trading off the time needed
to recover with hardware complexity. Common methods of recovering from a misspeculation include
reconstructing the speculative register mapping state by traversing the reorder buffer in reverse order to
undo speculative mappings; maintaining a committed mapping table and copying it to the speculative
renamer table (effectively traversing the reorder buffer in the forward direction to construct the com-
mitted state); and maintaining several checkpoints of the mapping table’s state to allow instantaneous
(single-cycle) recovery from a checkpoint. As mentioned earlier, we use the second method of copying
committed register mappings.

Due to its ability to do instantaneous recovery, checkpointing has been used in commercial processors
[105], studied [132, 133], and even proposed for use in an out-of-order FPGA soft processor [40]. Our
design uses a committedmapping table for recovery rather than checkpoints, as checkpoints are complex
and expensive to implement and, at least in our design, has a limited potential for improved performance.
However, checkpointing deserves discussion as earlier work often considers checkpoints, and increasing
the number of checkpoints, to be useful.

In a checkpointing-based system, checkpoints of the register renamer tables are made periodically,
but doing so for every instruction or micro-op has an excessive storage overhead. Thus, checkpoints are
only used to recover from branch mispredictions (which are relatively frequent) but not exceptions. This
adds complexity, as there always needs to be another recovery mechanism to handle recovery for excep-
tions. In a classical checkpointing system, such as the one used in the MIPS R10000 [105], a complete
copy of the register renamer state is made at every branch instruction. The finite number of checkpoints
available imposes a limit on the number of unresolved branches that can be supported (4 branches in
the R10000), which causes performance loss when there are too few checkpoints. More recent work
improves on this restriction by making checkpoints less frequently than at every branch, such as only
for low-confidence branches that are more likely to need the checkpoint [132, 133]. In contrast, doing
recovery by maintaining a committed mapping table imposes no limit on the number of outstanding
branches, which avoids the performance loss associated with having too few checkpoints, in exchange
for the possibility of recovery taking multiple cycles.

Figure 7.2 shows a plot of the cycle-cumulative behaviour of outstanding branches on the 30-billion
instruction workload used in this chapter. A cycle-cumulative plot shows the cumulative number of cy-
cles using nomore than the amount of the resource shown on the horizontal axis. For example, Figure 7.2
shows that 82% of processor cycles are spent with 5 or fewer branches in between the rename and commit
stages (i.e., in the ROB). This plot shows that it will likely take around 6 (88% of cycles) to 8 (97% of cy-
cles) checkpoints at branches (assuming without the extra complexity of branch confidence prediction)
to make the maximum-outstanding-branches limit have a negligible performance impact, if used on our
design. This result corresponds well with the number of checkpoints used in previous work [40].

The two main advantages of using a committed mapping table for recovery rather than checkpoints
are that a single mechanism can be used for pipeline flushes caused by both branch mispredictions and
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Figure 7.2: Cycle-cumulative behaviour of outstanding branches.

exceptions, and it does not impose a limit on the number of outstanding branches. Its main drawback
is the inability to guarantee instantaneous recovery, as the misspeculated instruction (usually a branch)
needs to be committed before the register mapping table can be recovered. This delay in renamer recov-
ery can impact performance if corrected-path instructions are fetched, decoded, and are then stalled at
rename because mapping table recovery has not yet occurred. In our design, the number of cycles stalled
at rename while waiting for a misspeculated branch to commit is 2.3% (or 4.2 clocks per pipeline flush)2,
which is an upper bound on the amount of performance that could be gained if recovery were instanta-
neous. This is an upper bound because the processor is not necessarily idle in those 2.3% of cycles, as it
can still be doing useful work for instructions before the mispredicted branch that have not yet executed.

We speculate two reasons for the small performance impact for not having instantaneous checkpoint
recovery. First, to avoid the complexity of repeatedly flushing the pipeline when a series of mispredicted
branches are executed out of order, we execute branches in program order. This means that branch mis-
predictions tend to be detected later (closer to commit) than if full out-of-order branch execution were
permitted. Second, our processor, like many modern processors, has a long front-end pipeline (about 9
cycles from fetch to rename), which delays the arrival of corrected-path instructions. A delay inmapping
table recovery has an effect only if the delay between a mispredicted branch’s execution and commit is
longer than fetching and decoding new instructions along the corrected path — otherwise, the specula-
tive mapping table would be recovered earlier than the arrival of new instructions, resulting in no extra

2This stall while waiting for mapping table recovery appears to be the same stall measured by the
INT_MISC.RECOVERY_CYCLES performance counter on Intel Haswell, Broadwell, and Skylake processors. Haswell
measures around 4 to 6 clock cycles per pipeline flush. See Appendix E for a comparison using CoreMark.
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stalls.
The extra complexity and the small potential performance improvement of using checkpoints for

faster branch mispredict recovery leads to our choice to not use renamer checkpoints. In addition, actu-
ally taking advantage of the faster recovery requires further complexity in other parts of the processor. If
the processor allows new corrected-path instructions to enter the out-of-order portion of the processor
(instruction schedulers) while micro-ops before the mispredicted branch are still in-flight, the proces-
sor must support partial flash-clearing of the instruction schedulers to selectively remove wrong-path
micro-ops without removing correct-path micro-ops — in other words, correct-path micro-ops before
the branch, wrong-path micro-ops after the branch, and new corrected-path micro-ops must coexist in
the instruction scheduler, with only the wrong-path micro-ops flash-cleared from the schedulers. The
MIPS R10000 appears to use this method [105]. In our current design, we flash-clear3 the entire instruc-
tion scheduler when the branch commits, as it can be guaranteed that immediately after themispredicted
branch commits, no corrected-path new micro-ops have yet entered and all committed micro-ops have
already left the out-of-order portion of the pipeline.

7.2.3 Sizing the Physical Register Files
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Figure 7.3: Cycle-cumulative behaviour of physical register usage, for three types of registers.

Part of the register renaming design problem includes choosing the sizes of the physical register files.
The physical register files must always be larger than the logical register file, as every logical register oc-

3Not supporting flash-clearing of schedulers results in schedulers being clogged with wrong-path micro-ops, which greatly
increases the effective branch misprediction penalty, especially for larger schedulers that take longer to drain.
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Figure 7.4: IPC impact vs. physical register file capacity, for three types of registers.

cupies one physical register to hold its committed state, in addition to any speculative instances. In our
design, theminimum size of the integer general-purpose physical register file is 41, to hold 13 committed
registers and 28 speculative registers used by the worst-case micro-op sequence that needs to be atom-
ically committed (42 micro-ops). Figure 7.3 shows the cycle-cumulative behaviour of physical register
use, when the number of in-flight micro-ops is limited only by the reorder buffer size (64 outstanding
micro-ops). Integer registers, unsurprisingly, have high demand (51% of cycles are spent using at most
29 integer registers, and 99.9% of cycles using 64 or less). There are 13 logical integer registers, and most
instructions write to the integer registers and create speculative instances. Condition codes are also fre-
quently used (98% of cycles using at most 16), despite there being only one committed logical register.
Segment registers are rarely modified, so although there are 12 physical segment registers used to hold
committed state, very few speculative registers are used (99.7% of cycles have exactly 12 segment regis-
ters used). Based on this data, we believe 64 integer registers, approximately 16 segment registers, and 16
condition code registers is a good design point.

Figure 7.4 shows how cycle-cumulative register use translates into IPCwhen each register file is made
smaller. Limiting condition codes to 16 entries reduces IPC by 0.6%. The general-purpose integer and
segment register files have almost no IPC impact, as the minimum size to avoid deadlock is higher than
the size at which there is appreciable IPC loss. This experiment used the workload from Section 6.1 with
Windows XP omitted (25.0 billion instructions). Our processor stalls whenever there are inadequate free
registers to serve the worst-case pair of micro-ops that could be renamed in a cycle, without examining
whether themicro-ops being renamed actually require the registers. This simplification slightly increases
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physical register demand, but simplifies the stall logic.

7.2.4 x86-Specific Design Issues

In our design, x86 instructions decode into fairly complex micro-ops. A single micro-op can encode
x86-style load-modify-store operations. As a result, a micro-op can have a large number of operands.
A further complexity arises from partial register and flag writes because many instructions modify only
some of the bits of a register (e.g., arithmetic instructions with 8- or 16-bit operand size).

In our design, micro-ops are capable of encoding a load, arithmetic operation, and a store, which
would usually require at least 3 RISC-style instructions (depending on addressingmode). Thus, there can
be a large number of renamed operands: the most complex micro-op can use 3 source and 2 destination
integer registers (general-purpose registers, or GPRs), 2 source and 1 destination segment register, and 1
source and 1 destination condition code register. For load-modify, modify-store, and load-modify-store
micro-ops, the load, modify, and store operations execute independently in different execution units.
For example, a load-modify-store micro-op will be broken into three operations: An address computa-
tion and load sent to the AGU (address generation unit), an arithmetic operation sent to the ALU that
consumes the loaded value, and a store-data operation sent to the store data unit that consumes the ALU
result. The data dependencies are communicated through two registers: one for the load result, and one
for the ALU result. The renamer is responsible for rewriting the intra-micro-op data dependency to com-
municate the data value through a register. The renamer is designed to rename twomicro-ops every cycle
with no restrictions on complexity.

While it would appear that renaming two micro-ops each cycle would require a GPR mapping ta-
ble to have four write ports (because there are two micro-ops with two destination registers each), only
two write ports are actually needed. Complex micro-ops contain internal data dependencies that can-
not be seen by other instructions, and a micro-op can never have two architecturally-visible destination
operands. Since register mapping table write ports are needed only for destination registers that are
architecturally visible, two micro-ops only need two mapping table write ports, despite using up to 4
destination registers. Indeed, the most complex load-modify-store type micro-op has two destination
operands but does not modify the mapping table at all, because a “memory” destination operand does
not modify any architectural registers.

Each micro-op may need up to two segment register source operands. Every memory access uses
a segment register (to get the segment base and limit used for the memory access), and micro-ops that
manipulate the segment registers may need to access a second segment register. There are 12 segment
registers mapped to 16 physical segment registers, leading to a mapping table of 12× 4 bits.

Condition codes are a subset of bits from the 32-bit EFLAGS register (We also call the condition codes
OCZAPS, named for the 6 flags). For performance reasons, EFLAGS cannot be treated as a single register,
as the condition codes are performance-sensitive, but some of the other bits are necessarily slow because
they have side effects with global impact (e.g., I/O privilege level). We split the 32-bit EFLAGS register
into a 32-bit GPR and 6 bits of condition codes. Operations that read or write to the entire EFLAGS use a
micro-op to merge the condition codes into the 32-bit GPR before reading it, or set the condition codes
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after modifying EFLAGS. For all other operations, these two parts are not kept synchronized. As there
is only one condition code register, the mapping table contains only one 5-bit entry (two banks of 16
physical registers). Although conceptually the mapping table should have two read and two write ports,
since it has only one entry, it simplifies to one set of flip-flops with arbitration to decide which micro-op
should write to the entry.

One design issue that is unique to x86 is the handling of partial register writes. A partial write occurs
when a narrow 8-bit or 16-bit instruction writes to part of a register and leaves the rest of the register
unchanged. This can cause problems if the full-length register is consumed by a later instruction, as a
single register would contains bits that were produced by two different instructions. There are several
options to handle this, and we chose the simplest (but lowest-performing) option. The simplest method
is to merge the unmodified bits of the register with the computation result after each micro-op executes,
which serializes (often unnecessarily) chains of narrow instructions that access the same register. Other
more complex solutions require the involvement of the register renamer. Instead ofmerging partial writes
during execution, they can be merged at commit as on the Intel P6 (causing a “partial register stall” if
the merged value is consumed too soon), merged when necessary with an extra micro-op as on newer
Intel processors, or merged immediately before execution by treating each source register as three source
operands (very expensive). An analogous issue occurs with condition codes (“partial flag write”), as not
all 6 condition codes are modified by all instructions.

We also made the register renamer handle tracking the Resume Flag (RF) state, as our method to
track the RF state behaves like a one-bit flag that is recovered along with the register mapping tables
during pipeline flushes. The RF flag is used by debuggers to suppress a debug fault that would otherwise
be generated by single stepping or instruction breakpoints. The RF flag is set by software and cleared by
the processor after every instruction is executed, except for a few cases (e.g., an IRET instruction).

7.3 Detailed Hardware Design

Since our processor is designed for a peak throughput of two micro-ops per cycle, the renamer is de-
signed for the same bandwidth. To verify this choice, we simulate the processor’s IPC performance when
varying the renamer throughput from 1 to 4 micro-ops per cycle. Figure 7.5 shows that reducing the
renamer throughput to 1 micro-op per cycle incurs a 19% drop in IPC, but there is no gain when in-
creasing throughput to 3 or more micro-ops per cycle. Thus, for our current processor design, renaming
two micro-ops per cycle is a good design point. In this experiment, the renamer throughput affects the
rate at which micro-ops are dequeued from the post-decode micro-op queue (but leaves decode width
unchanged at 2 instructions/cycle), and also the rate at which instructions are issued from rename into
the schedulers.

Figure 7.6 shows the design of our two-pipeline-stage register renamer. The first cycle selects the
micro-op source (up to two micro-ops from regular decode, string operation, or microcode unit), then
computes what operands need renaming and the dependencies within the two micro-op group. This
stage generates all of the multiplexer select signals used in the second stage, including deciding whether
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Figure 7.5: Performance at varying renamer throughput

to forward the firstmicro-op’s destination to the secondmicro-op’s source(s) if there is a data dependency.
The second stage reads the register mapping tables, acquires new registers from the free lists, routes

the output of each read port of each RAT to the right operands, and performs forwarding if there are de-
pendencies between the two micro-ops renamed this cycle. To support renaming (and committing) two
micro-ops per cycle, each free list is a (not necessarily FIFO-ordered) queue that supports enqueuing and
dequeuing two registers per cycle, composed of two simple FIFO queues and steering logic (Figure 7.6b).
The outputs of the second stage are separate ALU and AGU operations and their physical register num-
bers, with any internal data dependencies being represented by having the producer operation write to a
physical register and reading it as a source operand in the consumer.

Given the large number of ports (10r 4w for just the GPR and segment registers alone) and the need
for low-latency single-cycle updates, the register mapping tables are implemented in soft logic (LUTs and
flip-flops). Fortunately, x86 has a fairly small register context (in our microarchitecture, only 13 logical
GPRs and 12 logical segment registers), so the total mapping table state is only about 160 bits.

7.4 Hardware Frequency and Area

We have implemented the register renaming unit for a Stratix IV FPGA. It achieves 317 MHz (median of
31 random seeds), exceeding our target of 300MHz. It uses 1892 ALMs (Table 7.1 shows a resource usage
breakdown). The renamer is unusual in using more ALMs than ALUTs, because of the large number of
pipeline registers used in the design (2747). Registers are included in the ALM count, but not ALUTs,
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Unit ALUT Registers ALM

Free lists 521 409 398
First stage 550 167 542
Second stage 721 157 558

Total 1813 2747 1892

Table 7.1: Resource consumption of hardware implementation of register renamer

which counts only logic functions.
The hardware includes everything in Figure 7.6. It does not include the committed mapping table,

which is located with the instruction commit hardware. The committed mapping table is a simplified
version of the speculative mapping table, containing only the write ports and none of the read ports, so
we expect it to bemuch smaller and somewhat faster than the renamer’s second stage. Logic to determine
the readiness of each operand is also not included, as it is part of the instruction scheduler, and the design
of the readiness check logic depends onwhat type of instruction scheduler is used. For example, amatrix-
based scheduler not only needs to know whether a source operand is ready, but also which entry in the
scheduler will produce the result. We discuss instruction scheduling in Chapter 9.

7.5 Summary

Theregister renamer used in our processor is designed to rename twomicro-ops per cycle, with no corner
cases even for complex micro-ops such as load-modify-store operations. The two pipeline-stage circuit
achieves 317 MHz, which exceeds our target frequency of 300 MHz, and uses under 2000 ALMs. We use
a physical register file organization to reduce the number of ports used by multiported RAMs, and use
one bank of registers per execution unit to eliminate multiple write ports.

After renaming, the micro-ops are ready to be executed, in dataflow order. Renamed micro-ops are
sent to the instruction schedulers (Chapter 9) to be scheduled for execution, and also to the reorder buffer
(Chapter 8) that tracks the status of each micro-op to enable in-program-order instruction commit.
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Reorder Buffer and Instruction Commit

In an out of order processor, instruction execution occurs in dataflow order, but both the front-end and
instruction commit occurs in program order. To keep track of the program order of instructions while
they execute out-of-order, a reorder buffer (ROB) is used. A ROB is a circular queue that holdsmicro-ops
in program order and tracks their status while they execute so that they can be committed in-order once
completed. Micro-ops are inserted in program order into the reorder buffer after register renaming, and
completed micro-ops are dequeued in program order to be committed.

This chapter discusses both the ROB and instruction commit. Although these seem far apart in
pipeline stages, they are related in function. The ROB serves to preserve micro-op ordering to serve
the in-order instruction commit unit.

Figure 8.1 illustrates the ROB and commit unit in the context of the processor pipeline. The ROB
is a fairly straightforward circular queue of micro-ops. Renamed micro-ops are enqueued into the ROB
after register renaming. Micro-ops are also simultaneously enqueued in the instruction schedulers so
the micro-ops can be scheduled and executed. The status of each micro-op after execution (e.g., whether
there are any exceptions) is written back to the ROB. Instruction commit is more complex. Committing
micro-ops involves updating the committed register renamer mapping, freeing resources (e.g., physical
registers), and writing the data associated with store micro-ops to cache. In addition, it must handle
atomic commit (committing none or all of the micro-ops belonging to an instruction), and detect and
handle several different types of pipeline flushes.

The following sections will describe these functions in more detail. We will then present some per-
formance results related to pipeline flushes.

8.1 Reorder Buffer

The reorder buffer (ROB) is a circular queue that holds micro-ops in program order, enqueued after re-
naming, and dequeued for commit. Because we use a physical register file organization (Chapter 7), the
ROB does not hold speculative register values used for instruction execution. Each ROB entry holds
information necessary for the micro-op to be committed. This includes fields such as the old and new
destination register physical numbers (to free when committed/discarded), instruction pointer (for ex-

86
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Figure 8.1: Reorder buffer and commit. A ROB read port searches completed micro-ops for instruction
boundaries to compute a commit_to pointer that controls micro-op commit. Commit frees resources,
flushes various parts of the pipeline, and controls when stores are written to cache.
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ceptions), and the execution status of the micro-op (whether is has executed, and whether it is successful
or caused an exception). Out of the many ROB entry fields, only the execution status field is modified
during execution, thus most of the ROB storage can be implemented in a RAM as a simple FIFO queue,
with only the status bits implemented in soft logic.

The RAM portion of the ROB needs to support enqueuing and dequeuing two micro-ops per cycle
in FIFO order. This can be implemented as a pair of simple one-enqueue-one-dequeue FIFOs with some
steering multiplexers. The steering multiplexers can even be omitted if the ROB is allowed to have un-
used holes, trading less efficient utilization of the ROB for simpler logic. This has the potential to work
well because for cycles where one or more micro-ops are renamed, 93% of these cycles have two renamed
micro-ops (i.e., 7% of cycles produce one hole, leading to an average 96.5% utilization of the ROB, re-
ducing the effective ROB size from 64 to 61.8 entries). We have not investigated this design further.

The status fields require more read and write ports. Status bits are enqueued and dequeued along
with the rest of the ROB entry. They are also updated when each sub-operation (address generation/load,
modify, or store data) of eachmicro-op is executed, requiring 4 updates per cycle (one for each of the four
execution units in our processor). The status bits are also examined by the commit unit when searching
the ROB for completed instructions (by looking for instruction boundaries) to determine which micro-
ops that can be committed, and examined by the commit unit when committing a micro-op.

The next section discusses the complexities of committing micro-ops once they leave the reorder
buffer.

8.2 Committing Micro-Ops

Micro-ops are dequeued in program order from the reorder buffer when they have completed and are
ready to be committed. Conceptually, the oldest micro-op in the ROB can be committed whenever it has
completed executing. Each micro-op can have two outcomes: either it successfully executed and needs
to be committed, or the micro-op has been squashed and its effects discarded. The commit unit updates
the committed state of the processor (if the micro-op is not squashed), and frees resources associated
with each micro-op. For micro-ops that caused a branch misprediction or exception, the commit unit is
also responsible for orchestrating the pipeline flush: redirecting the fetch unit, rolling back the register
renamer state, and clearing out subsequent wrong-path instructions from the instruction schedulers.

The commit unit turns out to be a surprisingly difficult piece of hardware to design. One source of
complexity lies in the need to commit instructions atomically: either none or all of the micro-ops for an
instruction are committed. The more difficult task is orchestrating a pipeline flush, due to the explosion
of interactions between the several different types of pipeline flush and the state of each processor compo-
nent that needs resetting when the pipeline flush occurs. Any error easily results in squashed micro-ops
being incorrectly committed, non-squashedmicro-ops incorrectly discarded, new corrected-pathmicro-
ops being discarded, old micro-ops being trapped in the pipeline (waiting forever to execute), new and
oldmicro-ops being reordered, andmany other types of deadlocks and failures. We discuss some of these
issues in the following subsections.
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8.2.1 Atomic Commit

For processors that use precise interrupts (i.e., essentially all general-purpose processors), instructions
are considered atomic: an instruction is either entirely completed or discarded. When implementing
instructions using micro-ops, this implies that the entire micro-op sequence for an instruction must also
be completely committed or discarded. As mentioned in Section 5.3, breaking instructions into multiple
micro-ops is not x86-specific, and is also used in ARM and Power processors.

The simple rule mentioned above of committing all completed micro-ops without regard to instruc-
tion boundaries does not satisfy the atomicity requirement if an instruction containing multiple micro-
ops successfully completes at least one micro-op but has an exception on a subsequent micro-op. An
exception should cause the entire instruction to be discarded, but the exception may not be discovered
until some micro-ops from that instruction have already been committed, preventing those micro-ops
from being discarded.

We handle atomic commit by first scanning the completedmicro-ops in the reorder buffer to look for
instruction boundaries, but without committing those micro-ops yet. Only once all of the micro-ops for
an instruction are completedwill permission be granted for the entire instruction to be committed. As the
commit unit scans the completed micro-ops, it increments the “completed to” pointer (See Figure 8.1).
The “commit to” pointer points to the most recent instruction boundary seen, which guarantees that
partial instructions are never allowed to commit. The commit_to pointer limits how farmicro-op commit
may proceed (the tail pointer must not exceed the commit_to pointer). It is the micro-ops at the tail
pointer that are committed, one or two micro-ops at a time.

Figure 8.2 illustrates how the commit_to and completed_to pointers are used to ensure atomic in-
struction commit. In this example, the call and ret instructions are instructions that use multiple
micro-ops, and must be atomically committed. The completed_to pointer advances until it points to
the first incomplete micro-op. In this example, the call instruction is partially completed (two of
three micro-ops complete). The commit_to pointer points immediately after the instruction boundary
preceding the completed_to pointer. This is accomplished by setting commit_to pointer to the current
completed_to pointer value whenever the completed_to pointer crosses an instruction boundary. The
commit_to pointer then ensures that none of the call’s micro-ops can commit until all of its micro-ops
have completed and the completed_to and commit_to pointers reach the next instruction.

To ensure exceptions are detected, micro-ops that cause an exception update the exception status for
the first micro-op of its instruction rather than for themicro-op itself. This combination of using pointers
to delay commit and setting exception status for the first micro-op of an instruction guarantees that all
micro-ops for an instruction have completed before the first micro-op is examined for commit, and that
if any micro-op in an instruction causes an exception, it is detected when examining the first micro-op.
This results in discarding either none of an instruction’s micro-ops, or all of an instruction’s micro-ops (if
any micro-op causes an exception).

When using atomic commit, the ROB must be large enough to hold all of the micro-ops for an
atomically-committed micro-op sequence. This can be problematic for long sequences. The longest
such sequence in our current design is 42 micro-ops (to handle an interrupt from virtual-8086 mode
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that changes privilege levels), which also mandates that the ROB capacity must be at least 42 micro-ops
to avoid deadlock. The deadlock occurs because the first micro-op cannot commit until the last micro-
op has executed, but the last micro-op cannot execute until some earlier micro-ops have committed to
make space in the ROB for it. This is not an issue from a performance perspective, as these very long
micro-op sequences are rare (From Section 6.2, the average micro-ops per instruction is 1.12). The min-
imum ROB size requirement also did not affect our design because we were targeting 64 ROB entries for
performance reasons anyway, but it may become a significant problem for a smaller, lower-performance
processor design.

An alternative method to handle atomic commit is to design all micro-op sequences so that all pos-
sible exception conditions are checked for before any processor state changes occur, so that partially
committing an instruction results in no visible effects. We did not attempt this method for the current
design because designingmicro-op sequences (especially for handling exceptions) is already complicated
enough without the added requirement of anticipating all possible exception conditions.

The hardware cost of this atomic-commit scheme is fairly small. The main cost is in providing a read
port to read the “completed” status bit out of the ROB (a one-bit wide 64-to-1 multiplexer).

8.2.2 Handling Pipeline Flushes

If an exceptional condition is encountered during instruction commit, the commit unit is responsible
for performing the pipeline flush. The complexity comes from having several types of exception-like
conditions that are handled differently, and the large number of processor components that need reset-
ting. Any error in any of the many corner cases can result in deadlock or committing or discarding the
incorrect micro-ops.

Pipeline flushes have many causes. In addition to branch mispredictions, interrupts, and exceptions
(faults and traps), pipeline flushes also occur after some instructions that change non-renamed proces-
sor state such as control registers, if a string instruction terminates earlier than the expected count (for
string compare and scan), if self-modifying code is detected, and when one of the other predictions fail
(memory ordering violation, descriptor table predictor). If more than one of these conditions are true
for an instruction, there is a prescribed priority defining which event should be handled. Each one of
these causes is handled slightly differently.

For all pipeline flushes, the register renamer’s committed mapping table is copied to the speculative
mapping table to roll back the register renamer state. Some of these events will redirect the front-end
to begin fetching from a new location (usually to re-fetch the same instruction), while some do not
(branches, interrupts, faults, traps). Branches do not redirect the front-end because, unlike all of the
other events, redirecting the fetch unit was done earlier during branch execution to reduce the branch
misprediction penalty. Interrupts, faults, and traps do not redirect the front-end. Instead, they trigger
a microcode sequence to process the exception, and the microcode sequence contains a branch micro-
op that branches to the start of the exception handler. A pipeline flush requires discarding subsequent
wrong-pathmicro-ops, but some events discard the current instruction too (interrupts, faults) while oth-
ers discard starting with the next instruction (branches, traps).
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In addition to all of the ways a pipeline flush can be triggered and ways it may need to be handled,
processor components can be in different states when the pipeline flush occurs. One example corner
case involves an exception occurring within a microcode sequence (e.g., processing an exception). A
microcode sequence is atomically committed, so none of the micro-ops in that sequence are committed
(or checked for exceptions) until all micro-ops in the sequence have completed. However, an exception
within the sequencemay cause themicrocode sequence to be aborted before the entire microcode stream
is generated, leading to deadlock unless this case is specially handled1. These corner cases are rare (this
example occurred 26 times in 30 billion instructions), but must be handled correctly.

8.3 Performance

8.3.1 Commit Throughput

As our processor is designed for a peak throughput of two micro-ops per cycle, the reorder buffer and
commit unit are designed for this bandwidth. To verify this choice, we simulate the IPC of the processor
while varying the throughput of the commit unit from 1 to 4 micro-ops per cycle, using the same subset
of the workloads used in Chapters 6 and 7 (user-mode benchmarks and booting an OS, 30 billion in-
structions). Figure 8.3 shows that two micro-ops per cycle is a good design point: committing only one
micro-op per cycle causes a 18% loss in IPC, while increasing the commit throughput beyond two per
cycle (draining the ROB faster after a pipeline flush) only gains up to 1% more IPC. It is interesting to
note that lowering the peak throughput of the commit unit to 1 micro-op/cycle has a large performance
penalty even though the average IPC (and micro-ops per cycle) is below 1.

8.3.2 Pipeline Flushes

While the throughput of the commit unit affects the processor performance in the common case where
instructions are executed and committed without misspeculations, the frequency of pipeline flushes and
how quickly pipeline flushes occur also have an impact on performance. We will analyze pipeline flushes
here, as the commit unit is responsible for handling them, even though much of the responsibility for
causing them are scattered around various other parts of the processor design (such as branch predictors).

Table 8.1 shows the overall impact of speculation and pipeline flushes for our 30-billion instruc-
tion workload. Pipeline flushes occur every 133 instructions on average, and cause 12% of all executed
micro-ops to be discarded, discarding around 23micro-ops per pipeline flush. We believe these numbers
indicate that the processor has a reasonable design without obvious performance bugs. For comparison,
one example system using a simulated 8-wide processor showed squash rates between 3 and 35% on the
SPECint2000 benchmark suite [134]. We also compared the squash rate with the Intel Haswell processor
using the CoreMark benchmark (See Appendix E), showing that the fraction of wasted micro-ops (17%
vs. 3.4% for Haswell) is reasonable after accounting for Haswell’s superior branch prediction. While this

1The rule we use in this case is to commit the atomic “instruction” anyway if there is exactly one “instruction” in the ROB,
all of its micro-ops in the ROB are complete, and there is already an exception pending.



Chapter 8. Reorder Buffer and Instruction Commit 93

1 2 3 4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.604

0.736 0.743 0.745

Commit Width (uops/cycle)

IP
C

Figure 8.3: Commit width impact on IPC. Committing micro-ops faster than two per cycle improves
performance by about 1%.

Metric Value (×106)

Instructions committed 30 226
Pipeline flushes 227

µops committed 33 845 (88% of µops)
µops discarded 4 610 (12% of µops)
µops total 38 454

Table 8.1: Pipeline flush impact on instruction and micro-op counts

number shows that the overall pipeline flush impact is reasonable, breaking down the number of pipeline
flushes by cause gives further insight into the processor design.

Table 8.2 shows a breakdown of the 227 million pipeline flushes by cause. Unsurprisingly, branch
mispredictions cause nearly all (97.7%) of the pipeline flushes, confirming yet again the well-known fact
that branch prediction is important for processor performance. The next most frequent cause is string-
op aborts. These occur for string compare and scan operations where the string operation stops before
reaching the end of the string (e.g., string compare found two strings to be different). These involve a flush
of the out-of-order portion of the processor, but not the in-order front-end. Self-modifying code flushes
occur if the (conservative) filter mechanism suspects the possibility of self-modifying code. The relative
rarity (0.7% of flushes) suggest there is potential to trade an increase in false positive detections for further
simplification of the self-modifying code detection logic. Overall, the relative rarity of pipeline flushes
caused by reasons other than branch mispredictions indicate that those components of the processor
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Metric Value (×103)

Pipeline flushes 227 413 (100%)

Branch mispredictions 222 224 (97.7%)
String-op aborts 2 686 (1.2%)
Self-modifying code detected 1 705 (0.7%)
Interrupts and exceptions 440 (0.2%)
Memory ordering violation 184 (0.1%)
Flush after changing global machine state 175 (0.1%)

Table 8.2: Breakdown of pipeline flushes by cause

were of reasonable design.
Now that we know the number of pipeline flushes and the reasons that cause it are consistent with a

reasonable processor design, we can then ask whether each pipeline flush itself behaves correctly and has
reasonable performance. The next subsection looks at the cycle-by-cycle behaviour of pipeline flushes.

8.3.3 Analysis of a Pipeline Flush

When describing a processor microarchitecture, the cost of a pipeline flush is often summarized as a
single number, the branch misprediction latency (also often called the “pipeline length”2). While this
may be a good approximation metric, the actual behaviour of the processor is rather more complex than
just flushing the pipeline and sitting idle for a few cycles, as describing the pipeline flush cost as a single
number might suggest.

Figure 8.4 shows a plot of how instruction execution and commit behaves immediately following
a pipeline flush caused by a branch misprediction. A pipeline flush (mispredicted branch being com-
mitted) occurs in cycle 0. The chart plots how the pipeline recovers until it reaches steady state again.
For instruction execution, we plot the occupancy of the instruction scheduler and also the execution
throughput in number of micro-ops per cycle. For instruction commit, we plot the occupancy of the
reorder buffer and the commit throughput in number of micro-ops (excluding those that are discarded)
per cycle. Execution and commit throughputs are 3-point moving averages to produce a smoother plot.
In the steady state (far right), the ROB and schedulers hold about 30 and 24 micro-ops, respectively, and
4
3 micro-ops are executed and committed each cycle (The 4 micro-op loop takes 3 cycles per iteration).

We can roughly divide the process into 5 phases. At the start of phase 1, the schedulers are flash-
cleared, leaving the schedulers empty (The two micro-ops in the schedulers at cycle 1 are stray squashed
micro-ops inserted after clearing the schedulers, which ideally should be discarded earlier). In this phase,
there are no micro-ops to execute, leaving the ALUs idle. While waiting for corrected-path instructions
to be fetched and decoded, the commit unit drains the ROB of old wrong-path instructions at a rate of
two per cycle. The ROB cannot be flash-cleared because it must free resources such as physical registers.
For this workload, phase 2 begins at around cycle 12 when corrected-path micro-ops are inserted into
the schedulers and begin executing. At this point, the ROB has not finished draining old micro-ops, so

2The true pipeline length of a processor is rarely mentioned, because stages that are outside the branch misprediction loop
tend to have minimal impact on performance.
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new micro-ops cannot be committed. As the fetch/decode front-end usually runs faster than execution,
the scheduler begins filling up. The ROB occupancy is flat because the rate at which old micro-ops are
drained matches the rate at which new micro-ops are inserted (2 micro-ops per cycle). In phase 3, the
ROB has been drained of old wrong-path micro-ops, and new micro-ops begin committing. In phase
4, instruction execution has reached its steady state of 4

3 micro-ops per cycle. In phase 5, instruction
commit also reaches its steady state behaviour.

It may seem as though the delay in committing new instructions during phase 2 would lower per-
formance. However, delays in committing instructions have minimal impact on performance unless the
ROB is full (the ROB is not full because phase 1 drained away many micro-ops). The commit unit can
usually catch up on backlogged commits because commit typically has higher throughput than execu-
tion. In this chart, we see commit throughput approach 2 micro-ops per cycle as it catches up in phases
3 and 4, committing at a higher rate than execution until the processor reaches steady state.

The workload used for Figure 8.4 is the first component of the bitcount benchmark in the MiBench
benchmark suite [118]. The inner loop of this workload counts the number of 1 bits in an integer:

while ((x = x&(x-1)) != 0)
n++;

This translates into a loop of 4 instructions (also 4 micro-ops in our implementation) that runs in 3
cycles per iteration, with one unpredictable branch when the while-loop terminates. This workload is
short, easy-to-analyze, and has one branch, which allows us to probe the behaviour of one branch with a
minimum of other confounding issues. Using a more complex workload results in a qualitatively similar
plot, but with the features less clearly visible because some branch mispredictions recover quicker than
others. In our simulator, we capture the relevant statistics at every cycle for the first few hundred cycles
after every pipeline flush. The bitcount algorithm is run on 75 000 random numbers, which produced
76 000 branch mispredictions (including some code outside of the inner loop). We then average the
76 000 cycle-by-cycle traces over the 76 000 pipeline flushes to produce a trace of the average behaviour,
which is then plotted.

The plot in Figure 8.4 has been useful in our design process to debug performance issues involving the
pipeline flushmechanism. Unfortunately, we cannot create such a plot for a processor using performance
counters, and thus cannot compare against an existing processor to sanity check our design. However,
comparing the features in the plotwith expected behaviour has beenuseful. For example, this plot allowed
us to debug a lower than expected IPC on this workload (bitcount), where larger instruction schedulers
and ROB performed even worse, and discovered the importance of flash-clearing instruction schedulers
during pipeline flushes. Not flash-clearing instruction schedulers increased the pipeline flush penalty by
spending cycles slowly draining the instruction schedulers and delaying execution of new instructions
after they entered the scheduler, leading to long drain/idle period that gets worse with larger schedulers.
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Figure 8.4: Pipeline flush behaviour: Cycle-by-cycle recovery of micro-op execution and commit.

8.4 Hardware

Wehave not yet designed the hardware for the commit unit. We believe it can be implemented tomeet our
timing constraints, as the commit unit pipeline length can be increased to satisfy cycle time requirements
with only a small IPC performance impact. Due to its location in the pipeline, increasing the instruction
commit latency only increases the pipeline flush (including branch misprediction) latency. Interrupt and
exception latency has a minimal impact on performance because they are infrequent and already have
an unavoidable large cost (for context/privilege changes). Increasing the branch misprediction latency
has a larger performance impact, but this latency affects only the delay to recover the register renamer
state (not redirecting fetch/decode, which is done during branch execution), and much of that impact
is mitigated by branch prediction. The IPC impact of extending the commit pipeline length is a loss of
approximately 1% IPC for each extra cycle for the first few cycles of extra latency, growing to 11% at 10
extra cycles.

8.5 Summary

This chapter described the microarchitecture of the reorder buffer and instruction commit hardware.
Although the commit unit is outside the most performance-critical execution portions of the processor,
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pipeline flushes and how they are handled still impact performance. When there are no pipeline flushes,
the commit bandwidth needs to be high enough to not become a bottleneck (which is two micro-ops
per cycle in our case). Not surprisingly, nearly all pipeline flushes are due to branch mispredictions
(98%). Whenhandling pipeline flushes, it is important to be able to instantaneously empty the instruction
schedulers of wrong-path instructions, as schedulers filled with wrong-path instructions delay execution
of new corrected-path instructions, increasing the effective pipeline flush latency.

Due to the many different causes of pipeline flushes, requiring different handling methods, and var-
ious other corner cases, much effort was required to design the commit logic to correctly handle every
corner case. Althoughwe have not designed circuits for the commit unit, we believe it is feasible to design
correct hardware without too much timing closure difficulty, because our microarchitectural simulation
of the commit unit was written at an abstraction level not much higher than logic equations, and the
commit unit can be pipelined without a large loss in IPC (1% per cycle),



Chapter 9

Instruction Scheduling

In an out-of-order processor, instruction scheduling is the hardware structure that creates the out-of-
order execution behaviour. Instruction schedulers hold a small pool of instructions that are awaiting
execution. The instruction scheduler tracks data dependencies and determines which instructions are
ready to execute. It then selects some of these ready instructions for execution. While instructions enter
into the instruction scheduler in program order, these instructions become ready and are selected for
execution as soon as their data dependencies are satisfied, and not necessarily in program order. Being
able to examine a pool of instructions allows an out-of-order processor to avoid unnecessary stalls and
find instruction-level parallelism to improve processor performance.

This chapter focuses on the design of instruction schedulers for FPGA processors, and explores the
microarchitecture and design of scheduler circuits that yield high IPC and large gains in fmax operating
frequency. Prior work has often failed to achieve reasonable fmax [21, 37, 38], although at least one prior
work has shown single-issue out-of-order instruction schedulers on an FPGA at reasonable fmax [36].
Our new circuit designs improve on these earlier results, achieving 60% greater fmax for the same size of
scheduler. We then use these scheduler circuit structures to build multi-issue distributed schedulers that
have slightly higher fmax than single-issue scheduler circuits of the same total scheduler capacity.

9.1 Review of Instruction Scheduling in Out-of-Order Processors

The key attribute of out-of-order processors is that they execute instructions in dataflow order (based
on data dependencies) rather than program order. In typical processor pipelines, this dataflow ordering
occurs after the instructions are fetched, decoded, and register renamed in program order. They are then
inserted into the instruction scheduler, which executes instructions as they become ready. Instructions
leave the scheduler when completed. Finally, completed instructions are committed in program order.

The instruction scheduler is responsible for tracking the readiness of every not-yet-completed in-
struction and for choosing which ready instruction should be executed each cycle. An instruction is
ready to execute when all of its source operands are available, having been computed by previously exe-

Portions of this chapter have appeared at FCCM 2016 [135] and accepted to ACM TRETS
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cuted instructions.
An instruction scheduler holds a pool of instructions that have not yet executed which are waiting

to be executed. The wakeup portion of the scheduler is responsible for determining when a waiting in-
struction is ready for execution. It does this by observing which instructions are completing in each cycle
and comparing their outputs with the required inputs for each waiting instruction. The selection logic is
responsible for selecting one of the ready instructions for execution.

Multi-issue schedulers are built around the same wakeup and select circuits. The wakeup and select
logic can be extended to handle multiple operations per cycle, or more commonly, the wakeup and select
logic can be replicated to achieve the needed instruction execution throughput. In a superscalar proces-
sor, the peak throughput of the instruction schedulers usually exceeds that of the overall processor (fetch,
decode, and commit), as instruction execution tends to have lower utilization due to data dependencies
and the execution units being specialized for particular types of operations (e.g., branches, memory, or
integer).

9.1.1 Scheduler Trade-offs

Processor design is about trading off IPC, fmax, and design complexity. Here we discuss three major
design decisions that affect this trade-off.

First, the number of scheduler entries affects how far ahead in the instruction stream instructions
can be considered for execution. A small number of entries limits the ability to extract instruction-level
parallelism (ILP) whereas larger schedulers (with more entries) increase ILP and IPC, but require more
area and tend to have lower fmax. For example, Figure 9.1a shows how IPC improves with scheduler size
on our two-issue superscalar system. It shows that more scheduler entries eventually give diminishing
returns — this is because other parts of our processor limit the number of in-flight instructions to 64
(reorder buffer size). The figure also shows that there is severe IPC loss with small schedulers of less than
16 entries.

Second, the selection policy — how to decide which of several ready instructions should execute
— has an impact on IPC: choosing the oldest instruction first is a known good heuristic as it is more
likely that an older instruction blocks execution of later dependent operations. However, an oldest-first
heuristic requires tracking the age of entries in the scheduler, which has a hardware cost. Figure 9.1b
shows the impact of an oldest-first selection policy compared to random selection. The IPC impact is
small for small schedulers because the chance of having more than one ready instruction is lower, but
the impact grows to over 15% for large schedulers. Prior out-of-order processors have mostly employed
age-based selection [112, 136–138].

The third key decision is whether wakeup and selection operations complete in a single cycle, which
allows execution of dependent operations in consecutive cycles. Without back-to-back execution of de-
pendent instructions, a processor will suffer a roughly 10% IPC penalty for adding just one extra cy-
cle [139, 140]. Back-to-back execution of dependent instructions does make circuit timing challenging,
however.

The trade-offs in multi-issue schedulers are the same, but have many more degrees of freedom. In
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Figure 9.1: IPC sensitivity to scheduler capacity and age-based selection policy. The simulated processor
has 1 each of branch, ALU, AGU, and store-data execution units, 64 reorder buffer entries, and a peak
IPC of 2.

a distributed multi-issue scheduler (where each execution unit has its own scheduler), each cluster can
have its size, selection policy and latency chosen independently from the others.

Because we focus on improving processor performance, we make the following two up-front design
decisions: First, a requirement of single cycle wakeup and second, an oldest-first selection policy (al-
though we will measure the impact of omitting this for one case). For all scheduler designs we explore,
we will measure the impact of a wide range of the number of entries.

9.2 Background on Scheduler Circuits

As described above, schedulers have two key components: wakeup logic to determine which instructions
are ready and selection logic to choose among the ones that are ready to execute in the next cycle. In this
section we describe how classical hard processor CAM-based and matrix [141] schedulers perform these
two functions.
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9.2.1 Wakeup Logic

CAM-based schedulers track operand dependencies using physical register numbers (after register re-
naming). Each entry in the scheduler’s wakeup array holds an instruction’s two source operand register
numbers and two comparators that compare them to the destination register number of instructions
completing each cycle. A source operand is available after its register number has been broadcast on a
result bus, and an instruction is ready when all source operands are ready.

Matrix-based schedulers track dependencies by the position of producer instructions in the sched-
uler. Each entry (row) of the wakeup array contains a bit vector indicating which instructions in the
scheduler will produce the source operands. The result bus bit vector indicates which instructions are
granted execution each cycle, and an instruction is ready when all producer instructions have completed.
This arrangement uses wired-OR gates instead of comparators to compute when each entry is ready.
Grant signals broadcasting vertically to the horizontal wired-OR gates with an SRAM cell at each inter-
section results in a circuit that resembles a matrix.

9.2.2 Selection Logic

The selection logic is responsible for choosing one instruction for execution from a set of ready instruc-
tions. The simplest and fastest selection logic uses fixed priority, prioritizing instructions based only on
an instruction’s position in the scheduler. However, age-based selection heuristics are better than ran-
dom selection for IPC (Section 9.1.1). Age-based selection can be achieved by maintaining age ordering
of scheduler entries and compacting holes so that scheduler position corresponds to age, or allowing ran-
dom ordering of instructions in the scheduler and augmenting the selection logic with age information.

Compacting schedulers insert new instructions at the top, and shift scheduler entries down to fill
holes left behind by instructions that have completed execution. Compaction allows a fast fixed-priority
selection circuit to be used. The main drawback is in the power consumption of shifting the scheduler
entries and the delay of the multiplexer required for shifting.

The alternative of explicitly tracking instruction age makes selection logic more complicated due to
dynamic priority. There are many methods to track age, including precise and approximate methods
(e.g., [112,137]). Our matrix scheduler uses age matrices, a precise method that uses a matrix where the
bits in each row indicate which instructions are older than the instruction occupying the row [142].

Hybrids approaches have also been used, such as the Alpha 21264 that uses a compacting scheduler
that tracks register numbers, but uses wired-OR dynamic logic instead of comparators [136].

9.3 Scheduler Circuits on FPGAs

FPGA logic is composed of LUTs and wires, while custom CMOS has much more flexibility in imple-
mentation. Unfortunately, matrix schedulers rely heavily on dynamic logic and wired-OR circuits with
dense, regular layouts, somatrix-style schedulers become less appealing on FPGAs. However, LUT-based
matrix circuits can still be optimized.
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Figure 9.2: Altera ALMs can implement some 7-input functions

Instruction schedulers are usually implemented with separate wakeup and select circuits, performed
sequentially. For matrix schedulers on FPGAs, the wakeup logic’s wide OR gate reductions and the se-
lection logic’s (conceptually) linear pick-first-ready scan logic are both implemented as trees of LUTs. In
some circuits, it is possible to reformulate the logic function to combine two reduction or scan opera-
tions into one, improving delay. The sum-addressed decoder is one well-known example of this kind of
transformation [143].

Inspired by this strategy, we present a new scheduler circuit, the fused-logic matrix scheduler, that
combines both the wakeup wide-OR and select linear scan operations into a single tree of LUTs. This
circuit is faster than both the CAM and age-based matrix schedulers for most scheduler sizes.

9.4 Detailed Circuit Designs

This section discusses the circuit designs of the three scheduler circuits we implemented on the Stratix
IV FPGA: a compacting CAM scheduler, a non-compacting matrix scheduler, and our new fused-logic
matrix.

Before we discuss detailed circuit implementations, we first explain the 7-inputmode of Altera Adap-
tive Logic Modules (ALMs), which we use in several of our circuits [144]. The Stratix IV ALM contains
an 8-input fracturable 6-LUT. Although it is mainly intended to allow fracturing into two smaller LUTs
(e.g., two independent 4-LUTs), the ALM can also implement 7-input functions that can be expressed as
a 2-to-1 multiplexer selecting between two 5-input LUTs sharing 4 inputs (Figure 9.2). Having LUTs that
implement logic functions with more inputs can reduce logic depth. Priority multiplexers and our new
fused select-and-wakeup logic are mapped to 7-input functions that fit into an ALM.

9.4.1 CAM

Our CAM scheduler implementation uses compaction tomaintain age ordering and allows back-to-back
scheduling of dependent operations. In each cycle, ready bits are used to select an instruction for execu-
tion. The selected instruction’s destination tag is then broadcast on the result bus, and consumers of the
newly-produced register are woken up.
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Figure 9.3: CAM-based wakeup circuit. Entries compact downwards. An example critical path is high-
lighted in red.

Wakeup

Each entry in the CAM wakeup logic has two source operand tags and an associated pair of comparators.
The comparators monitor the result bus for a physical register number that indicates when an operand
becomes available. An instruction is ready when all operands are available and has not already been
selected for execution. The register number is assumed to be large enough to hold at least twice the
scheduler capacity, so comparators compare two log2N + 1 bit numbers. Each 6-LUT can do three bits
of a comparison, which is followed by anAND tree, so the total logic depth for two comparators is roughly
log6(4(log2N + 1)). The ready bit of every entry, forming a ready vector, is sent to the selection logic.

Compaction

OurCAMwakeup logic can shift down to eliminate up to one hole per clock cycle. This is enough because
only one instruction can be selected for execution each cycle, so new holes are created no faster than one
per cycle. Compacting by one position occurs through 2-to-1 multiplexers immediately before the set of
pipeline registers.

The control logic to decide whether each entry should shift down is a prefixOR operation, computing
for each entry whether there is a vacant entry at or below the current position. This prefix OR function
is implemented using a tree of LUTs with logic depth log6(N) using a radix-6 Han-Carlson prefix tree
with sparsity 6 [145]. The radix and sparsity were chosen to suit a 6-LUT FPGA architecture, rather than
the more typical radix-2 used in custom CMOS designs. This is much faster than a naïve implementation
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that uses a linear chain of 6-input OR gates with depth (N − 1)/5.

Selection

The CAM scheduler’s selection logic performs two functions. It must grant execution to the oldest ready
instruction, and it must also select that instruction’s destination register number and broadcast it on the
result bus to wake up dependent operations.

One grant signal per entry indicates whether that entry has been selected for execution. Oldest-
ready grant logic is implemented using the same radix-6 Han-Carlson prefix tree used for computing the
wakeup compaction multiplexer control signals.

Generating the destination register is done with a priority multiplexer that selects the destination
register number field of the oldest ready instruction. The priority multiplexer has a logic depth of log4N
LUTs, implemented as a radix-4 tree using 7-input ALMs. Figure 9.4 shows this circuit.

9.4.2 Matrix

The matrix scheduler implementation tracks dependencies of instructions using a wakeup matrix of de-
pendency bits. We evaluated thematrix scheduler both with and without age-based selection. Age-based
selection tracks the age of each entry using an age matrix, without compaction. In each cycle, the ready
bits (and age matrix) are used to select an instruction for execution, and grant signals are broadcast into
the wakeup matrix to wake up dependent instructions.
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Wakeup

The wakeup array consists of a matrix of dependency bits. Each row corresponds to an instruction in
the scheduler, and the bits in each row indicate which other instructions must execute before this one
may do so. These bits are eventually cleared by the grant signals of the parent instructions when they
execute. When all of the bit positions were ready or just granted, the ready bit for the row is set, resulting
in aN -wide NOR of required-and-not-granted functions. AnN -wide NOR of two-input functions (2N
inputs) can be computed with a tree of 6-input LUTs with depth log6(2N).

Position-Based Selection

The position-based select logic grants a ready instruction if there are no other ready instructions before
it. As scheduler position does not correlate with instruction age, position priority is essentially random
priority. It is implemented as a prefix OR function using the same radix-6 Han-Carlson prefix tree as
found in the CAM compaction control (Section 9.4.1) and CAM selection grant logic (Section 9.4.1). It
is simpler and has higher frequency than the age-based selection logic, but with lower IPC.
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Age-Based Selection

The age-based selection logic uses an age matrix to dynamically specify age priority, as the scheduler
entries are not ordered by age. An age matrix specifies for each row which other instructions are older
than itself. When a new (youngest) instruction is inserted into the scheduler, its corresponding row in
the age matrix is set to 1 to indicate that every other instruction is older, and its corresponding column is
cleared to 0 to indicate to every other instruction that the newly-inserted instruction is younger than it.
A ready instruction is granted execution if there are no older ready instructions, which is aN -wide NOR
of ready-and-older functions. This is computed with a radix-6 tree with logic depth log62N , shown in
Figure 9.6. We note that the age matrix has symmetry (if instruction A is older than B, then B must be
younger than A), so we omit half of the registers to reduce area.

Compared to the compacting CAM scheduler, the 2-to-1 compaction multiplexer and radix-4 pri-
ority multiplexer are removed from the critical loop. Dynamic-priority grant logic is slower than fixed-
priority grant logic, with depth log6(2N) rather than log6(N). The CAM and matrix wakeup delays
scale differently with scheduler size, favouring matrix wakeup for small sizes, but CAM wakeup for large
sizes.
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9.4.3 Fused-Logic Matrix

Asnoted in Section 9.3,matrix schedulerswere originally formulated for dynamicwired-OR logic, which,
in the FPGA context, have to be replaced with trees of LUTs. With separate wakeup and selection circuits,
both the CAM and matrix schemes contained two such reduction trees of LUTs in their critical path. In
the CAM scheduler, the operand register number comparators reduce the many bits of both operand
comparisons down to a single ready bit (wakeup), and the selection logic reduces a vector of ready bits
down to a single destination register number for the granted instruction (selection). In the matrix sched-
uler, a LUT tree reduces one row of the wakeup matrix down to one ready bit (wakeup), and the selection
logic reduces a vector of ready bits and one row of age matrix down to a single grant signal (selection).
To further improve speed, we endeavoured to create a scheduler with a critical loop containing only one
reduction tree that would perform both wakeup and select functions.

The resulting design is a compacting matrix scheduler with fused wakeup and select logic. Depen-
dency information is expressed as a matrix of dependency bits like the matrix scheduler, but select and
wakeup are computed using a single radix-4 tree of LUTs. Conceptually, instead of having one instance
of selection logic broadcasting its result to per-entry wakeup logic, the selection logic is also replicated
per entry and merged with the wakeup logic. Figure 9.7 shows this arrangement.

Wakeup and Select

Scheduler entries are ordered by age using compaction, so the selection uses fast fixed-priority selection.
Each rowhas a combined select-and-wakeup circuit. The two inputs to each instance of the select-wakeup
logic are a ready vector indicating which instructions are ready for execution, and a dependence vector
indicating whether the instruction in the current row is dependent each instruction. The select-wakeup
logic computes whether the current instruction depends on the oldest ready (i.e., selected) instruction.
If so, this means one dependency has been satisfied, and a two-bit counter storing the number of out-
standing dependencies is decremented. An instruction is ready when the counter reaches zero. Grant
logic is still used to generate grant signals to clear dependency bits in the matrix, but is now moved off
the critical path.

The select-wakeup logic is equivalent to a priority multiplexer, implemented using the circuit in Fig-
ure 9.4, which is a radix-4 tree of 7-input ALMs with a logic depth of log4N . The priority multiplexer
finds the first ready instruction and selects the one bit of data indicating whether the instruction depends
on the selected (oldest ready) instruction.

There is more preprocessing that needs to be done than for the matrix scheduler. In addition to
encoding dependencies as positions in the scheduler, we also need to count how many dependencies are
outstanding, which is a population count of the dependence vector. In this implementation, the single-
cycle preprocessing is a critical timing path. However, because it is outside the wakeup-select loop, it
should be possible for future implementations to further pipeline preprocessing without giving up the
ability to schedule dependent instructions in back-to-back cycles.
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Compaction

Compaction of a matrix is more complex than for a CAM. In a matrix scheduler, dependencies are rep-
resented as a bit vector indexed by the scheduler position of the parent instruction, whose position can
change due to compaction. As scheduler entries are compacted downwards in a matrix scheduler, the
dependency bit vectors are also compacted horizontally to track the changing instruction positions as
they shift down the scheduler. Fortunately, the extra compaction logic is off the critical wakeup and
select loop.

9.5 Evaluation Methodology

The main objective of this chapter is to evaluate area and fmax of different circuit-level implementations
of broadcast-based instruction schedulers. We build optimized circuits for the circuits described in the
previous section (CAM, non-compacting matrix, and fused-logic matrix) targeting a Stratix IV FPGA
(smallest, fastest speed grade, EP4SGX70-C2) using Quartus 15.0.

We sweep scheduler capacity (entries) and observe area and fmax scaling as the scheduler size varies.
These results are the mean of 100 random seeds. We focus on area and delay here because all of the
scheduler circuits have nearly the same cycle-by-cycle behaviour: they wake up all ready instructions
every cycle and select either a random instruction or the oldest ready instruction for execution.
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9.6 Circuit Design Results

This section presents area and fmax results of implementing CAM, matrix, and fused-logic matrix sched-
uler circuits on a Stratix IV FPGA.

9.6.1 Area

Figure 9.8 compares the area of the three scheduler circuit types as scheduler size changes. The two ma-
trix schedulers scale similarly, as the size of the matrix grows quadratically with the number of scheduler
entries, but the matrix with position-based selection is smaller as it does not have an age matrix. CAM
schedulers have better area at large sizes, as the size of comparators increases logarithmically (register
number width) but the size of each matrix row’s OR gate increases linearly. This can be seen more clearly
when plotting area per entry, in Figure 9.8b. Because we scale register number width with the sched-
uler size (in-flight instructions consume destination physical registers), there are small discontinuities at
powers-of-two sizes when the register number width is incremented.

For out-of-order FPGA soft processors, we are mostly interested in small schedulers, generally below
20 entries. All circuit types have similar area below 20 entries, so delay targets will usually determine
which scheduler circuit style to choose. The poor area scaling of matrix wakeup logic was also true in
custom CMOS, where the original matrix scheduler proposal saw more than four times greater wakeup
array area when replacing the CAM wakeup logic with matrices for a 48-entry scheduler, in exchange for
halving the wakeup delay [141].

9.6.2 Delay

Figure 9.9 shows the achieved fmax for the three scheduler circuit types as scheduler capacity is varied.
The general trend, unsurprisingly, is that larger schedulers are slower. The delay for thematrix schedulers
increase faster thanCAMschedulers at large sizes. On anFPGAwhere there are no fastwired-ORcircuits,
we see smaller improvements than those reported for custom CMOS implementations [141].

Among the three age-based schedulers, our new fused-logic matrix scheduler is the fastest option be-
yond 6–10 entries, though at very large sizes, excessive area causes poor routing delays. CAM schedulers
are slow at small sizes, only being faster than the age-based matrix scheduler beyond 24 entries. At small
scheduler sizes where giving up age-based selection is acceptable, the position-based matrix scheduler
(“Matrix — Random”) is the fastest.

For out-of-order FPGA soft processors, we are interested in small schedulers. Below 20 entries, both
types of matrix scheduler are faster than CAM schedulers, with little difference in area. To match the
clock speed of a Nios II/f on the same FPGA (240 MHz or 4.2 ns), the largest age-based scheduler that
will fit a 4.2 ns cycle time is around 20 entries for CAM, 22 entries for age-based matrix, and 42 en-
tries for the compacting fused-logic matrix. A 44-entry position-based matrix scheduler also fits in a
4.2 ns period, but has limited usefulness at this size given the large IPC degradation of the selection pol-
icy. For comparison, current high-end x86 processors have 40–60 scheduler entries [112], while earlier
out-of-order processors have far less (20 for Alpha 21264 [136], 16 for Pentium 4 [137]). This suggests
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Figure 9.8: Area of four scheduler types. Area per entry gives insight into scaling trends with scheduler
size.

that moderately aggressive out-of-order designs are feasible on FPGAs even when targeting the same
frequency as simple single-issue in-order soft processors.

9.7 Multiple-Issue Schedulers

In the previous sections, we presented circuit designs for single-issue schedulers. Using one of these
circuits alone could form the scheduler of a single-issue out-of-order processor. Superscalar processors
that executemore than one instruction per clock cycle can provide large improvements in IPC, but require
larger schedulers to find instruction-level parallelism to keep execution units utilized. For example, in
our simulated processor design, a dual-issue pipeline has about 70% higher IPC than a pipeline with
a single-issue scheduler, but needs about 4 times as many scheduler entries to reach that performance
(Figure 9.12b).

To build schedulers for multi-issue soft processors, the circuits presented earlier serve as fundamen-
tal building blocks. Building multi-issue schedulers using combinations of the single-issue circuits is
reasonably straightforward, but the design space is much larger.

First, one must decide whether to build a unified scheduler where all execution units share the same
pool of waiting instructions, or a distributed scheduler where each execution unit has its own private
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Figure 9.9: Delay of four scheduler types at varying capacities on a Stratix IV FPGA

scheduler. A distributed scheduler then requires choosing a scheduler size for the scheduler attached to
each execution unit. In some microarchitectures, there can even be schedulers where certain execution
units (e.g., two integer ALUs) are unified while the rest are distributed.

The rest of this section describes our design of a distributed scheduler for use in a two-issue super-
scalar x86 soft processor that has four different execution units. We compare the IPC between unified
and distributed designs, choose capacities for each scheduler in a distributed design, then present area
and cycle time results of the four-way distributed scheduler circuit.

9.7.1 Unified vs. Distributed Scheduler

A unified scheduler has a single pool of instructions from which ready operations are chosen, while
distributed schedulers use one private scheduler per execution unit. A distributed scheduling scheme
stalls the pipeline whenever any of its schedulers are full. Thus, unified schedulers make more efficient
use of scheduler entries. Distributed schedulers requiremore entries to achieve the same IPC because the
relative demand for each execution unit varies dynamically, and one full scheduler will stall the processor
front-end even when other schedulers have free space.

However, circuits for unified schedulers are slower than distributed, as each execution unit’s selection
logic must search the entire pool of waiting instructions rather than just the scheduler attached to its own
executionunit. Somemicroarchitectureswith unified schedulersmay even choose to use pick-N selection
logic instead of multiple instances of pick-1 selection, which allows even more flexibility in matching
instructions to execution units, at the cost of more complex circuits. The wakeup logic is similar for both
designs: every executed instruction must broadcast to every scheduler entry.
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Figure 9.10: Searching the four-component distributed scheduler design space

For our x86 design using complex micro-ops, another complexity of using unified schedulers is the
required peak enqueue throughput. Renaming and issuing two micro-ops per cycle into the schedulers
can produce up to 6 independently scheduled operations (2 micro-ops, each with a load, arithmetic, and
store). With a distributed scheduler, these 6 operations are guaranteed to be distributed among at least
three different schedulers, so each scheduler only needs to enqueue up to 2 operations per cycle. Using a
unified scheme would require the unified scheduler to enqueue up to 6 operations per cycle.

For circuit complexity reasons, we prefer a distributed scheduler design. However, we still wish to
know the IPC cost of choosing a distributed design. A proper comparison requires exploring the dis-
tributed scheduler design space, which will be discussed in the next section. Figures 9.10 and 9.12b show
the final results on two different benchmark sets. The charts show that distributed schedulers need more
total entries to achieve the same IPC (e.g., 20 unified and 32 distributed entries have similar IPC).

9.7.2 Tuning the distributed scheduler

Our processor has four execution units (branch and complex operations, integer arithmetic, address gen-
eration and loads, and store-data), so a distributed scheduler has four independently-sized components,
one for each execution unit. Because each execution unit is specialized for a particular operation type,
some of which occur more frequently than others, it is not immediately obvious how to determine the
size of each component that maximizes performance for a given total size. Thus, we need to search the
four-dimensional design space, then use the results to guide how each individual scheduler should be
sized.
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Figure 9.11: Best four-component distributed scheduler parameters vs. total scheduler capacity

It is easy to measure the IPC for unified schedulers as there is only a single parameter (total capac-
ity), but a distributed scheduler has, for us, four independent size parameters. If we limit the maximum
total scheduler size to 64 entries, the design space contains just under half a million design points, each
requiring simulation. To make this search tractable, we explored the design space using a randomized
search, optimizing for maximum IPC at each total scheduler capacity. This is of course a simplified cost
function, as it omits details such as cycle time (which is also influenced by the largest scheduler compo-
nent and not just the total capacity) and that some operation types cost more than others (e.g., stores do
not need to wake up dependents). For each design point, we obtained IPC using a cycle-level simulation
with a reduced benchmark set, which consists of 279 million instructions taken from five benchmarks:
Dhrystone (70M instructions), Mibench (dijkstra 41M and mad 27M), and SPECint2000 (gzip 70M, mcf
70M).We chose theseworkloads to attempt to keep diversity (ranging from the tinyDhrystone to the very
memory-demandingmcf) despite the small number of workloads. This is a reduction from the workload
of 25 billion instructions used in the rest of the chapter.

We first coarsely explored the design space (points where component sizes differ by a multiple of 4,
3060 points). Then, for each scheduler size, we pick several design points at random, strongly skewed to-
ward the best points for that size, and create a new design point for each by perturbing its four parameters
randomly. We repeat this process until we were satisfied that the search space was adequately explored.
In total, we explored 10 635 points using 150 CPU-days, or about 2% of the total design space of 487 635
points. Figure 9.10 shows the IPC of every design point we simulated. Points closer to the pareto-optimal
curve are more densely explored. Also plotted on the chart for comparison is the performance of unified
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schedulers on the same reduced benchmark set. As expected, unified schedulers achieve the same IPC
with fewer total entries.

To use this data to guide how to size each scheduler component, we take only the top-performing
three points at each size from Figure 9.10 and examine its four parameters, which are plotted in Fig-
ure 9.11. The four lines show the average size of each scheduler for each size of each particular execution
unit type. The IPC is also plotted again for reference. Not surprisingly, the best schedulers do not have
equally-sized components. However, the relative sizes of the four schedulers do not match their relative
utilization (17%, 35%, 37%, 11% for Branch/complex, integer ALU, AGU, and stores, respectively). Per-
haps most surprising is that branch/complex operations “prefer” scheduler sizes similar to the integer
ALU, despite being utilized only half as often. We speculate this is a side effect of our processor design
that executes branches and some complex operations in-order, which causes operations to occupy the
scheduler longer than a fully out-of-order ALU would.

For the remainder of this section, we choose the sizes of each scheduler component based on a linear
fit to the portion of the plot with less than 40 total entries. The portion greater than 40 entries behaves
somewhat erratically, likely because randomnoise dominates when the schedulers havemore entries than
required to achieve maximum IPC.

To verify that our reduced benchmark set was reasonably representative of the full 25-billion instruc-
tion workload, we simulated scheduler sizes from 8 through 64 on our full benchmark set, using our
linear-fit rule for sizing each execution unit’s scheduler. Figure 9.12a shows these results. Figure 9.12b
compares this 4-way distributed scheduler with the IPC of a 4-way unified scheduler (from Figure 9.1)
and also to a single-issue out-of-order processor with a 1-way unified scheduler. Two-issue (with 4-
way scheduling) superscalar execution has a large 70% IPC increase over single-issue, but requires larger
schedulers to achieve that performance, while a single-issue out-of-order processor is largely insensitive
to scheduler capacity. Single-issue performs better for very small schedulers due to a side effect of our
design: The scheduler is considered “full” if there are not enough free entries to accommodate the worst-
case output from the renamer, which is 6 operations for dual-issue but 3 operations for single-issue (thus,
a dual-issue processor effectively loses 2–3 scheduler entries compared to a single-issue processor).

9.7.3 Proposed Scheduler Microarchitecture

In addition to supportingmultiple issuewith a distributed scheduler as discussed in the preceding section,
we also extended our scheduler to implement details of our target instruction set (x86), such as supporting
different instruction types (e.g., arithmetic vs. load), more source operands per operation (up to 3), and
different register types (e.g., general-purpose vs. condition codes).

Our processor can decode, rename, and commit two complex micro-ops per cycle. Each complex
micro-op is then broken up into up to three operations (load, arithmetic, store) that are executed by four
different types of execution unit, with a peak execution throughput of four operations per cycle. (De-
ciding on the overall processor issue width and arrangement of execution units is outside the scope of
instruction scheduler design.) Each scheduler (one per execution unit) can enqueue at most two op-
erations per cycle, and select and dispatch one operation per cycle. In aggregate, the four schedulers
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Figure 9.12: IPC comparison between 4-way unified, 4-way distributed, and 1-way unified schedulers.

can enqueue 6 operations (two complex micro-ops with three operations each) and select and dispatch
4 operations per cycle (one of each type). Figure 9.13 shows a high-level schematic of how our four-
component distributed scheduler is built out of smaller matrix scheduler circuits.

Unlike for a single-issue processor, the wakeup matrix for each scheduler is much wider than it is
tall, as each entry in the scheduler can wait for operands arriving from any scheduler, but the aggregate
dimensions of the wakeup matrix is roughly square. It is not precisely square because stores do not wake
up any dependent instructions, as they only write data into the store queue.

To help with cycle time, we relaxed the wakeup latency from our earlier assumption of single-cycle
latency for some of the less critical paths. Complex ALU operations and memory loads never complete
in a single cycle, so the branch/complex and AGU schedulers do not need single-cycle wakeup of its
dependents. We also added an extra cycle for operands going to the branch/complex ALU.

According to Figure 9.12a, schedulers with greater than 32–40 entries are wasteful, while those much
smaller than 16 have large IPC losses. The final choice of scheduler capacity in the range of 16–32 entries
depends on other factors such as the frequency target of the processor and the area budget.

9.7.4 Circuit Design

At this point, we have decided that we should build a distributed scheduler with four sub-schedulers of
different sizes (Figure 9.13). We chose to build the scheduler from four compacting matrix scheduler cir-
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Figure 9.13: Block diagram of a 4-way compacting matrix distributed scheduler. Each cluster can be a
different size. Stores do not need to wake up dependent operations.

cuits. This design draws from lessons learned from both the fused-logic and matrix schedulers discussed
earlier in Section 9.4.

A compactingmatrix uses wakeup and selection logic found in amatrix scheduler, but tracks instruc-
tion age by compaction as used by fused-logic scheduler instead of an age matrix. This design attempts
to work around shortcomings in each design.

We saw in Figure 9.9 (Section 9.6.2) that the matrix scheduler using an age matrix had higher delay
than the fused-logic scheduler. The same figure also suggested that much of the disadvantage for the
age-based matrix scheduler may have been the use of an age matrix, as a matrix scheduler without the
age matrix (random priority) had lower delay. The choice of using matrix wakeup logic is due to its more
straightforward design making it easier to extend to allow more source operands and multiple wakeups
per cycle. The fused-logic wakeup logic’s use of a counter to count the number of remaining operands
becomes problematic because the number of dependencies in our x86-based micro-ops can be up to 3
(instead of two assumed earlier), and up to three dependencies can be satisfied each cycle (instead of
one). Extending the counter design will almost certainly add one LUT logic level to the critical path.
In contrast, no changes need to be made to the matrix scheduler’s wakeup logic to support more source
operands or multi-issue. A compacting matrix circuit design attempts to gain some of the fused-logic
design’s speed without inheriting its extra complexity.
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Like all matrix schedulers, we need preprocessing logic to map source register numbers to its pro-
ducer operation’s location in the matrix scheduler. We use an array of one-hot bits to indicate which
scheduler operation produces a given logical (not physical) register. Because querying this mapping hap-
pens in-program-order partially in parallel with register renaming, we can map logical registers directly
to scheduler location. This produces a smaller mapping table because there are fewer logical registers
than physical registers. This mapping table compacts along with the compaction of scheduler entries.
The preprocessing logic is a substantial portion of the scheduler (about 60% of the scheduler’s area), and
is a significant disadvantage of matrix-based designs. All of our fmax and area numbers include this over-
head.

9.7.5 Circuit Results

We synthesized distributed schedulers from size 8 through 64 for a Stratix IV FPGA, where the compo-
nent sizes were determined following the guideline from Section 9.7.1. Figure 9.14 plots the area and
delay of these designs. Area and fmax results are the median of 50 random seeds.

In Figure 9.14a, the cycle time of the CAM and matrix (random priority) are plotted again (from
Figure 9.9) for comparison. One interesting observation is that the distributed multi-issue scheduler
has a slightly faster cycle time than a single-issue scheduler of the same total capacity, because a dis-
tributed scheduler’s individual components are smaller. For example, the 32-entry distributed scheduler
has components of at most 10 entries each (10, 10, 7, 5) that operate in parallel.

The area of the multi-issue scheduler is substantially greater, as seen in the plot of area per scheduler
entry in Figure 9.14b. For comparison, the area per entry of single-issue CAM and matrix (random)
circuits (from Figure 9.8b) are also plotted. A large contributor to this increase is the need to map up to
16 (instead of 2) source operands per cycle to the scheduler entry of the instruction that produced the
register’s value. The wakeup and select logic area alone is similar to the single-issue fused-logic scheduler
and slightly higher than the matrix (random priority) due to the addition of compaction.

As mentioned in the previous section, 16–32 scheduler entries is a reasonable range to build from
an IPC perspective. Using our compacting matrix circuit results in frequencies of 325–280 MHz (faster
than single-issue schedulers of the same size) and area of 1750–3750 ALM (substantially worse than a
single-issue scheduler).

9.7.6 Overall Performance

Figure 9.15 combines the IPC (Figure 9.12a) and cycle time (Figure 9.14a) results into a single plot, show-
ing the trade-off between IPC and frequency.

The curved grid lines mark instruction throughput in MIPS, which is the product of IPC and fre-
quency in MHz. Each point on the plot shows the IPC and frequency for the scheduler of a particular
capacity. For example, the 17-entry scheduler has 0.83 IPC, 324 MHz, and 268 MIPS, while a 32-entry
scheduler achieves almost the same throughput (264 MIPS) but does so with a higher IPC (0.95) and
lower frequency (279 MHz). While these two design points have similar overall performance, the latter
is easier to build as it imposes a less stringent timing constraint on the rest of the processor.
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Figure 9.14: Area and delay of distributed 4-way compacting matrix scheduler. One-way CAM and ma-
trix (random selection) circuits (from Figures 9.8 and 9.9) are also plotted in solid lines for comparison.

There is a fairly large region with similar MIPS between 14 and 33 entries (275–347 MHz, 0.95–0.76
IPC, 260–275 MIPS). This may allow a fairly large range of designs to suit the frequency target of the
rest of the processor without major performance compromises. Of course, larger schedulers do incur a
higher area cost.

We expect soft processor designs would have frequencies toward the lower end on this chart, as the
Nios II/f only runs at 240 MHz [146] on a Stratix IV FPGA, and we expect a more complex out-of-order
processor would not be able to exceed the Nios II/f ’s frequency by much. A lower processor frequency
target suggests the use of larger, higher IPC schedulers, and motivates more area-efficient designs even if
it means some frequency loss for the instruction scheduler.

9.8 Comparisons to Previous Work on FPGAs

Direct comparisons with prior work are difficult to make due to differences in scheduler microarchitec-
ture, but the approximate comparisons can still demonstrate our improvements. In most cases, to match
the chip used in prior work, we re-synthesized our scheduler circuits on a different Altera FPGA than
the one our circuits were designed for. Our instruction scheduler circuits achieve faster cycle times than
schedulers in the literature, in some cases by substantial amounts.
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Single-issue CAM

Aasaraai andMoshovos [36] presented a design space exploration of traditional single-issue CAM sched-
ulers on Stratix III FPGAs. The microarchitecture of their scheduler circuits match well with our CAM
(single issue, compacting age-priority, two operands) allowing for a reasonably fair comparison. On
the same Stratix III FPGA, we achieve higher frequencies with our CAM scheduler circuit (+40% at 16
entries). Matrix and fused-logic matrix schedulers get additional gains (+47% and +60% at 16 entries,
respectively).

It is interesting that Aasaraai and Moshovos recommend using a small 4-entry scheduler because
they observe less than 10% change in IPC on their single-issue out-of-order processor between 2 and
32 entries. We also observed insensitivity of IPC to scheduler size for single-issue designs, but dual-
issue demands a much larger scheduler (Figure 9.12b), which makes the ability to build high-capacity
schedulers important.

Dual-issue CAM and Matrix

Johri compared two-issue CAM and matrix schedulers on FPGAs [39]. Our single-issue schedulers
achieved twice the frequency at 16 entries for both CAM and matrix schedulers, but they use 3 source
operands per instruction on a Virtex-6, while we use 2 source operands per instruction on a Stratix IV.
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OpenRISC OPA

The OpenRISC OPA out-of-order processor merges the reorder buffer (ROB) and scheduler into a single
unit, allowing some circuit simplifications and good fmax [34]. On the same Arria V FPGA, our fused-
logic matrix scheduler in isolation achieves about 30% higher frequency than their complete processor
at both 18 and 27 entries. Its main drawback is that a merged ROB and scheduler is wasteful of scheduler
capacity. Schedulers only need to be 30–50% of the ROB size with almost no loss in IPC, which is also
seen in our processor design with 64 ROB entries (Figure 9.1a).

Combined ROB and Scheduler

Rosière et al. presented a combined ROB and scheduler [38]. The microarchitecture appears highly
unbalanced, with a large (128–512 entry) ROB, but only the oldest few instructions (4–16) are considered
for scheduling. On a Virtex-5, they reported slow fmax (4.7× slower than our fused-logic matrix at 16
entries), and did not report absolute IPC numbers.

Non-Broadcast Scheduler

SEED is a scheduler designed to avoid broadcast behaviour [37]. On the same Stratix II FPGA, our fused-
logic matrix scheduler achieves 1.9–2.4× higher fmax over their broadcast-free scheduler, and 6.5–5.5×
higher fmax over their baseline, an Alpha 21264-like compacting CAM scheduler, for 16 to 64 entries.

9.9 Future Work

There has been much processor microarchitecture research that improves on the fundamental scheduler
circuits. Most of these proposals still use the same circuit structures at their core, but trade some amount
of IPC to improve area, speed, or power [54, 139, 140, 142, 147–151]. The majority of these techniques
can still be used on FPGA designs.

While we aimed for, and achieved, a high speed multi-issue scheduler design, this came with a fairly
high area cost. For processors where clock frequency is less critical, slower CAM-based schedulers de-
serve further exploration for use in multi-issue distributed schedulers. CAM-based schedulers may still
be fast enough for a processor with a modest frequency target, potentially at a significant area savings.

9.10 Conclusions

We compared optimized circuit structures used in broadcast-based instruction schedulers. We also pre-
sented an improved age-based fused-logic matrix circuit that is faster at age-based scheduling than tradi-
tional CAM-ormatrix-based schedulers (∼20% faster at 22–36 entries, or twice the capacity at 240MHz),
yet is functionally equivalent. Our careful circuit implementations are substantially faster (∼1.4–6×)
than prior work.
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Our results show thatmoderately-aggressive out-of-order soft processorswith single-issue schedulers
of up to 40 entries are feasible on FPGAs at no frequency loss compared to the small, simple, highly-
optimized Nios II/f.

Formulti-issue processors, we explored the design space of a 4-waydistributed scheduler, anddemon-
strated that a 6-enqueue/4-dequeue distributed scheduler for complex x86 micro-ops runs at a higher
frequency than a single-issue scheduler for simpler two-operand instructions of the same total capacity.

The IPC and performance benefit of out-of-order processors is expected to be large, on the order of
2× for a first implementation, and opens the door to even more aggressive designs in the future.
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Register Files and Instruction Execution

After micro-ops are scheduled, they are sent for execution. The register file and execution units are re-
sponsible for reading the source operands of an instruction, computing its result, then writing the result
back to the register file. Because the scheduler has handled data dependencies between micro-ops, in-
struction execution is localized and does not need to be aware of the out-of-order nature of the rest of
the processor.

The primary objective when designing execution units is to meet clock frequency targets while min-
imizing the latency (in clock cycles) to compute a result. In a CPU where there is not an abundance of
parallelism, the overall performance is sensitive to the latency of an operation. Fortunately, the complex
operations that are impractical to implement in a single cycle are also the operations that are less fre-
quently executed. Thus, the frequently-used simple execution units have lower latency than the complex
ones.

One challenge in building a processor for a full-featured instruction set (such as x86) is the large
variety of operations it needs to support. In addition to arithmetic and memory load/store operations
common to essentially all instruction sets, there are also a set of privilege-protection related operations,
such as for managing segmentation and paging, changing privilege levels, and exception and interrupt
handling. These operations do not occur frequently, so they are not performance sensitive, but still con-
sume area and design effort.

This chapter will first discuss the microarchitectural trade-offs involved in designing the register file
and execution hardware before describing the circuit-level designs we used in our design. Microarchi-
tecture design involves designing the structure and cycle-by-cycle behaviour of the execution units. This
includes choosing which operations should be executed by which execution unit, the number of exe-
cution units, their latency, and how sensitive the overall processor performance is sensitive to each of
these parameters. This informs the design of circuits, indicating which circuits should receive more de-
sign effort and therefore are designed at the LUT-level and which can be written with less effort using
behavioural RTL code.

In this chapter we consider the address generation units (AGUs) as execution units, but the remainder
of the memory system will be discussed separately in Chapter 12 due to its complexity.

122
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Figure 10.1: Register files and execution units

10.1 Microarchitecture

An overview of our register file and execution stages is shown in Figure 10.1. Because we used a physical
register file organization (described in Chapter 7) with a non-data-capturing instruction scheduler, the
execution of a micro-op requires one cycle to read its source operands from the physical register file or
bypass networks before beginning execution in the following cycle. The operations are then executed by
their respective execution units, and may take one or more cycles to do so. Once completed, any results
are written back to the register file and optionally bypassed to any operations that may need to use the
result immediately without waiting for register writeback to complete.

The instruction schedulers will schedule operations so that data dependencies can be satisfied, but it is
up to the register file and bypass network logic to find and read data values either from the register file or
bypass network. Thus, the bypass network contains comparators to match source operands to operands
on the bypass network and select operands from the bypass network with a higher priority than from the
register file.

In our design, we have four independent execution units (or execution pipelines). The four execution
units are different and are specialized to perform only certain operations with differing latencies. One
operation of each type can be sent for execution each cycle.

The branch/complex unit has a minimum latency of 3 cycles and executes all branches, complex
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operations, and multiplication and division. The simple ALU has a latency of one cycle and executes
common arithmetic such as addition and subtraction, bitwise logical operations, and shifts and rotates.
The address generation unit handles all memory operations. In x86 memory addressing computations,
an effective address is computed from register values according to an instruction’s addressing mode. The
effective address (a segment offset) becomes a linear address after the segment base is added, which is then
translated by paging to a physical address. The AGU is responsible for computing linear addresses from
integer registers, displacement, and segment base, and sends the result to the memory system to execute
the load and/or store operation. Store data operations do not need execution and are sent directly to the
store queue.

Three of these execution units can produce a register or flag result (Branch/complex, simple ALU,
and AGU) that is written back to the register file and forwarded. Only one of the execution units (simple
ALU) produces a result with a latency of one cycle: the others are slower.

The following subsections will describe in more detail the operation of each sub-unit of the design,
and the various trade-offs in their design. These trade-offs include choosing the amount of resources
to include, such as the number of register file ports and number of execution units, and more detailed
design choices such as the latency of the execution units or subcircuit within execution units.

10.1.1 Experiment Methodology

In this chapter, IPC numbers are measured using cycle-level simulation with a subset of workloads from
Table 4.1: SPECint2000, MiBench, Dhrystone, CoreMark, and Doom. This is the same subset used in
Chapter 9, and has about 25 billion instructions.

The default microarchitecture we simulated is the one described in Chapter 5 and in Figure 5.1, but
with a larger 32-entry unified scheduler. We chose to overprovision the instruction scheduler for the
experiments in this chapter because changing execution unit throughput or latency often changes the de-
mand on instruction scheduler capacity. Overprovisioning the scheduler more clearly shows the impact
of changing the execution unit parameters without being constrained by having an insufficient number
of scheduler entries.

The microarchitecture experiments in this chapter typically start with the default microarchitecture
and vary one parameter to measure the sensitivity of performance to the parameter.

10.1.2 Number of Execution Units

As shown in Figure 10.1, our design uses four execution units. These four execution units are special-
ized, and each execute a different subset of operations. The branch/complex unit executes branches and
all “complex” operations such as multiplication and anything related to segmentation, the simple ALU
executes common arithmetic in one cycle, the address generation unit (AGU) computes addresses for all
loads and stores, and the store data unit executes the data portion of store operations. Table 10.3 lists the
operations that are executed by each execution unit.

The two most highly-utilized units are the AGU (loads and stores) and simple ALU, as shown in Ta-
ble 10.1. As we are building a two-way issue processor, it would be natural to assume that there should be
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Figure 10.4: IPC speedup of 5-way over 4-way execution at 32 scheduler entries, for each workload

AGU 0.528
Simple ALU 0.419
Branch/Complex ALU 0.132
Store data 0.196

Table 10.1: Execution unit utilization (operations per cycle)

two arithmetic (simple) ALUs, while our design contains only one. Thus, we evaluated the IPC improve-
ment of duplicating the simple ALU for higher arithmetic throughput, though we ultimately decided
against this option. Although the memory unit is even more heavily utilized, we did not consider dupli-
cating the AGU because it would require a much more complex dual-ported L1 cache.

Figure 10.2 shows the IPC for our baseline 4-way processor and a 5-way processor with an extra sim-
ple ALU, for varying (unified) instruction scheduler sizes. At very small scheduler sizes, IPC is limited by
the small schedulers and there is little difference in IPC due to the extra ALU. At large scheduler sizes, an
extra ALU provided about 8.6%more IPC.We had anticipated that usingmore ALUswould requiremore
scheduler entries to find enough IPC to fully utilize the ALUs, but this did not appear to be the case for
one extra ALU. IPC for both cases saturates at roughly 24 unified scheduler entries. Figure 10.3 shows the
improvement (the ratio between the two curves from Figure 10.2) by benchmark suite. Unsurprisingly,
workloads that tend to stress the arithmetic units and not thememory units (CoreMark, Dhrystone) ben-
efit most from an extra ALU, while those that have higher memory system demands benefit less (SPECint
2000). Figure 10.4 further breaks down the benefit by each sub-component of the benchmark suites, at
a large scheduler size of 32 entries. Most workloads benefit little from an extra ALU, while a few have a
large benefit. The gains are particularly high for the Mibench bitcount routines, as the workload consists
of short loops of mainly arithmetic instructions.

The cost of adding an ALU includes widening the instruction scheduler, adding register file read and
write ports, and widening the bypass network, in addition to the cost of the extra ALU itself. We decided
that in the current design, the 8.6% IPC improvement was not worth this extra cost.

Having decided on the ALUs that will be used in the processor, the following subsections will discuss
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the microarchitecture of each unit in more detail.

10.1.3 Register files

Thefirst step in executing amicro-op is to gather its source operands from either the register file or bypass
network. In our x86 design, we split registers into four types: general-purpose integer, segment regis-
ters, condition codes, and immediate values. Other infrequently-accessed registers defined in the x86
instruction set (control registers and model-specific registers (MSRs)) are not renamed and not treated
as a “register file”. These registers are not performance critical and are accessed by the execution unit as
part of its computation after draining or flushing the pipeline.

Theobjective of the register file design is to satisfy register read requests in a single cycle for frequently-
accessed registers, while minimizing the number of register file ports required to do this. Microarchitec-
ture design choices that impact the register file include deciding which registers are accessed frequently
enough to deserve being treated as a “register file”, and assigning operations into specialized execution
units so not every execution unit needs to access every type of register.

As we saw in Section 3.4.3, multiported memories are expensive, especially for multiple write ports.
Using register renaming (Section 7.2.1) allowed the elimination of multiple write port register file mem-
ories, by always allocating destination registers from the physical register file bank that is attached to the
execution unit producing the destination value. Different operation types (e.g., arithmetic vs. memory)
have different source operand requirements, so the number of register file ports of each type serving
each execution unit will differ. We can take advantage of this to further reduce the number of register
file ports.

Section 7.2.3 showed that segment registers are rarely modified. Thus, executing all operations that
modify segment registers using one execution unit reduces the number of segment register banks (total
write ports) to 1. In addition, executing all non-memory operations that read segment registers using that
same execution unit reduces the number of segment register read ports to two: One arithmetic unit that
reads and writes to segment registers, and the address generation unit (which reads segment registers
for use in address computation). A similar situation applies for condition codes: They are never used
by address computations and rarely used as a source operand by memory store operations. Stores of
condition codes to memory are encoded to first move the condition codes to an integer register before
writing the integer register to memory.

Figure 10.5 summarizes the register types read and written by each execution unit in our design.
Rows indicate register file type, while columns indicate execution unit type. The number of read ports is
indicated by the number in each cell, while the number of write ports is indicated by the colour of each
cell (each execution unit writes back at most one result per register type). Using specialized execution
units results in fewer register file ports than a hypothetical machine with the same number of execution
units where all execution units can execute any operation.

The integer register file is the most complex, with 7 read ports and 3 write ports. Condition codes
are only read and written by arithmetic units but not memory units. Micro-ops that manipulate segment
registers have been assigned entirely to the complex ALU, which allows the segment register file to have
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Figure 10.5: Register file read and write port usage for each register type and execution unit

just one write port. There are two segment register read ports: One for instructions that manipulate seg-
ment registers, and one for use by the segmentation base and limit computations by the AGU. Immediate
values are read-only from the perspective of the register file and execution units.

One unusual feature of our microarchitecture is that it allows stores to store an immediate value.
This type of operation does not usually exist in RISC-style instruction sets. We chose to allow stores
of immediate values because, surprisingly, around 14% of stores are of immediate values. Disallowing
this operation would require encoding such operations as a move of an immediate value into a regis-
ter followed by storing the register, which would consume extra decode, rename, and ALU execution
bandwidth.

Future Improvements

There is the potential for further reductions in the number of register file read and write ports, if non-
deterministic execution latency is allowed and some amount of arbitration logic is added.

In our design, the number of register file read ports serving each execution unit is sufficient to serve
its micro-op in a single cycle. It has been observed that a substantial fraction of operands are actually
read from the bypass networks rather than the register files [152, 153], which leads to the possibility of
further reducing register file read ports by sharing a smaller number of register file read ports between
the micro-ops executing each cycle. We did not consider these approaches due to the design complexity
needed to handle the worst-case behaviour correctly.

The number of write ports can also be reduced. In the above discussion on assigning operations to
execution units, we considered only whether an operation can or cannot access a particular register type,
without considering how often writes will occur. Many instructions do not need to write back results into
register files at all (e.g., branches can only flush the pipeline, and store-data operations write into the store
queue, not a register file). Because the execution units are specialized for certain types of operations, the
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AGU 0.344
Simple ALU 0.419
Branch/Complex ALU 0.008
Store data 0 (never)

Table 10.2: Execution unit writeback port utilization (Integer and/or condition code writes per cycle)

utilization (frequency) of the register file writeback port associated with an execution unit varies greatly
between execution unit type. Infrequently-used register write ports can be shared instead of dedicated to
further reduce the number of register file write ports (and banks), in exchange for the extra complexity
of arbitration.

Table 10.2 lists the register file writeback port utilization for each of the four execution units in our
design, defined as the fraction of cycles where a register file write port is in use by the execution unit.
These numbers count the fraction of cycles where a general-purpose integer register or condition code
register (or both) is written back.

Store-data operations never write back to the register file, and only pass its result to the memory
system’s store queue.

Almost all (99.97%) of the simple ALU operations write back a result (the writeback utilization (in
Table 10.2) is nearly equal to the utilization (in Table 10.1) of the simple ALU itself ).

AGU (memory) operations, however, only write back 65% of operations (or 34% of cycles). Only
load operations need to write back a register result, but our single AGU processes both load and store
operations. This suggests that higher-performance designs may wish to have separate load-only and
store-only AGUs, as the store AGU can process 35% of the memory operations without using a register
writeback port. Since loads occur roughly twice as often as stores, a well-balanced design might use two
load AGUs and one store AGU (which is roughly the design used by Intel’s Haswell and Skylake microar-
chitectures [123]). Load-modify-store instructions are infrequent at around 3% of memory operations,
despite being easily encoded in a single instruction on x86.

The branch/complex unit has very few register writebacks (6% of operations, or 0.8% of cycles). This
occurs because most of the branch/complex operations are actually branches (89%), which do not pro-
duce a register result. The number of writebacks are so few that it would likely be beneficial to share a
writeback port with another unit (e.g., load unit) to further reduce the number of register file write ports
and bypass networks, at the cost of writeback bus arbitration logic that may impact cycle time or increase
execution latency.

10.1.4 Branch/Complex ALU

The branch and complex ALU executes all non-memory operations that access the segment registers,
produce or consume a 64-bit value (two registers), or cannot fit into one cycle of latency. Simpler op-
erations that fit into a single cycle are executed by the simple ALU, and are described in Section 10.1.5.
We assigned branches to this unit because branches are complex (Branches need to be in-order sched-
uled in our design because we do not use a branch ordering buffer). Like all of the execution units, the
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Figure 10.6: Branch and complex ALU

branch/complex unit receives register values and produces a result. It can produce results for all three
register types: integer, condition codes, and segment.

The microarchitecture of the branch/complex ALU is shown in Figure 10.6. It is split into a 3-cycle
pipelined portion and an unpipelined portion for multi-cycle operations. The ALU can begin execu-
tion of one operation per cycle (to either the pipelined or the unpipelined unit, not both). Because the
completion times of unpipelined operations are unpredictable, the pipelined and unpipelined operations
need to arbitrate for the writeback port, with the pipelined unit having higher priority.

Unlike the other execution units, the integer register result is 64 bits, and one of the integer register
inputs (rb) is also 64 bits. The register file bank that is written by the branch/complex unit and read by
the branch/complex unit’s second source operand is thus widened to 64 bits. This arrangement allows
instructions that produce two result registers (such as MUL and DIV) or those that consume more than
two registers (such as DIV and SHLD) to be executed out-of-order without the use of a hidden internal
register for holding a temporary result or increasing the number of read and writeback ports. The upper
32 bits of the 64-bit physical integer register is architecturally invisible, and are accessed with micro-ops
that copy a 32-bit register to or from the upper half of another register.

While this scheme to support 64-bit results may seem more costly than to simply sequence the two
writes over two cycles, the latter scheme is actually more complex than it initially appears. Instructions
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such as MUL with 64-bit results need to write to two different 32-bit destination registers, but a micro-op
only has one destination register field. To sequence writes over two cycles would either require doubling
the number of destination register fields per micro-op (and either doubling the renamer bandwidth or
sequencing renaming over two cycles), or would require decoding these instructions into two micro-ops
that must be guaranteed to be scheduled in two consecutive cycles. In contrast, our chosen scheme of
widening the register file requires no changes to the renamer or scheduler.

The branch/complex ALU is split into two parts (unpipelined and 3-cycle pipelined). The following
sections will discuss the details of each of these parts.

Unpipelined Complex Operations

The unpipelined unit is responsible for executing those branch/complex operations that take either a
large number or non-deterministic number of cycles to execute. The unpipelined unit consists of three
independent units for executing integer division, I/O (IN and OUT) operations, and operations that ac-
cess MSRs (model-specific registers), control registers, and debug registers. These operations are imple-
mented as unpipelined operations because they do not necessarily complete in a small and deterministic
number of cycles, and do not occur frequently.

Although I/O instructions are functionally related to memory operations in that they make read and
write requests outside the processor, we chose to implement them separately from memory operations,
as I/O operations are not performance-sensitive, and the memory execution hardware is already very
complex. In our design, we treat both I/O and MSR/control/debug accesses as serializing operations
(requiring pipeline draining before execution), as these operationsmust be non-speculative (its execution
effects are permanent and cannot be discarded).

Operations that execute in the unpipelined unit are enqueued in an 8-entry queue. The main pur-
pose of a queue is to decouple the detection of structural hazards (if a desired unpipelined execution
unit is busy) from the assertion of the stall signal. The stall signal is asserted if the FIFO is nearly full.
Operations that use the unpipelined units are infrequent enough that an 8-entry queue has not been
observed to be full (0.08% of cycles non-empty, 0.0005% of cycles with occupancy more than 1, and
maximum observed is 6). Operations are dequeued from the FIFO and sent to its target execution unit
(I/O, MSR/Control/Debug, or divider) when the execution unit is not busy. The hardware is designed to
allow concurrent execution of different operation types, but this feature is not used in practice because
all of the operations except division are always accompanied by a pipeline flush. When the operation is
complete, the operation waits until the branch/complex ALU’s writeback port is available and uses the
empty cycle to write back its result. The execution latency is variable and depends both on the execution
time of the operation and any extra delays caused by arbitrating for the writeback port.

Division The latency of the integer divider was explored as it is expected to have some impact on overall
processor performance. Divider latency usually ranges from about 1 cycle per bit for radix-2 dividers (32
cycles for 32-bit division) down to a few cycles for dividers with very high radix. It can also increase to
hundreds of cycles if division is implemented in a software emulation routine instead. We chose to use
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Figure 10.7: Relative IPC for varying integer divider latency
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Figure 10.8: Relative CPI for increasing integer divider latency to 35 and 387 clock cycles, compared to
19 clock cycles. Also plotted is the frequency of division operations.
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a radix-4 divider with around 19 cycles of latency, and explored the performance impact of varying the
divider latency from around 5 to 500 cycles.

The largest x86 division instructions divide a 64-bit dividend by a 32-bit divisor and produce both
quotient and remainder in two output registers. Our divider takes 19 cycles (16 + overhead) for most
operand values. An x86 division instruction is decoded into a sequence of three micro-ops. A move
micro-op first combines two 32-bit registers into a single 64-bit register, then a secondmicro-op performs
division over 19 cycles with two operands: one 32-bit, and one 64-bit. Its result (quotient and remainder)
is written as a single 64-bit result. A third micro-op extracts the upper 32 bits of the result. Thus, the
remainder is available 3 cycles later than the quotient (because 64-bit moves are executed by the 3-cycle
branch/complex ALU).

The choice of the divider’s radix (we used radix 4) is a trade-off between circuit complexity, cycle
time, and division latency. We chose a radix-4 divider because it was the highest radix for which we
were confident that a circuit could be designed to fit in our cycle time target. At the other extreme, some
architectures (notably some of the higher-end ARMv7 processors [122]) have optional hardware integer
division and implementationswithout a hardware divider circuit rely on a software emulation routine that
takes several hundred cycles. Figure 10.7 shows the sensitivity of IPC to divider latency. Most workloads
are not sensitive to small changes in the divider latency (e.g., 35 cycles with a radix-2 divider vs. 19 with
radix-4). However, many workloads have a large IPC loss if division latency were increased to a level
comparable to software emulation (a few hundred cycles).

Figure 10.8 shows the same data set, further broken down into individual workloads. Many work-
loads appear to not use division at all, but those that do are severely impacted by 387 cycles of divider
latency. However, the impact of an extra 16 cycles of latency (35 vs. 19) is small (worst case 2.4% on
SPECint 2000 parser), which indicates there is no great pressure to further increase the radix of the di-
vider circuit to reduce latency below 19 cycles. The sensitivity to divider latency is, unsurprisingly, closely
related to how often division operations are used.

One interesting observation (shown in Figure 10.8) is the frequent use of integer division in Dhry-
stone, while none are used in CoreMark, despite both being small benchmarks aimed at measuring the
core arithmetic (not memory system) performance of processors.

Pipelined Branch/Complex

The pipelined portion of the branch/complex ALU executes a variety of complex operations, the most
frequent of which are branches (91%). There are also hardware blocks for executing unusual shift and
rotates not part of the simple ALU, multiplications, and segmentation-related and other miscellaneous
operations. The latency is 3 cycles, and is limited by the multiplier latency. As a result, the other three
units are coded in behavioural RTL because they did not need much optimization to fit into cycle time
and latency constraints.

The branch unit executes a variety of branches, including unconditional branches, branches condi-
tional on condition codes, and branches conditional on a register generated by the LOOP family of x86
instructions. It checks whether the branch targetmatches the branch prediction and flags amisprediction
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Figure 10.9: Relative IPC for varying branch/complex ALU latency

if necessary. The branch unit also checks the branch target address for staying within segment limits, and
flags a fault if the limit check fails. These checks are simple enough to fit in the first cycle of the three-stage
branch/complex ALU pipeline. Branch operations do not produce a register result.

The branch unit is designed to execute branches in program order (enforced by the instruction sched-
uler). This is necessary to avoid the complexity of repeatedly redirecting the front-end if multiple mis-
predicted branches were discovered in reverse order, where the earlier-in-program-order misprediction
must squash the in-flight front-end redirection caused by a later-in-program-order misprediction. Exe-
cuting in-order avoids this by guaranteeing that if amisprediction is detected, all earlier in-flight branches
were correctly predicted and all subsequent in-flight branches are invalid. The mispredicted branch can
still be squashed by an interrupt or exception, however.

The segmentation/miscellaneous unit performs a large variety of infrequently-used but fairly simple
operations. These execute segmentation-related operations and privilege changes and their permission
checks. Operations that need to trigger the microcode unit (Section 5.3.4) such as string operations or
interrupt handling are also handled here. Despite the wide variety of operations supported, this unit fits
in one pipeline stage.

The shift and rotate unit performs operations that do not fit into the shifter in the simple ALU. These
are shifts with 64-bit source operands to support shifting in bits from a register instead of zero, and 33-,
17-, and 9-bit rotate-through-carry where the carry flag is included in the shift. These are pipelined over
two cycles.

The multiplication unit performs signed and unsigned multiplication of 8, 16, and 32 bit operands,
producing a result of twice the input width.
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Figure 10.10: Relative CPI for reducing and increasing branch/complex ALU latency by 1 cycle (to 2
and 4 cycles), compared to 3-cycle latency. The utilization (in operations per x86 instruction) of the
branch/complex unit (total and non-branch only) are also plotted for each workload, showing utilization
is not strongly correlated to latency sensitivity.

To relax timing constraints in the instruction scheduler and bypass networks, it may be beneficial to
further increase the latency of this ALU beyond the current latency of 3 cycles. Thus, we evaluated the
sensitivity of IPC on the change in the complex ALU latency. Figure 10.9 shows the change in IPC as the
latency of the pipelined section of the branch/complex ALU is varied, relative to our current design of
3 cycles. In this plot, branch latency is not varied, as our motivation is to allow more time for complex
operations and writeback (branch comparisons are simple and do not write back a result). Most work-
loads are only slightly sensitive to increased latency, with a loss of about 1.5% IPC for one extra cycle (4
cycles). Figure 10.10 breaks down the IPC impact by workload, for a one-cycle increase and one-cycle
decrease in latency to 4 and 2 cycles, respectively. Even the most sensitive workload loses less than 4%
IPC for one extra cycle of latency.

In an attempt to find which characteristics of the workloads influence its sensitivity to the complex
ALU latency, we also plotted how often each workload uses the branch/complex ALU, and how often each
workload uses non-branch complex ALU operations (as only the non-branch operations are affected by
the latency change). In Figure 10.10, the utilization (in units of operations per x86 instruction) of the
branch/complex ALU is plotted in green lines, for all operations and for the non-branch subset. There
seems to be a small amount of correlation between the sensitivity to the branch/complex unit’s pipeline
latency to total utilization of the unit, but not to the non-branch utilization (which are the operations
that are actually affected by the increased latency). Thus, there are likely other factors that determine
sensitivity to complex ALU latency beyond how often the unit is used by the workload.

Future Improvements Ourbranch executionunit currently executes branches in programorder. Given
the complexity of attempting to do in-order scheduling for certain classes of micro-ops within an oth-
erwise out-of-order system (requiring changes to the instruction scheduler), it may be less complex to
allow out-of-order branch execution that is then reordered using a branch ordering buffer. A branch
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Figure 10.11: Relative IPC for varying simple ALU latency

ordering buffer is similar to a reorder buffer, except it holds only branch operations. It is used to ensure
that branchmispredictions and front-end fetch redirections are applied in program order, while allowing
branch verification to occur out of order.

10.1.5 Simple ALU

The simple ALU performs single-cycle arithmetic operations. It contains three units: adder/subtractor,
bitwise logic, and shifter/rotator. The ALU also generates condition codes in the same cycle. The results
are forwarded to dependent operations in the same cycle, which allows back-to-back execution of data-
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Figure 10.12: Relative CPI for increasing simple ALU latency to 2 and 3 cycles
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Figure 10.13: Relative IPC for adding latency to the address generation unit

dependent simple-ALU operations.
The critical path in the execution units that limits clock frequency is performing a computation and

forwarding the result back to the inputs of the execution units. Thus, we should evaluate the IPC impact
of increasing this unit’s latency. Figures 10.11 and 10.12 show the IPC impact of increasing the ALU
latency beyond 1 cycle. Unsurprisingly, increasing latency for the simple ALU has a larger impact on IPC
than for any of the other execution units, at about 6% for 2 cycles and 16% for 3 cycles.

10.1.6 Address Generation Unit

The address generation unit (AGU) computes effective addresses and linear (post-segmentation, virtual)
addresses formemory access operations. The operation is then sent to thememory system for load and/or
store execution. Loads eventually write back a result to the register file and bypass networks. For x86, the
most complex addressing mode is base plus scaled-index plus displacement, which is then added to the
segment base address, requiring theAGU to sum four numbers. In the current design, theAGUprocesses
all memory operations regardless of the complexity of the addressing mode used by the instruction. As
simple addressing modes tend to be used more often, a potential future optimization is to skip the AGU
stage for those operations.

Load, store, and load-modify-store operations are treated as one AGU operation. For load-modify-
store operations, the AGU computes the linear address, then uses that address to perform a load and
writes the address in the store queue. This arrangement has the advantage that load-modify-store opera-
tions do not need to be decoded intomultiple micro-ops. However, the benefit is limited as load-modify-
store operations occur infrequently in typical code (around 3% of memory operations).
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Figure 10.14: Relative CPI for adding one and two cycles of AGU latency. Also plotted is the frequency
of AGU operations (total and only loads)

The AGU is currently modelled as a one-cycle operation, but may need to be increased to two stages
to satisfy cycle time requirements once the cache and memory execution unit (described in Chapter 12)
is added. Increasing the pipeline depth may be required because our single-cycle AGU circuit design
(Section 10.2.4) is currently expected to fall far short of our 300 MHz frequency target once the AGU
is combined with the cache system. In anticipation of this change, we measured the IPC impact of in-
creasing the AGU latency. Figures 10.13 and 10.14 show the performance loss when the AGU latency
is increased (baseline is 0 extra cycles). CPI increases by a moderate 3.3% for one extra cycle of AGU
latency. The sensitivity does not appear to be related to the frequency of memory operations or to the
frequency of loads (which are more latency-sensitive than stores).

10.2 Circuit Designs

This section discusses the FPGA circuit-level implementation of each block of the execution units. While
themicroarchitecture design (described above in Section 10.1) considered what operations should be ex-
ecuted onwhich unit and howmany cycles of latency each unit should have, circuit-level design considers
circuits that implement the required functionality in the required number of clock cycles and evaluates
area and cycle time. In practice, the microarchitecture and circuit design process is somewhat iterative,
as the achievable circuit performance influences the choice of execution latency.

The speed of a circuit affects both the achievable clock frequency and the latency of producing a
result. While latency (in clock cycles) can be traded for clock frequency by pipelining, pipelining does
not improve the latency (in wall-clock time) of a circuit. Reducing the latency (in wall-clock time) of a
circuit requires improving the circuit’s design.

Single-threaded processors are sensitive to the latency of execution units, as single-threaded code
tends to havemany data dependencies and not an abundance of parallelism to hide the execution latency.
Thus, the execution units need careful circuit design — merely pipelining a slow circuit to achieve a cycle
time target is not enough.
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Branch/Complex
IN/OUT I/O (serialized)
Read/Write Control/Debug registers (serialized)
Read/Write MSR (serialized)
Divide Signed and unsigned, 8, 16, and 32-bit
Multiply Signed and unsigned, 8, 16, and 32 bit
Insert/Extract upper DWORD
SHRD/SHLD 16:16 bit or 32:32-bit shift
RCR/RCL 9, 17, or 33 bit rotate-through-carry
Branches Conditional, unconditional, unconditional with forced pipeline flush
Load segment selector/descriptor Various forms of privilege checks
Read segment selector/base/limit
Throw exception Unconditional, conditional on ZF, conditional on FPU
String operations REP
Query privileges ARPL, LAR, LSL, VERR, VERW
Interrupts Take interrupt and return from interrupt
CPUID

Simple ALU
Add/Subtract With and without carry-in
Bitwise Logical AND, OR, XOR, ANDNOT
Merge EFLAGS Merge and extract condition code bits from 32-bit EFLAGS register
Conditional Mux Implements CMOV instructions
Bit scan BSF, BSR
Rotate 8, 16, and 32 bit, left and right
Rotate-through-carry by 1 RCL/RCR by 1
Shift 8, 16, and 32-bit, left and right, arithmetic shift right
Sign extension 8-to-16 and 16-to-32 bit
Byte swap 32-bit

Address Generation Unit
Linear address calculation Base + scale * index + displacement + segment base
LEA (effective address) Base + scale * index + displacement

Table 10.3: Operations executed by each unit
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Simple ALU 6.2% per cycle
AGU 3.3% per cycle
Complex ALU 1.6% per cycle
Divider 0.08% per cycle

Table 10.4: Sensitivity of IPC to 1 cycle of extra execution unit latency

While speculation can sometimes be used to break dependency loops (which is employed very suc-
cessfully for predicting branches), doing so for data dependencies (e.g., value prediction [154]) is much
more difficult and typically not done in current processors. Since we do not use value prediction, overall
processor performance is fairly sensitive to execution latency, as seen in Table 10.4.

In the remainder of this section, we discuss some of the circuits used in the various execution units,
with particular attention paid to those circuits that were manually optimized. Optimized circuits include
the integer divider, adder condition code generation, and the 32-bit shift/rotate unit. A table summarizing
the area and delay of the various circuits can be found in Table 10.6 at the end of this section.

10.2.1 Register File and Forwarding

After being selected for execution, instructions spend one cycle to read its source operands. These
operands come from the register files or bypass (forwarding) networks. Figure 10.15 shows the circuit
design used to read operands. The design is based on the observation that the forwarding path coming
from the execution units (especially from the simple ALU) is far more timing critical than forwarding
from the register file or forwarding from the writeback cycle.

A source operand can come from one of three places: from register files, or from one of two sets
of forwarding buses. Forwarding occurs in the same cycle as execution (near the end of the cycle), to
allow for single-cycle latency. Forwarding also occurs from one cycle after execution (during writeback)
as well, because execution results take another cycle to write into the register file. A full cycle is needed
to write into the register file (implemented in LUT RAMs) because the Stratix IV MLAB RAMs are not
fast enough to write to and read new data from the same location in the same cycle.

Of the three sources of register values, forwarding from the execution unit is the most timing critical.
Thus, the forwarding is structured to merge any reads from the writeback forwarding bus and register
files first, to keep the final forwarding multiplexer small.

Because the instruction schedulers track source operand availability but not where the register value
is actually located, this stage is responsible for finding the source operand. It does this using tag compar-
isons, to see whether a register value being broadcast on a forwarding bus matches the source operand’s
physical register number. If there are no matches, the source operand value in the register file RAM must
therefore be the valid value. When forwarding from the execution unit, it is only the data value that is
timing critical, not the tag match. An execution unit already knows its destination register number at the
beginning of the cycle and can broadcast that number early, but will not know the destination register’s
value until late in the cycle once execution has completed.

As listed in Table 10.6, the register files and bypassing logic each consume just over a quarter of the
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area of the entire execution unit. This may seem disproportionately large, but expensive bypass networks
are characteristic of wide-issue processors, even for hard processors. For example, the 6-way 12-operand
Itanium-2 spends half of its clock cycle bypassing (and only half a cycle for ALU execution), uses 288
register tag comparators, and spends more than half of its integer execution unit area on register files
and bypassing [155]. For comparison, our design has 4-way execution with approximately 9 bypassed
operands (7 integer and 2 condition codes — segment register operands do not have forwarding), spends
about 20% of the critical path on bypassing, and uses 43 register tag comparators.

16-bit and 8-bit registers

The 32-bit x86 architecture supports multiple operand sizes of 32, 16, and 8 bits, with some non-intuitive
behaviours. Handling multiple operand sizes requires extra hardware support that complicates operand
forwarding.

For 16-bit operands, the operands are simply the lower 16 bits of the eight full-sized registers. How-
ever, eight 8-bit registers are packed into the lower two bytes of first four registers, rather than being the
low byte of each register.

There are two issues that need special handling. First, writing to a narrow-sized register leaves the
upper bits of the 32-bit register unchanged, and this behaviour requires hardware support. Our design
requires the ALUs to read the old destination register value and merge the upper bits with the narrow 8-
or 16-bit result being computed. Second, 8-bit high-byte accesses (AH, CD, DH, BH) require accessing
the second byte (bits [15:8]) of a 32-bit register rather than the low byte (bits [7:0]), which requires yet
more multiplexers, both in the register read path and the register write path. These extra multiplexers
cost on the order of 10% increase in cycle time.

A future implementationmay instead choose to decode reads andwrites of the high 8-bit operands to
use an extra micro-op, to allow removing thesemultiplexers from the critical path. This incurs a delay for
instructions that use the four high-byte registers and increases the complexity of instruction decoding,
but decreases the cycle time for instruction execution. This is promising because accesses of the four high
registers are infrequent, at around 0.0011 reads and 0.0008 writes per instruction.

10.2.2 Branch/Complex ALU

As shown in Figure 10.6, the branch/complex unit is divided into several independent units. The latency
of this unit is limited by the DSP block used for multiplication. Since it is simpler for the entire ALU to
have a single fixed latency rather than variable depending on operation type, many of the circuits have
a generous latency budget of over two cycles. As a result, many of the circuits were not timing critical,
and were written in behavioural RTL code and not highly optimized. The remainder of this section will
mainly focus on the optimized radix-4 integer divider circuit.
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Figure 10.15: Register bypass network and register file circuit. The circuit for one execution unit is shown.
This circuit is replicated for each execution unit, with modifications for the required forwarding and
register file ports.

Divider

The integer divider circuit performs integer division on both signed and unsigned operands of three
different sizes. Our design is a radix-4 non-restoring divider that computes two bits of quotient per cycle,
with roughly three extra cycles of overhead (one cycle within the divider, two outside). It computes 32-bit
quotients in 19 cycles, 16-bit quotients in 11 cycles, and 8-bit quotients in 7 cycles.

Figure 10.16 shows our divider circuit. The design is based on a standard radix-4 non-restoring
divider. A variety ofminor extensionswere added to allow the divider to handle both signed andunsigned
operands, handle three operand sizes, and to detect overflow and division by zero. The first pipeline stage
aligns the dividend and divisor to suit the operand size (32, 16, or 8 bit). The next section performs the
division itself, and is unpipelined, taking multiple cycles to compute the result. The divider repeatedly
subtracts (a multiple of) the divisor from the partial remainder each cycle, generates two quotient bits,
and shifts the shift register by two. This process runs a fixed number of cycles based on the operand size
(2 bits per cycle). This is followed by one pipeline stage that adjusts the final remainder and quotient,
which is required by non-restoring dividers. Overflow is also computed in this cycle.

More details on how our algorithm and circuit implements all the necessary variations of division
can be found in Appendix B.

The first row of Table 10.5 shows the achieved frequency and area use on a Stratix IV FPGA for the
divider circuit alone. Our divider achieves 346 MHz using 364 ALMs. Both the divider’s core compare-
and-subtract logic and the final remainder and quotient adjustment logic are nearly equally-critical paths.

This table also compares our divider to several other dividers of various designs. Two of the dividers
came from OpenCores [156, 157], while the rest are parameterizations of Altera’s LPM_DIVIDE. The
comparison is not entirely fair, as none of the other dividers provide the same set of features required for
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Circuit Size Signed? Pipelined Overflow? Area fmax Latency
(ALM) (MHz) clk ns

Ours (Radix-4) 64/32 both No Yes 364 346 18 52
Radix-2 restoring [156] 32/32 unsigned No No 103 306 33 108
Radix-2 non-restoring [157] 64/32 unsigned Yes Yes 2733 368 33 90
LPM_DIVIDE 32-stage [158] 64/32 unsigned Yes No 2174 203 32 158
LPM_DIVIDE 32-stage 64/32 signed Yes No 2249 202 32 158
LPM_DIVIDE 16-stage 64/32 signed Yes No 2075 113 16 142
LPM_DIVIDE 1-stage 64/32 signed – No 1877 8.55 1 117

Table 10.5: Comparison of divider circuits of varying designs

our processor, in particular, supporting both signed and unsigned division at runtime, producing both
quotient and remainder, supporting multiple operand sizes, and detecting overflow. Some of the designs
are fully pipelined, which provides more throughput than required for a typical CPU, at the expense of
much higher area compared to multi-cycle implementations.

Our divider usesmuch less area than the fully-pipelined dividers. Its frequency is higher thanmost of
the other dividers compared, even though our divider is the only radix-4 divider (the others are simpler
radix-2). The combination of radix-4 (fewer cycles) and high frequency allows our divider to have low
latency (though not high throughput), while providing more functionality. It has 58% of the latency of
the next fastest divider, and one third of the pipelined LPM_DIVIDE dividers.

Further improvements in latency can come fromdivision algorithms that improve on the non-restoring
division algorithm we used (e.g., SRT), but they are complex and difficult to understand. These algo-
rithms seem more suitable for floating-point division (where the dividend and divisor are normalized)
than for integer division. However, there is little incentive to pursue these in the near future because in
the current design, overall IPC is not very sensitive to further improvements in the divider latency.

Pipelined Complex Unit

The pipelined portion of the branch/complex execution unit (shown on the right side of Figure 10.6)
contains four separate blocks: Branch, complex (segmentation, privilege checks, etc.), shift and rotates,
and multiplier. To avoid the complexity of arbitrating or scheduling for access to the writeback port, the
four units have the same latency. The latency is three cycles, limited by the slowest unit, the DSP-block-
based multiplier. Since most of the circuits are given more cycles than necessary for the computation, the
circuits in this unit were fast enough with only a small amount of detailed circuit design.

In the current design, the branch and complex units both complete in one cycle. The shift unit com-
pletes in two cycles: one cycle to perform the shift or rotate, with the second cycle used to generate parity,
sign, and carry flags. Although when compared to the single-cycle shifter in the simple ALU, it may seem
like the complex (unoptimized) shifter is doing more complex shifts than the simple ALU’s shifter in one
cycle, the complex shifter actually has a larger timing budget. The simple ALU must do shifts, compute
condition codes, merge its results with the other units onto the writeback bus, and broadcast the result
over the bypass network in one cycle, while the shifter here only performs the shift. Computing flags,
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Figure 10.17: Simple ALU circuit

merging the output, and bypassing occurs in another cycle.
The critical path of the pipelined complex unit is through themultiplier, limitingmaximum frequency

to 279 MHz. We use the DSP block with its internal register enabled to create a two-cycle pipelined
multiplier (the third stage is for merging results and bypassing). The pipelined complex portion of the
branch/complex ALU uses around 820 ALMs.

10.2.3 Simple ALU

The simple ALU (Figure 10.17) executes arithmetic operations with a single-cycle latency, allowing data-
dependent operations to execute in consecutive cycles. Due to the single-cycle latency for performing the
computation and forwarding the result to any dependent operations, the simple ALUhas stringent timing
constraints and significant effort was spent to optimize its circuits. It contains three major sub-blocks:
Shift/rotate, (mostly-) bitwise logic, and an adder/subtractor.

The simple ALU has a latency of 3.4 ns, not including the delay of the bypass multiplexers that are
located in the same cycle. The final cycle time, limited by a critical path that includes both the simple ALU
and the bypassmultiplexers, will be somewhat below our target of 300MHz. (Wewill see in Section 10.2.5
that this complete path is 239 MHz.) The simple ALU uses 509 ALMs, with more than half going to the
shifter.

The following subsections describe the detailed circuit design of each of the three sub-components
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Figure 10.18: Adder zero-flag computation circuit. ZF is computed in parallel with the adder.

of the simple ALU. Due to timing constraints, all three units have significant circuit-level optimizations.
Where practical, we also attempted to compare the area and frequency difference between our optimized
circuits and circuits with the same functionality synthesized from behavioural RTL code.

Adder/Subtractor

The adder/subtractor itself is built from a standard FPGA carry chain, but computing condition codes
was not as straightforward. Due to timing constraints, we try to compute condition code values in parallel
with the addition/subtraction instead of after.

Using the FPGA’s carry chain to implement an adder/subtractor is the lowest-area implementation
method, and was sufficiently fast at 32 bits. For an adder only 32 bits wide, it is difficult to make large
improvements over the standard implementation that uses hard carry-chains on this FPGA. This may be
different on other FPGAs depending on the relative delay of the carry chain compared to a LUT.

Implementing condition codes is more difficult. Condition codes are conceptually computed based
on the result of the (addition) operation. As some of the condition codes are wide functions (e.g., the
zero flag) and thus slow to compute, we wanted to find ways to compute the condition codes in parallel
with the adder rather than in series.

There are 6 condition codes: Overflow, Carry, Zero, Adjust, Parity, and Sign. Of these six, four are
mostly-straightforward outputs from an adder. Carry and Sign flags are signals directly from the adder.
The overflow flag is computed using the sign bits of the operands and result rather than tapping the
second-last carry-out bit of the adder. Due to having three possible operand sizes, the carry, sign, and
overflow flags select from three possible positions in the adder (bits 31, 15, and 7).

The Adjust flag is the carry-out of bit 3 of the adder (it is used for 8-bit, two-digit, binary-coded
decimal arithmetic). We implemented this by tapping the carry chain, by extending the carry chain from
32 to 33 bits and performing a “1+0” operation at bit position 4 to extract and propagate the carry-out
from bit 3. However, many other implementation methods could work equally well.

The parity and zero flags are substantially more difficult: The x86 parity flag is defined to be the
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XNOR of the lower 8 bits of the adder result, while the zero flag indicates whether the result is zero,
which is a NOR function of all 32 bits. We implemented the parity flag using the straightforward method
of computing a function of the lowest 8 output bits (requiring two logic levels when using 6-input LUTs).

The zero-flag (ZF) computation is slower than the parity computation, as it is a function of all 32 bits
of output and the current operand size (we need to compute the correct ZF value for 8, 16 and 32-bit
additions). While computing a 32-bit ZF (using a 32-bit NOR gate) can be packed into 2 logic levels
(using 7 LUTs), a ZF computation that needs to handle three operand sizes requires 3 logic levels and 9
LUTs. To improve speed, we computed the ZF result (a function of 68 inputs) in parallel with the adder
instead of in series, in three logic levels. This is possible because computing the comparisonA+B = K

for constant K (K = 0 in this case) can be done with only one reduction operation, without carry
propagation (It is unnecessary to do both a carry propagation and a wide-OR reduction) [159]. This
technique has also been previously applied to sum-addressed caches, where an addition is fused with a
memory row decoder [143]. Figure 10.18 shows our circuit for computing ZF. There is one layer of 32 6-
LUTs (shown as rectangles) derived using the equations from [159], with some modifications to support
two operations (addition and subtraction) and for omitting portions of the comparison when narrow (8-
or 16-bit) operand sizes are used. This is followed by a 32-input AND gate (2 logic levels) for a total of
3 logic levels to compute ZF. Thus, this ZF circuit moved 3 logic levels of delay (which is similar to the
adder delay) in series with the adder to 3 logic levels of delay in parallel with the adder. Computing ZF in
parallel consumes more area, however, requiring 39 ALMs, compared to around 9 ALMs that would be
required for computing ZF based on the adder output.

The parallel zero-flag computation improves the speed of the adder by 24% compared to the same
circuit with the zero flag generated by a 32-input NOR gate that compares the result to zero (2.3 ns vs.
2.9 ns), with a roughly 30-ALM increase in area (79 ALM vs. 51 ALM).

The final adder/subtractor circuit thus resembles the block diagram in Figure 10.17: There is a carry-
chain based adder/subtractor, four condition code outputs that are simple functions of a few output bits,
a somewhat larger 8-input block for computing the parity flag in series with the adder output, and a larger
block for computing the zero flag without using the adder’s output.

Future Adder Improvements The parity flag is currently computed as an XNOR of the lower 8 bits of
the result of the adder. This could be improved by computing the parity flag in parallel with the adder,
as a function of around 18 inputs (two 8-bit sources, carry-in, and whether to use the carry in) in two
logic levels in parallel the adder instead of in series. However, we did not implement this improvement
because the parity flag computation is currently not critical (the parity flag computation through the
shifter is slower).

Bitwise Logic

The bitwise logic unit performs bitwise operations (AND, OR, XOR, ANDNOT), several forms of bit
copying (insert and extract condition code bits from the 32-bit EFLAGS, conditional mux), and bit scan.
The design of this unit was fairly straightforward as logic synthesis performs well when each output bit
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Figure 10.19: Bitwise logic unit. Flags are computed in parallel with the result.

is a function of only a few input bits (typically the two corresponding operand bits and control bits to
indicate which operation to perform). Condition codes, like for the adder/subtractor, are designed to be
computed (somewhat) in parallel with the data result, where practical.

Figure 10.19 shows the structure of the bitwise logic unit. The bitwise logic unit uses 120 ALMs and
is the fastest of the three units in the simple ALU, with a delay of around 2.3 ns.

The standard condition codes (i.e., a function of the computation’s result) are generated by only four
of the simplest operations: AND, OR, XOR, and ANDNOT. We use this observation to speed up com-
putation of the condition codes. Instead of computing condition codes based on the final result of the
bitwise logic unit, we redundantly compute the result of one of those four operations (i.e., a simplified
version of the result that is correct only if AND, OR, XOR, or ANDNOT is executed), then compute the
condition codes based on this simplified result. This arrangement allows condition code computations
to avoid being delayed by the slower parts of the unit that do not produce condition code results, such as
the conditional mux operations or the 32-bit bit scan.

Computing the condition codes separately and partially in parallel moves condition code generation
entirely off the critical path. This increases the speed of the bitwise logic ALU circuit by 25% (2.3 ns vs.
2.9 ns), at the expense of some extra logic (120 ALM vs. 104 ALM).

The bit scan operation is composed of 8 4-bit selectable-direction priority encoders (5-input LUTs)
followed by a two-layer tree of selectable-direction 3-input priority multiplexers (7-input LUTs). This
design is slightly (3%) slower than a simple behavioural implementation written using Verilog for-loops
(1.85 ns vs. 1.79 ns) despite having fewer logic levels (3 vs. 4). However, the custom design uses fewer
resources (30 ALM vs. 40 ALM).

Barrel Shifter

The barrel shifter is responsible for executing 8-, 16-, and 32-bit shifts and rotates. It is also responsible
for several other operations that can be implemented using the same set of multiplexers, such as byte
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swap and sign-extension operations. x86 also has 9-, 17-, and 33-bit rotates, which we implemented in
the slower complex shifter execution unit (Section 10.1.4).

This is the slowest of the three hardware blocks in the simple ALU, so it has been carefully optimized
for speed. Figure 10.20 shows our circuit design. The datapath consists of three levels of LUTs imple-
menting multiplexers. Control logic is matched to the data path so that the path from any control signal
to the output is usually at most three levels of LUTs. As a result, the control logic for the later stages is
more complex than for earlier stages.

The structure of the shifter is based on a 32-bit right-rotator that is then masked to produce the other
types of operations. A 32-bit rotate function requires at least three levels of logic to implement, as a 6-
LUT can at most implement 4-to-1multiplexing. The first two layers are 7-input functions implementing
4-to-1 multiplexers that implement rotation by 0–3 and by 0, 4, 8, or 12. The third layer uses a 6-input
LUT to implement a final 2-to-1 multiplexer to rotate by 0 or 16 along with combining the mask bits
from the control logic. It is straightforward to see that this datapath of three layers of multiplexers can
implement 32-bit rotates. One of the challenges in designing the shifter is to also implement all of the
other operations using the same datapath structure without increasing the logic depth.

Our rotator rotates right by default (this decision was arbitrary, and rotating left is equivalent). To
implement left shifts and rotates, we rotate right by the negation (32 − n) of the amount (labelled
amount_adj). Performing this negation is distributed. In the first layer, the negation of the lowest
two bits is packed into a 7-input function by adding an extra “direction” input. Changing the direction
causes a rotation of 0, 3, 2, or 1 bits instead of 0, 1, 2, or 3. The negation for later stages is not as easily
computed, but we have a higher timing budget of 1 LUT for the second stage, and 2 LUTs for the third
stage.

Byte swap is implemented by slightly changing the rotate amount control signals (amount_adj).
Only 32-bit byte swaps are handled here. A 16-bit byte swap is implemented as a 16-bit rotate by 8,
requiring no special support in the shifter. Byte swaps do not rotate in the first layer. They always rotate
right by 8 bits in the second stage (transforming ABCD to DABC). This is followed by a rotate-by-16 in
the third stage, but only for even numbered bytes (transforming DABC to DCBA). This is implemented
by having two separate sets of amount_adj2 signals, one for even bytes and one for odd bytes.

Shifts are implemented as rotations in the datapath, but are masked to zero out the bits that were
supposed to be shifted in. This mask can be generated in less time than a true shift operation because the
data value is a constant rather than variable. Left shifts and logical right shifts always set the masked bits
to zero. Arithmetic right shifts are implemented by allowing the mask to have two values: A 32-bit mask
indicates which bit positions need to be masked, and a single mask_value signal indicates whether the
masked bits should be set to zero or one.

Thismaskingmechanismenables implementing sign extension and rotate-through-carry-by-1 (RCL/RCR
by 1) operations. Sign extension (8 to 16 or 16 to 32 bits) is a rotation by 0, but with the upper result bits
masked, with the mask value set to the sign bit of the smaller (source) value. Rotate-through-carry-by-1
is implemented as a rotation (left or right) by 1, with the shifted-in bit masked out, with a mask_value
set to the carry flag. Rotate-through-carry is defined as a 33-, 17-, or 9-bit rotation, so a variable rotation



Chapter 10. Register Files and Instruction Execution 150

amount or a constant rotation amount greater than one is handled by the complex shifter (Section 10.1.4).

Supporting narrow (16- and 8-bit) rotates require further changes, since shifts and rotates of narrow
operands are not equivalent to performing the same operation on a full-sized 32-bit shifter and truncating
the result. We assume that the upper bits of a narrow operand are always zero (rather than don’t-care),
but that the shifter output bits are don’t-care for the upper bit positions. Narrow rotates are treated as
32-bit rotates, but with the source operand replicated (2 or 4 times). This replication is performed in the
second and third LUT layers of the datapath. Enabling replicate_bits causes the LUT to perform
a bitwise OR of two inputs instead of the usual selection of one of its inputs. If we assume the unused
bits of the source operand are zero, then this operation can be viewed as a rotation (by 8 and/or 16) and
leaving behind an un-rotated copy of the data.

Like other arithmetic operations, the shifter also produces condition codes values based on the result
of the operation. Given the complexity of the shift unit, it is difficult to compute the condition codes in
parallel with the data result. However, our design does improve on the straightforward serial implemen-
tation.

For the carry, overflow, and sign flags, the flag is set according to one or two bits of the result of a
shift or rotate. These bits are not affected by the mask, as it is either a bit that has just been shifted out
or about to be shifted out, both of which belong to the portion of the shift value that is not masked. We
observed that the third layer of the datapath only spends 3 inputs of 6-input LUT performing the 2-to-1
multiplexing, with the other inputs used to manage the mask. Thus, we implemented carry, overflow,
and sign flag logic by replicating the multiplexing functionality of the third datapath layer (using 3 LUT
inputs) and used the other inputs (no longer used for themask) for flag generation logic. This was enough
to make these three flags non-critical.

We computed the zero flag by generating a shifted mask suitable for the operation and operand size,
then applying the mask to the non-shifted source operand. Generating a shift of a constant is slightly less
complex than shifting a variable value, so the zero-flag generation circuit ends up faster than if the final
shifter result were fed to a NOR gate. This method results in the zero flag being computed in 5 logic levels
with the final logic level being having just 2 inputs (which can be combinedwith a latermultiplexer), while
using a NOR gate would require 6 logic levels (3 for the shift and 3 for a 32-bit NOR gate that supports
multiple operand sizes). Also, the zero-flag generation logic is now separated from the shifter datapath,
whichwould likely improve routing. Despite this, the zero flag remains the slowest of the condition codes,
tied with the parity flag.

The parity flag is the XNOR of the lowest 8 bits of the final output. Since the low 8 bits of the output
is affected by all of the inputs and the mask, we did not find a promising method of improving delay. We
implemented parity flag generation by attaching an 8-input XNOR gate (2 logic levels) to the final output
of the shifter. The parity flag is tied with the zero flag for being the slowest.

The shifter uses 258 ALMs with a latency of around 2.9 ns (or 345 MHz if the shifter were the only
logic in the clock cycle). To evaluate the benefit of the custom circuit design, we compared the final design
to a design with the same functionality coded entirely using moderately-optimized behavioural Verilog.
This code was based on an earlier version of the design before we custom-designed the datapath, so they
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Figure 10.20: Barrel shifter, rotator, sign-extender, and byte-swapper circuit

are functionally equivalent. The custom-designed version is 54% faster (345 MHz vs. 224MHz) and 46%
of the size (258 vs. 561 ALMs) of the behavioural version.

10.2.4 Address Generation Unit

The address generation unit (AGU) computes addresses for all load and store operations. In x86, there
are three address computations due to the use of both segmentation and paging. First, an effective address
is computed based on integer registers and an instruction’s addressing mode. The effective address added
to the instruction’s selected segment’s base address (i.e., after segmentation) is a linear address. The linear
address is then translated using paging into a physical address. The AGU is responsible for computing a
linear address. The cache and memory system (described in Chapter 12) performs paging and memory
accesses.

In addition to computing the linear address, the AGU must also perform segmentation permissions
checks and flag a fault if necessary (Paging permissions checks are performed by the paging system).
These checks involve checking the segment types and privilege levels, as well as whether the memory
access will exceed the selected segment’s limit. Our implementation omits some of these checks, as some
of the checks are not used by most operating systems, which tend to rely on paging permission checks
more than segmentation checks.

Figure 10.21 shows the current design of the AGU. The logic on the left side of the diagram com-
putes the linear address. The more complicated logic on the right performs (simplified) segmentation
permission checks.

An effective address is computed using a three-input adder to sum the base, scaled-index (index
multiplied by 1, 2, 4, or 8), and displacement. The effective address is then truncated to the instruction’s
address size and added to the segmentation base address. The need for truncation of the effective address
prevents further optimization of the adder structure (e.g., by adding the segmentation base earlier). When
using 16-bit address sizes, only the lowest 16 bits of the effective address are used (upper 16 are zeroed),
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Figure 10.21: Address generation unit circuit. The AGU computes linear addresses and performs (sim-
plified) segmentation permission checks.

but this is always added to a 32-bit segment base1.
Our AGU implementation omits some permission checks to reduce complexity, as some checks are

not used by modern operating systems, which tend to use paging-based checks instead. We perform
checks for segment limit, segment-not-present, and data load/store to execute-only (non-read/writeable)
segments. We omitted checks based on current and segment privilege levels (similar paging checks are
typically used instead), and omitted support for 16-bit segment types (used by 16-bit protected-mode
operating systems that targeted the Intel 286). We expect that including the remaining checks would
have negligible impact on cycle time, as none of the omitted checks depends on the slow effective address
computation, so the delay of the extra logic can be hidden behind the effective address computation delay.

The current AGU on its own achieves 258 MHz. However, in the current design, the cache system
has retimed a significant amount of logic into the AGU’s cycle, so the actual clock frequency would be
somewhat lower than this unless the AGU or cache design were improved or the AGU pipeline length

1One reason this behaviour is required is to support so-called “unreal mode”, a bug in the 386 that allowed loading 32-
bit segments in protected mode, switching back to 16-bit real mode, and still being allowed to use the 32-bit segments. This
behaviourwas frequently used by real-mode (mainlyDOS) software requiringmore than 1MBmemory, and has been preserved
in later x86 processors.
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increased. This is a viable (though undesirable) option, as an extra cycle of AGU latency costs around
3.3% in IPC (Section 10.1.6).

The critical path of the AGU includes computing the effective address, and then comparing it with
segment limits to determine whether some form of segmentation fault occurred. The linear address com-
putation is actually much faster: 319 MHz if the fault checks were ignored. This points to one method of
increasing circuit frequency without increasing latency, by allowing fault checks to take one more cycle.
As faults are rare (and have a penalty of hundreds of cycles to handle anyway), delaying the detection of
a fault by one cycle would have no performance impact. However, the memory system must be modified
to expect a deferred “segmentation_fault” signal, as the memory system must still be able to abort the
operation and its side effects if a segmentation fault occurs.

10.2.5 Complete Execution Unit

Now that we have discussed each execution unit in isolation, they need to be assembled into a complete
circuit, following the structure from Figure 10.1 on page 123. Measuring the combined unit is important
because the bypass network containsmany combinational paths that cross sub-unit boundaries, especially
the single-cycle latency path starting from the source operands of the simple ALU, through the ALU,
bypass network, and back to the source operands of the ALU in time for the following (data-dependent)
operation. Because of these cross-unit combinational paths, we expect the maximum frequency of the
entire unit to be lower than any of the units in isolation.

The complete execution unit uses 4667 ALMs, which is approximately the sum of the ALMs used by
the individual units. The maximum frequency is 239 MHz.

Unsurprisingly, the critical path runs through the simple ALU due to the need to compute the result
and write back to the bypass network and register file in one clock cycle. Also unsurprisingly, the critical
path runs through the slowest component of that ALU, the shifter. Near-critical paths consist of the
path through the simple ALU followed by the either forwarding multiplexer or the register file RAM’s
input data register. As discussed in Section 10.2.1, the bypass network is carefully designed so that the
forwarding path coming directly from the execution unit needs to go through just one logic level. Oddly,
we observed that the delay to reach the register file memory’s MLAB input register (zero logic levels)
usually exceeds the delay of the bypass multiplexer (one-logic-level).

10.2.6 Summary

Table 10.6 summarizes the frequency (or delay) and area usage of the various blocks in our execution
units. We show the area and frequency of some of the subcircuits when synthesized in isolation (e.g.,
divider), as well as the performance of larger circuits containing them higher in the hierarchy (e.g.,
branch/complex ALU contains the divider, and “Combined” contains the branch/complex ALU). A block
that contains another would be slower than the contained block (e.g., the complex ALU is slower than the
divider it contains). We chose to list the simple ALU’s sub-component delay in nanoseconds instead of
MHz because we know the delay of the ALU itself is not a good approximation of one complete pipeline
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stage, as the register-to-register path through the simple ALU must also pass through the delay of the
register forwarding network.

Themost difficult circuits to design were the simple operations that had stringent latency constraints.
These circuits were the simple ALU, the forwarding network, and the logic used to handle 16- and 8-bit
operand sizes (Section 10.2.1). Most of the “complex” x86 behaviours were not difficult to implement
because they are less performance-sensitive: We allocated 3 pipeline stages for the complex execution
unit (limited by DSP block latency for multiplication), resulting in more than two usable cycles of timing
budget (some needs to be spent multiplexing the results onto the writeback port), but most of those
operations could be done in one to two cycles, even without high-effort optimizations. These complex
operations do cost area though: The complex ALU is more than three times the size of the simple ALU.

The register file RAMs and forwarding multiplexers each use about a quarter of the execution unit
area. We speculate that due to multiplexers being inefficient on FPGAs, the forwarding network would
be relatively larger than it would be on a hard processor of a similar design, though we have no reliable
information on whether this is the case. However, bypass networks in superscalar processors certainly
do consume a significant portion of the execution unit area (and delay), and our design is no different.

While the final frequency is lower than we hoped, 239 MHz is close to the clock frequency achieved
by a Nios II/f on the same FPGA, despite our execution units being far more complex.

These execution unit circuit designs suggest that the performance cost of using the complex x86 in-
struction set compared to simpler instruction sets is actually fairly small. Only the simple and commonly-
used operations are on the critical path and limit clock frequency, and most instruction sets share the
same set of basic simple operations (adder, bitwise logic, and barrel shifter). Compared to RISC-like
instruction sets, the most significant circuit-level change caused by the x86 instruction set is the support
for multiple operand sizes. While condition codes were also difficult to implement, condition codes are
not unique to x86 and are also used by many RISC-like architectures such as ARM [122], Power [127],
and SPARC [160]. Most of the cost of x86 lies in design effort and the area of execution units supporting
the many non-performance-critical “complex” operations.
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Unit Frequency (MHz) Area (ALM) DSP blocks

Register Files and Bypassing ∼260 2413
Register File RAM – 1168
Forwarding and Multiplexing – 1245

Branch/Complex ALU 277 1651 0.5
Divider 346 443
Pipelined 279 820 0.5

Simple ALU >3.4 ns 509
Add/Sub 2.3 ns 79
Bitwise 2.3 ns 120
Shifter 2.9 ns 258

Address Generation Unit 258 117

Combined 239 4667 0.5

Table 10.6: Circuit area and delay results
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Out-of-order Memory Execution Schemes

In out-of-order processors, the processor extracts instruction-level parallelism from a program by at-
tempting to determine the true (read-after-write) data dependencies between instructions, then exe-
cuting independent instructions in parallel, even if instructions are executed in a different order than
program order. Determining data dependencies through registers is done using register renaming, but
determining data dependencies for memory operations, or memory disambiguation, is much more dif-
ficult. While register operands are known when an instruction is decoded, memory addresses are not
available until memory addresses are computed during instruction execution.

Traditionally, memory disambiguation is performed using CAMs (content addressable memory),
by searching for stores whose location (address) overlaps with a load, or vice versa. Some recent work
has proposed to replace the address-based memory disambiguation with value-based load re-execution,
which speculates on whether a load is dependent on a store, then verifies this by re-executing the load
when it commits and comparing whether the loaded data value is still correct [162]. Due to the hardware
cost, early out-of-order processors executed arithmetic instructions out-of-order, while still executing
memory operations in-order. As processors become more aggressive with larger instruction windows, it
becomesmore important to be able to executememory operations out-of-order. Figure 11.1 shows a 40%
improvement inmicro-ops per cycle (µPC) between using CAM-basedmemory dependence speculation
and disambiguation and in-order memory execution on a two-issue processor. (See Section 11.2 for sim-
ulation and workload details.) Other work has shown even more impressive gains for more aggressive
designs [163].

While CAMs are undesirable even for hard processors, CAMs are particularly expensive on FPGAs
(Section 3.4.4), potentially making re-execution based memory disambiguation schemes even more at-
tractive for FPGA soft processors than for hard processors, especially as the number of speculative load
and store operations (i.e., load queue and store queue size) increases.

This chapter examines the suitability for FPGA implementation of four different memory specula-
tion and disambiguation schemes: In-order, Out-of-order using CAMs, Store Queue Index Prediction
(SQIP) [164], and NoSQ [165]. Both SQIP and NoSQ are re-execution based and do not use CAMs. We

Portions of this chapter have appeared at FPT 2013 [161].
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Figure 11.1: Micro-ops per cycle (µPC) of out-of-order processor for various memory scheduling
schemes. 64-entry ROB, LQ, and SQ, 256-entry predictors for SQIP and NoSQ.

focus on the FPGA resource usage and maximum frequency of these four schemes when implemented
on an FPGA, as earlier work has shown that the two re-execution based schemes have similar IPC (in-
structions per cycle) to using CAMs [164, 165].

This chapter presents an early exploration of different memory disambiguation schemes, and uses
an earlier version of our processor simulation model that models the processor in less detail than the
model found in most of the other chapters. The most relevant feature not modelled in this chapter is
the detailed behaviour of the memory system (caches, store-to-load forwarding, paging). A detailed
design of the memory system will be presented in the next chapter (Chapter 12). Due to the significant
differences in the modelled processor and workloads in this chapter, IPC results in this chapter are not
directly comparable with the results from other chapters.

This chapter begins with an overview of the function of the memory execution system, followed by
a description of each of the memory execution schemes we examine (Section 11.1). We then build an
approximation of the hardware for each scheme on a Stratix IV FPGA and evaluate area and frequency
(Section 11.3).
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Figure 11.2: Processor microarchitecture block diagram. This chapter focuses on memory execution.
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11.1 Background

11.1.1 Memory Execution

In an out-of-order processor, memory execution is concernedwith performing loads and store operations
after the virtual address has already been computed. In our x86 processor, virtual (linear) addresses
are calculated by the address generation unit, and was discussed in Section 10.2.4. Figure 11.2 shows a
typical processor pipeline with the memory execution hardware highlighted. For load instructions, the
virtual memory address is translated to a physical address, the L1 cache is accessed, and some memory
dependence speculation or checking is performed, depending on the memory disambiguation scheme.
For store instructions, address translation also occurs, and the store physical address is recorded in the
store queue. Store-data is usually executed separately from store-address operations because only the
address is needed for memory dependence checks. A store is complete when both its address and data
operations have completed.

The memory execution system also has its own scheduler (labelled “Replay”), as a memory operation
can fail for a number of reasons (L1 cache miss, TLB miss, load delayed because it depends on a store,
etc.). A separate scheduler is used because memory scheduling waits for events such as cache and TLB
line fills rather than the availability of register operands.

This chapter focuses on measuring the area and delay of the memory execution hardware, for several
memory execution schemes.

11.1.2 Out-of-Order Memory Execution

An aggressive memory execution scheme performs several functions not found in the basic in-order exe-
cution scheme: Store-to-load forwarding, out-of-order load execution,memory dependence speculation,
and memory disambiguation.

To support precise exceptions in out-of-order processors, store instructions are not allowed to mod-
ify memory (or cache) state until the store instruction can be committed (i.e., the store and all earlier
instructions have executed without exceptions or misspeculation). Thus, stores are generally written into
a store queue to hold speculative stored values until they are committed in-order. If a load reads a value
written by a recent (uncommitted) store instruction, the correct value to read is located in the store queue
rather than memory. The load must either wait until the store queue is written to memory (cache) before
reading the value from memory (cache), or the store queue may support store-to-load forwarding and
provide the load with the data value. Store queues are allocated and deallocated in program order to
facilitate searching the contents by age, for example, searching for all matching stores earlier in program
order than a given load.

Executing load instructions out-of-order is desirable as it reduces load latency. Out-of-order exe-
cution requires knowing the data dependencies between instructions, in particular, knowing whether
a load instruction depends on an earlier store. The most basic form (no speculation) delays load in-
structions until the load is known to be independent from all earlier store instructions, allowing loads
to be reordered with other loads but not allowing loads to pass any stores. More aggressive reordering
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Figure 11.3: In-order memory execution

is enabled by memory dependence speculation, which speculates whether a load is dependent on some
earlier store and only delays those that are predicted to have a dependence. Earlier work has shown that
memory dependencies are highly predictable [163–166].

Using speculation creates a new requirement of needing to verify the prediction using a memory
disambiguation scheme. There are two main classes of memory disambiguation schemes: Address-
based, and value-based. Address-based schemes compare the addresses of loads and stores to determine
whether the memory locations overlap. Value-based schemes re-execute the load at instruction commit
time and compare whether the non-speculative (correct) load value was the same as the value that was
speculatively loaded earlier. CAM-based disambiguation is address-based, while SQIP and NoSQ are
value-based.

In Figure 11.1, all three out-of-order schemes perform store-to-load forwarding, out-of-order load
execution, memory dependence speculation, and memory disambiguation. The in-order scheme per-
forms none of these.

11.1.3 In-order Memory Execution

The basic in-order memory execution scheme executes loads in-order, and delays loads until all earlier
stores have committed into cache. Thus, there is no memory dependence speculation nor store-to-load
forwarding. This scheme does not require any CAMs to check whether any earlier stores overlap with a
load, nor to search earlier stores for a data value to forward, thus it is low-cost and simple to implement
in hardware. However, as seen earlier (Figure 11.1), there is a significant µPC loss.

Figure 11.3 shows our implementation of a hardware pipeline needed to implement an in-ordermem-
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Figure 11.4: CAM out-of-order memory execution

ory execution scheme. Virtual addresses are computed by the address generation unit (AGU).The virtual
address is used to look up a TLB for address translation and a virtually-indexed, physically-tagged data
cache. TLB and cache tag comparisons occur in the latter half of the cache-access pipeline stage and the
beginning of the next, and the store address is recorded in the store queue RAM in the following cycle.
The store queue data RAM is populated by store-data operations, which do not go through the address
generation and cache access pipeline (not shown, see Figure 11.2).

Cache data is available the cycle after cache access, for a total load latency of three cycles (AGU,
cache/TLB, writeback/bypass).

11.1.4 CAM-based Out-of-Order Memory Execution

Figure 11.4 shows our implementation of CAM-based memory execution. In addition to the standard
cache, TLB, and tag checking hardware, the store queue becomes a CAM to allow load instructions to
search for stores that overlap in memory location. There is also a simple “wait” predictor for memory
dependence speculation, and a load queue CAM for memory disambiguation.

When a load executes, the store queue is searched for all earlier stores that overlap with the load.
There are four possible outcomes of this search:

• No matches: This load is guaranteed to be independent of all earlier stores, and it is safe to execute
the load.

• Match: This load is known to be dependent on an earlier store. The CAM match-lines will also
indicate which store queue entries match, allowing store-to-load forwarding.

• Ambiguous: If there are earlier stores whose addresses are not yet known, it is impossible to know
which store this load matches with. If there is also a match with another store queue entry, then we
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know the load matches with some store, although precisely which store is not yet known. If there
are no other matches, we are forced to predict whether there will be a match or not.

• Conflict: There is a match, but it is impossible to perform store-to-load forwarding. In our imple-
mentation, this occurs when a load only partially overlaps with a store, requiring a load to gather
bytes frommultiple sources. This is rare and increases the hardware complexity, so we chose to dis-
allow this type of forwarding. A larger store is allowed to forward to a smaller load that is completely
contained within the store. This scheme is equivalent to those used in recent high-performance
x86 microarchitectures [167].

If the store queue search is ambiguous, the wait predictor is consulted. The predictor we used is a
64-entry direct-mapped table containing the instruction pointers (IP) of the load instructions. If a load
is found in the wait predictor, the load is predicted to be dependent on a store and delayed until all earlier
stores commit, otherwise the load is allowed to execute speculatively.

Because loads are permitted to execute before earlier store addresses are known, there is the possibility
that a true dependence is missed. These are detected with the load queue CAM. As each store address is
computed, it searches the load queue for all later loads that have already executed early (i.e., reordered).
A match indicates that the load that matched in the load queue actually depends on the current store, yet
had executed too early. We handle this by flushing the pipeline after the store has completed (by flagging
a store ordering violation). The load queue also has a priority encoder to select the load IP of a matching
load in order to train the wait predictor.

We split the store queue’s address storage into a RAM for the physical frame number (PFN), bits
[31:12], and a CAM for the page offset, bits [11:0]. The store queue is allowed to be conservative, so we
only use the page offset bits for address searches because they are invariant across address translation,
allowing store queue searches in parallel with address translation at the cost of some aliasing. Using a
RAM for the PFN improves FPGA area efficiency.

In our pipeline design, the cache, TLB, store queue, wait predictor, and load queue accesses occur in
parallel. Cache hits that do notmatch any earlier stores and are predicted to not needwaiting are available
in the following cycle. Selecting the latest matching store using a priority encoder and reading data out
of the store queue for store-to-load forwarding takes longer, and is available one cycle later. Thus, the
total load latency is 3 cycles for cache hits (AGU, cache/TLB, bypass/writeback), and 4 cycles for loads
that require store-to-load forwarding.

11.1.5 Store Queue Index Prediction

StoreQueue Index Prediction (SQIP) replaces the CAMs used formemory disambiguationwith a predic-
tor that predicts whether a load depends on a store, and also from which entry in the store queue the load
should forward, allowing the store queue to be implemented in a RAM. A load that is predicted to not
need forwarding reads its data from the cache. Correctness is ensured through in-order re-execution.
Loads are first filtered using a store vulnerability window (SVW) filter [168] that allows most loads to
skip re-execution. A load that needs re-execution waits until the most recent store on which it is poten-
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Figure 11.5: SQIP memory execution

tially dependent has committed, reads data from the cache, and compares it to the value that was loaded
speculatively.

Figure 11.5 shows our implementation of the load execution portion of SQIP, shown here without the
predictors. We implemented the predictor and predictor training hardware as well, but those are outside
the critical memory execution hardware and not shown in this figure. Querying the predictor occurs
over two pipeline stages at instruction rename. SVW filtering (deciding whether a load must re-execute)
and re-execution takes 3 stages each, occurring after instructions complete but before commit. Predictor
training takes another 4 cycles.

The complicated store queue and load queue from the CAM-based design are now replaced with
simpler RAMs. The load queue now also stores the data values that were loaded so that they can be used
for comparison during re-execution. The load queue is now used only for re-execution and not read
during execution of loads nor stores.

The SQIP hardware we implemented has a 3-cycle load latency for both cache hits and loads that are
forwarded from a store.

11.1.6 NoSQ

NoSQ goes one step further than SQIP by removing the store queue out of the load critical path. This
is done by using the memory dependence predictor to rename store to load dependencies through the
register file (speculative memory bypassing [169]). Instead of taking a data value from a register, storing
it to memory, then loading it into another destination register, speculative memory bypassing uses the
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Figure 11.6: NoSQ memory execution

register renamer to point the final destination register’s renamer table entry at the source register of the
store, thus bypassing the memory system entirely.

Figure 11.6 shows the load hardware for NoSQ. Because all of the loads that require forwarding have
been bypassed, the load pipeline is nearly identical to the in-order scheme: Only the cache and TLB are
accessed. We chose to include a load queue and store queue address RAM to store addresses for use by re-
execution. NoSQ originally proposed removing both of these queues and replacing themwith an address
generation unit and TLB port to recompute the load and store addresses during re-execution. However,
that would require duplicating theAGUandTLB port, and a queue is less costly than the three register file
read ports needed for an AGU. From a performance perspective, these two design choices are equivalent.
We also used a less aggressive dependence predictor than originally proposed in the NoSQ paper, as a
single two-way associative predictor performed sufficiently well, at a significant hardware savings. (See
Section 11.3.2.)

NoSQ has some impact on processor hardware beyond memory execution which we did not include
in our area and delaymeasurements. Speculativememory bypassing (and thus, NoSQ) requires the phys-
ical register file to be reference counted, but the hardware required to do this is not onerous. NoSQ also
allows store operations to be scheduled in-order, reducing the cost of instruction scheduling.

Like SQIP, the total load latency is 3 cycles for loads that hit in the cache, but are even faster for loads
that are bypassed. The prediction and SVW pipelines are similar to NoSQ, while the predictor training
is simpler in NoSQ due to simpler training rules.
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11.2 Methodology

We performed both cycle-level simulation of the various memory execution schemes and implemented
the memory execution hardware and associated predictors on an FPGA.

11.2.1 Cycle-Level Simulation

We simulated the memory execution schemes on a cycle-level simulator derived from Bochs [115], a
functional full-system x86 emulator. We replaced the CPU simulation with an execute-in-execute cycle-
level model of an out-of-order x86 CPU, leaving the rest of the system functionally simulated.

Like other out-of-order x86 designs, the simulator fetches and decodes x86 instructions into micro-
ops. The micro-ops are renamed, scheduled, then executed out of order. Micro-ops are then committed
in-order, according to x86 atomicity semantics. Interrupts, exceptions, system-mode behaviours, and x86
quirks are handled sufficiently accurately to boot many unmodified operating systems, but our simulator
has no support for user-mode simulations. Thus, our workload set is currently limited to booting various
operating systems to the desktop. (See Section 11.2.2.)

Table 11.1 shows our simulated processor configuration. We note that the branch/complex ALU
unit is in-order scheduled and only performs complex operations.1 Around 23% of micro-ops are “com-
plex”, so the effective ALU execution throughput averages only 1.23 per cycle. We report performance in
micro-ops per non-halted cycle (µPC) because the number of micro-ops per instruction varies greatly,
particularly with string operations. We count only non-halted cycles because of HLT instructions that
halt the processor for many cycles until the next interrupt.

For SQIP and NoSQ, we default to predictor sizes roughly 1/16th the size as originally proposed, as
we found that this gave significant area and frequency improvements with only a small loss in µPC. (See
Section 11.3.2.) For SQIP, we use a two-way 256-entry Forwarding Store Predictor (FSP), 32-entry Store
Alias Table (SAT), and 256-entry Store PC Table (SPCT) and Store Sequence Bloom Filter (SSBF) [164].
ForNoSQ,we use a 256-entry store-load bypassing predictor, an untagged 256-entry SSBF, and a 64-entry
Store Register Queue (SRQ) that matches the 64-entry reorder buffer size.

Our focus in this chapter is on the area and delay trade-offs of the various predictors. The main
value of the cycle-level simulation is to verify implementation details, as many IPC results have already
been published in previous work [163–165]. Although parts of our simulated processor are not realistic,
we believe our µPC results are reflective of the relative performance of the memory execution schemes
even though the absolute numbers may change. In particular, a more realistic memory hierarchy would
only increase the sensitivity of overall µPC to memory system performance, increasing the gap between
in-order and the three out-of-order memory execution schemes.

1“Complex” operations include branches, string instructions, multiplication, division, 9-, 17-, and 33-bit shifts and rotates,
and instructions that use segment, control, or model-specific (MSR) registers.
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Parameter Value

Fetch 16 bytes per cycle
Decode 2 x86 instructions per cycle, 2micro-ops

per cycle
Rename 2 micro-ops per cycle
Execute 1 branch/complex, 1 ALU, 1 AGU, 1

store-data
Execution latency 1 cycle per micro-op, 3 cycles for loads

Commit 4 micro-ops per cycle
Caches and TLB Perfect

Branch prediction Overriding predictor. Fetch: 4-way 16k-
entry BTB, 16-entry RAS; Decode: 8K-
entry gshare, 512-entry 1-way indirect
branch, 16-entry RAS

Speculation 64 micro-op reorder buffer, 64-entry
store queue, 64-entry load queue

SVW 9-bit SSNs, 256-entry 4-bank untagged
SSBF, For SQIP: 256-entry FSP, 32-entry
SAT; For NoSQ: 256-entry 1-way pre-
dictor, 64-entry SRQ.

Table 11.1: Simulated processor configuration

11.2.2 Simulation Workloads

In this chapter, our workloads consist of booting operating systems. Table 11.2 lists the workloads. The
aggregate µPC results are aggregated by summing total runtime and total instruction counts, so are
weighted more heavily to slower OSes. A breakdown of µPC by workload for the default configuration
described in the previous section is shown in Figure 11.7.

11.2.3 Hardware

To make area and operating frequency measurements, we implemented the memory execution portion
of the processor on a Stratix IV FPGA, using Quartus II 13.0 SP1. Because the cache and TLB are closely
coupled with the load and store queues, we also implemented a mock-up of the cache and TLB that
includes the caches, read ports, and tag comparison logic, but without the more complicated but less
timing critical cache miss handling and page table walking logic. (See highlighted region of Figure 11.2.)
In all cases, we use a 2-way 8KB cache (inM9KblockRAM)with 64-byte cache lines and a 2-way 64-entry
TLB (in MLAB LUT RAM). Except for a small change to the register renamer and instruction scheduler
(see Section 11.1.6), the omitted portions are independent of the memory execution scheme used, and
thus, do not affect our comparison between memory execution schemes.

We report FPGA resource utilization using the “Logic utilization” metric reported by Quartus, which
takes into account how often logic functions of various sizes can be packed into a dual-output fracturable
LUT (Stratix IV ALM). We also include the area of used memory blocks in equivalent ALUTs (1/20 of a
LAB), based on Stratix III relative areas reported in [50]. Frequency and area results are the average over
20 random seeds.
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Figure 11.7: µPC by workload at 64-entry ROB, LQ, and SQ, and 256-entry SQIP and NoSQ predictors.

Operating System Inst.
(109)

µops
(109) Boot to

Mandriva Linux 2010.2 15.5 18.5 Desktop
Windows XP 5.2 6.6 Desktop + web browser
Windows 98 0.6 1.0 Desktop + web browser
Windows 95 0.3 0.6 Desktop
Windows 3.1 0.3 1.0 Desktop
MS-DOS 6.22 0.5 0.7 Command prompt
Syllable Desktop 0.6.7 4.0 5.3 Desktop
FreeBSD 9.0 2.1 2.5 Installer
ReactOS 0.3.14 1.6 2.2 Desktop
OS/2 2.1 0.033 0.045 Fails to boot

Total 30.16 38.40

Table 11.2: Simulation workloads
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Figure 11.8: Maximum frequency at varying LQ and SQ sizes

11.3 Results

11.3.1 Performance over Varying Queue Sizes

Figures 11.8 and 11.9 show the maximum frequency and area of the in-order, CAM-based out-of-order,
SQIP, and NoSQ memory execution schemes. We evaluated load queue and store queue sizes from 2
through 128 entries. In the plot of area (Figure 11.9), the area of the cache and TLB alone is also marked
with a dashed horizontal line.

In-order The simple in-order scheme has a low hardware cost. Its operating frequency of around
400 MHz is limited by the delay through the cache for the range of queue sizes we evaluated. Because
the majority of the area is consumed by the cache and TLB, the area usage does not noticeably grow until
64 entries, when additional MLABs need to be used for the store queue, since MLAB RAMs can have a
depth of at most 64.

CAM Not surprisingly, the CAM-based load/store queues are sensitive to the number of queue (and
CAM) entries. The delay increases slightly quicker than logarithmic in the number of entries, while area
use grows linearly with the number of CAM entries. With very few entries, CAMs perform similarly to
in-order, since there is little extra hardware beyond the CAMs.
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Figure 11.9: Total area at varying LQ and SQ sizes

SQIP and NoSQ SQIP and NoSQ behave similarly with varying queue size. The critical path is mainly
limited by various sequence number and tag comparisons, which grow slowly with increasing queue size.
Similarly, the area consumption also grows slowly with increasing queue size. However, the predictor ta-
bles and associated logic to do prediction, re-execution, and predictor training adds a significant amount
of area overhead. NoSQ and SQIP have greater area usage than the CAM-based scheme below 16 and 32
entries, respectively.

Table 11.3 gives a breakdown of FPGA resource usage for the four schemes at 64 load queue and store
queue entries.

Scheme
Logic

Utilization
(ALUTs)

M9K M9K Area
(Equiv. ALUTs)

Total Area
(Equiv. ALUTs) fmax (MHz) µPC

Cache and TLB only 570 8 459 1029 395 —
In-order 771 8 459 1230 397 0.86

CAM 7256 8 459 7715 186 1.21
SQIP 3649 16 918 4568 324 1.13
NoSQ 2667 12 689 3356 328 1.19

Table 11.3: Area and µPC for varying memory execution schemes for our default configuration: 256
predictor entries, 64 LQ and SQ entries.



Chapter 11. Out-of-order Memory Execution Schemes 170

Figure 11.10: µPC impact of varying SQIP and NoSQ predictor size. Note the non-zero vertical axis
origin.

11.3.2 SQIP and NoSQ Predictor Size

Theprevious section showed that for a fixed predictor size, both SQIP andNoSQare only slightly sensitive
to the size of the load and store queues. In this section, we evaluate the sensitivity to varying predictor
sizes at a fixed 64 load and store queue entries.

SQIP has three predictor tables. Our implementation uses a 256-entry Forwarding Store Predictor
(FSP), 256-entry Store PC Table (SPCT) and untagged Store Sequence Bloom Filter (SSBF), and 32-entry
Store Alias Table (SAT). NoSQ also uses three tables. We use a 256-entry store-load bypassing predictor,
a 256-entry untagged SSBF, and a 64-entry Store Register Queue (SRQ). To evaluate scaling predictor
table sizes, we scale all of the tables together, except the SRQ, which must match the reorder buffer size.

Figure 11.10 shows the impact of varying the predictor table sizes on µPC. For our workload of boot-
ing OSes, the µPC changes little with decreasing predictor capacity. This generally agrees with previous
work where most workloads also show little sensitivity to reduced predictor capacity [164, 165].

Figures 11.11 and 11.12 show the hardware cost for varying predictor sizes. Both maximum fre-
quency and area show significant degradation above 512 entries. Thus, we chose 256 predictor entries
for our default configuration, which sacrifices some µPC loss for a higher frequency and lower area.
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Figure 11.11: Maximum frequency impact of varying SQIP and NoSQ predictor size

Figure 11.12: Total area impact of varying SQIP and NoSQ predictor size
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11.4 Conclusions

As single-threaded soft processors increase in performance and complexity, there will be a need for out-
of-order execution ofmemory operations andmemory dependence speculation. However, the traditional
method of using load queue and store queue CAMs is particularly inefficient on FPGAs. In this chapter,
we evaluated fourmemory execution schemes: In-order, CAM-based out-of-order, and two schemes that
do not use CAMs: SQIP and NoSQ.

We implemented each of the four schemes on a Stratix IV FPGA and measured the maximum fre-
quency and area usage. We find that the area of the CAM-based scheme grows quickly with the number
of load queue and store queue entries, while SQIP and NoSQ have a greater fixed area overhead inde-
pendent of queue size, with NoSQ being more efficient. In our implementations, SQIP and NoSQ are
more area efficient than using CAMs beyond 32 and 16 entries, respectively. We observe similar trends
in maximum frequency, where the CAM based scheme loses performance quicker than SQIP or NoSQ
with increasing queue size, with a break-even point of around 4 queue entries. For high-performance
soft processors, in-order memory execution is unattractive because even if the rest of the processor could
be designed to run at 400 MHz, the higher clock frequency does not make up for the loss in IPC (e.g., at
64-entry LQ/SQ, in-order has 21% higher frequency but 40% lower IPC).



Chapter 12

Memory and Cache System

Theprevious chapter compared severalmemory disambiguation schemes, butwithout a detailedmemory
system design. In this chapter, we choose one of those schemes and design a complete memory execution
and cache system around it.

The previous chapter compared the traditional CAM-based (address-based)memory disambiguation
scheme with two re-execution based disambiguation schemes (without CAM), and concluded that the
latter schemes were faster andmore area efficient, particularly for designs supportingmore in-flight loads
and stores. However, we chose to design the memory system based on the CAM-based scheme to reduce
risk. The memory system with multiple caches and its coherence and ordering requirements is already
very complicated. Choosing a traditional scheme at least guarantees that there is a method to implement
the x86 memory model sufficiently correctly. To our knowledge, no x86 processor has yet used a re-
execution based memory disambiguation scheme. In addition, we selected load queue and store queue
sizes smaller than envisioned in the previous chapter (16 vs. 64), which reduces the relative inefficiency
of the CAM-based scheme. At 16 entries, the CAM-based scheme was expected to be similar in area to
the re-execution based schemes, although around 30% slower.

This chapter begins with the CAM-based memory disambiguation structure, and designs a complete
memory system. We study trade-offs in the cache design, out-of-order memory execution, and memory
disambiguation [166]. Many aspects of the design are applicable to non-x86 systems aswell. Also, because
our scope includes creating the ability to boot modern general-purpose operating systems, the memory
system must support virtual memory, including paging and translation lookaside buffers (TLBs). This
influences many of the trade-offs, and increases the complexity of the system. We also discuss FPGA
circuit-level considerations and the detailed circuit design of our two-way associative TLB and cache
lookup, showing that careful design resulted in a circuit faster than the simpler TLB and direct-mapped
cache access in the Nios II/f.

In this study, we use detailed cycle-level processor simulation to evaluate the impact in IPC of the
various processor microarchitecture features. Compared to the simple in-order memory systems with
one level of cache that are currently used in soft processors, we evaluate the impacts of a second level of

This chapter has appeared in ACM TRETS [170].
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caching, speculative out-of-order memory execution, and non-blocking cache miss handling. We then
design highly-tuned circuits that implement all of the above features while correctly handling unaligned
accesses and other requirements of a uniprocessor x86 system.

This chapter demonstrates that large increases in IPC (up to 2.1× on SPECint2000) can be achieved
through improvements in the memory and caching system alone — even with a conservative 30-cycle
memory latency—on top of the IPCprovided by out-of-order instruction execution. It also demonstrates
that the hardware that delivers this IPC and the features to support general-purpose OSes can be built at
a reasonable resource usage (14 000 equivalent ALMs) at high frequency (200 MHz), which is faster than
most in-order soft processors and within 17% of the 240 MHz Nios II/f.

This chapter is organized as follows: we discuss related work in Section 12.1, the requirements of
the memory system in Section 12.2, the methodology of design, simulation and benchmarking in Sec-
tion 12.3, a summary of the microarchitecture of the processor in Section 12.4 and the structure of the
memory system in Section 12.5. Section 12.6 explores the trade-offs in the memory system microar-
chitecture, while Sections 12.7 through 12.9 describe circuit level design trade-offs, optimization, and
synthesized results.

12.1 Related Work

The microarchitectural dimensions explored in this chapter are not new, as they traverse a long and dis-
tinguished history of processor architecture [12]. Our focus is in part on how to bring that knowledge
into the soft processor space, and to deal with the realities of processors that boot real operating systems.
Most existing soft processors are relatively small and employ simple, single-issue pipelines, including
commercial soft processors (Nios II [17], MicroBlaze [16]) and non-vendor specific synthesizable pro-
cessors that target both FPGA andASIC technologies (Leon 3 [20], Leon 4 [20], OpenRISCOR1200 [34],
BERI [171]). The vendor-specific commercial processors are tuned for high frequencies (e.g., 240 MHz
for Nios II/f vs. 150 MHz for Leon 3 and 130 MHz for OR1200, all on the same Stratix IV FPGA).

The memory systems of all of these in-order processors stall the processor pipeline whenever a cache
miss occurs. A key issue explored in this chapter is the effect of allowing the processor to proceed when
one ormore cachemisses occur. The RISC-V Rocket [172] is notable for using a non-blocking cache with
an in-order pipeline. The RISC-V project also has an out-of-order synthesizable core (BOOM) with an
out-of-order non-blocking cache system, but does not appear to be designed for FPGAs [22]. BERI [171]
is particularly interesting in that it implements theMIPS instruction set well enough to boot the FreeBSD
OS. It uses a two-level cache hierarchy, but to our knowledge there is no published analysis of the trade-
offs involved in their cache hierarchy, such as the one we present in this chapter.

A non-blocking cache for soft processors was proposed in [173]. They use an in-cache Miss Status
Holding Register (MSHR) scheme that tracks outstanding memory requests in the cache tag RAM to
avoid associative searches. We avoid this scheme because the port limitations and high latency of FPGA
block RAMs (particularly for writes) make an in-cache implementation difficult and slow. Instead, we
use a small number (4) of MSHRs, which results in a small and fast associative search, while giving up
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almost no IPC (Section 12.6.1).
Another performance-enhancing aspect of our memory system that is not found in current soft pro-

cessor memory systems is out-of-order execution, including memory disambiguation (determining data
dependencies between stores and loads) and memory dependence speculation [166]. Conventional de-
signs use associatively-searched load queues and store queues to perform store-to-load forwarding and
memory disambiguation. Previous work has explored both conventional and newer non-associative
schemes for use by FPGA soft processors [161]. Despite being slower and less area-efficient, we chose
to use the conventional disambiguation scheme to reduce risk, as to our knowledge, the more efficient
schemes have not yet been fully proven in an x86 design.

There have been previous projects that synthesized modern x86 processors into FPGAs [21, 42, 43].
However, these processors were not designed for FPGA implementation, so they tend to be much larger
and slower (ranging from 0.5 to 50 MHz operating frequency) than processors designed with an FPGA
target in mind. We intend to achieve a much higher operating frequency (>200 MHz) in the processor
described here.

12.2 Memory System Requirements

A memory system performs memory accesses for both instruction fetches and data loads and stores.
A bootable system with virtual memory requires both paging support and coherence between various
memory and I/O transactions. This, together with a goal of high performance, makes thememory system
design complex. In this section we describe the requirements of the memory system imposed by the x86
instruction set architecture, and those requirements arising from the goal of high performance.

The instruction set architecture specifies many properties of the memory system. Due to the x86
instruction set’s long legacy, it tends to keep complexity in hardware to improve software compatibility.
The key features of a uniprocessor x86 memory system include the following:

1. Paging is supported, with hardware page table walks.

2. 1, 2, and 4-byte accesses have no alignment restrictions. Accesses spanning page boundaries are
particularly challenging as they require two TLB and cache tag lookups.

3. Cacheability is controllable per-page. In particular, the UC (uncacheable) type disallows specula-
tive loads (typically used for memory-mapped I/O).

4. Data and instruction caches (but not TLBs) are coherent, including with reads and writes from I/O
devices (e.g., DMA). Self-modifying code is supported.

Amultiprocessor system also needs to obey thememory consistencymodel, whichwe leave for future
work.

In addition to the functionality requirements, our goal of building a high-performance soft processor
adds complexity to the memory system. Cache sizes and latency play an important role in determining
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memory system performance. Cachemiss handling and out-of-order memory execution also greatly im-
pact overall performance by reducing pipeline stalls and increasing opportunities for finding overlapping
operations.

A simple blocking cache stalls memory operations when a cache miss occurs, and in most in-order
soft processors, this also stalls the entire processor. A non-blocking cache continues to service inde-
pendent requests rather than stalling. This is particularly important for out-of-order processors that can
find independent operations to execute. The simplest non-blocking cache allows “hit under miss”, where
cache hits are serviced while waiting for a single cache miss to return; these caches will stall on a second
miss. This notion can be extended to support multiple outstanding misses using multiple Miss Status
Holding Registers (MSHR) to track the in-flight cache misses [174]; in this chapter we will explore the
impact of a non-blocking cache and the number of MSHRs to provide.

Memory dependence speculation also enhances performance. Simple memory systems execute load
and store operations in program order. To execute them out of order, the processor must know whether
a load reads from a location written to by an earlier in-flight store in order to know whether the load
is dependent on the store. However, this is difficult because load and store addresses are not known
until after address generation (unlike register dependencies that are known after instruction decoding).
Non-speculative out-of-order memory systems allow limited reordering, as long as loads only execute
after all earlier store addresses are known. Memory dependence speculation allows further reordering,
but must detect misspeculations and roll back if necessary [166]. We will explore the impact of memory
dependence speculation in our memory system.

12.3 Methodology and Benchmarks

This chapter uses the same methodology as described Chapter 4. The microarchitecture design and
instruction-per-cycle performance measurements are done using a detailed cycle-level simulation. Once
satisfied with the correctness and performance of the microarchitectural design, we implemented the
memory hierarchy in SystemVerilog, then the measured cycle time and FPGA resource usage (area).

12.3.1 Simulation Benchmarks

A key advantage of using the x86 instruction set is the wide availability of benchmark programs, in both
source and unmodified binary forms. We have simulated a wide variety of workloads that we expect
would have varying sensitivity to memory system performance, and are listed in Table 12.1. We discuss
several aspects of these here.

The SPECint2000 suite stresses both the processor core and memory system, and was simulated with
the reference input, skipping two billion instructions then simulating one billion. We only used the subset
that did not have an excessive amount of floating-point content because our processor only emulates
floating point in firmware. The mcf benchmark of the SPECint2000 suite is particularly challenging for
the memory system, as it performs pointer chasing on a graph and has high cache miss rates [175].

TheMiBench benchmark suite has a fairly small memory footprint. It comes with “small” and “large”
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Workload x86 Inst.
(106)

Description

SPECint2000 20 000 gzip, gcc, mcf, crafty, parser, gap, vortex, bzip2
Excluded: eon, vpr, twolf, perlbmk

MiBench [118] 2 568

Automotive: bitcount, qsort, susan (edges,
corners, smoothing)
Consumer: jpeg, mad, tiff2bw, tiffdither, diff-
median, typeset
Office: ghostscript, ispell, stringsearch
Network: patricia, dijkstra
Security: blowfish, pgp, rijndael, sha
Telecom: adpcm, crc32, gsm
Excluded: basicmath, lame, tiff2rgba, fft

Windows 98 600 DOS + 9x kernel
Windows XP 5 200 32-bit NT kernel
Windows 7 16 000 32-bit NT kernel
Mandriva Linux 2010.2 15 500 Desktop Linux OS (kernel 2.6.33)
FreeBSD 10.1 4 000 UNIX-like OS (no GUI)
ReactOS 0.3.14 1 600 Windows NT clone
Syllable Desktop 0.6.7 4 000 Desktop operating system

Dhrystone 260 200 000 iterations
CoreMark 247 600 iterations
Doom 1.9s 1 938 -timedemo demo3

Total 71 913

Table 12.1: Benchmarks and x86 instruction counts

input data sets. We used “small” inputs for all of the benchmarks except stringsearch, and ran the bench-
marks to completion. We omitted benchmarks that contained an excessive amount of floating-point.

The Dhrystone and CoreMark benchmarks have minimal demands on the memory system, with L1
data cache miss rates of around 0.02%.

Doom is a good example of a legacy x86 software program — a 3D first person shooter game released
in 1993. It uses 32-bit protected-mode but not paging, and has a significant amount of self-modifying
code. Surprisingly, this workload does not use any floating-point instructions.

Finally, and most importantly, we also boot several x86 operating systems which have a mix of user
and system code. OS workloads measure the time from power-on until the boot process is complete
(desktop loaded or login screen).

12.4 Processor Architecture and Microarchitecture

Our processor’s x86 instruction set architecture (ISA) is based on Bochs’ Pentium model [115]. We de-
cided to eliminate the x87 floating point unit (FPU) to reduce hardware design effort; since modern
operating systems expect x87 support, it was replaced with a new OS-invisible trap mechanism and em-
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Property Value

Fetch 8 bytes per cycle
Branch prediction 16K entry BTB, 16-entry return address stack
Decode 2 x86 instructions/cycle, 2 μops/cycle
Rename Integer, segment, and flags renamed, 2 μops/cycle
OoO 64-entry ROB, 8-entry scheduler per execution unit
Execution Units 1 Branch/complex, 1 ALU, 1 AGU, 1 Store data.

Store queue 16 entries
Load queue 16 entries
L1I 2-way, 8 KB, blocking
ITLB 2-way, 128-entry, 4 KB pages, blocking
L1D 3-cycle latency, 2-way, 8 KB, writeback, 4 MSHR
DTLB 2-way, 128-entry, 4 KB pages, 2 outstanding page walks
L2 4-way tree pseudo-LRU, 256 KB, 9-cycle load latency, writeback, 8 outstanding misses
Memory 30 cycles (44 cycles observed by software, including L1 miss, L2 miss, and queuing delays)

Table 12.2: Baseline system configuration

D
ec

od
e

Br
an

ch
Op

re
di

ct

Re
na

m
e

ReorderOBuffer

Sc
he

du
le

Branch

AGU

St.Data

ALU

SQ

LQ

L1D

DTLB

Re
gi

st
er

OF
ile

Replay

Co
m

m
it

In-order Out-of-order In-order

ITLB

L1I

Br
an

ch
OP

re
di

ct

Fetch

Coherence

Page Walk

L2

ITLB

L1
IOc

ac
he

MemoryO
controller

I/OO)DMA)

Figure 12.1: CPU microarchitecture diagram. This chapter focuses on shaded portions.

ulation code in firmware.

The CPU microarchitecture is a typical single-threaded out-of-order design with in-order front-end
(fetch, decode, rename), out-of-order execution, and in-order commit. The baseline configuration used
in this chapter is detailed in Table 12.2 and Figure 12.1. The microarchitecture was chosen to be feasible
to implement on an FPGA. The explorations in this chapter will consist of removing certain aspects or
features of this baseline architecture to see the net effect on performance.

We model main memory as a 30-cycle latency and throughput of one 32-byte access per cycle, which
translates to 150 ns and 6.25 GB/s with a CPU clock frequency of 200 MHz. While modern memory
systems on high-performance systems can have access times on the order of 50 ns, we use a 150 ns latency
to account for additional delays through thememory controller and access contention that is not captured
with this simple memory model.
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12.5 Memory System Microarchitecture

Thememory systemperformsmemory accesses and paging using separate instruction and data L1 caches
and TLBs, hardware page table walking, and a unified L2 cache. The store and load queues enable out-
of-order memory execution. The shaded portions in Figure 12.1 show the memory system hardware
components. The remainder of this section describes these units in more detail.

12.5.1 Instruction Fetch

Because instruction fetches happen in program order, the instructionmemory hierarchy is fairly straight-
forward. An 8 KB two-way virtually-indexed physically-tagged (VIPT) instruction cache is looked up in
parallel with a large 128-entry instruction TLB.

12.5.2 Data loads

The L1 load pipeline (illustrated as the stack of shaded boxes with “Replay” at the top in Figure 12.1) is
very complex due to the need to support ISA features such as cacheability control and unaligned oper-
ations, and performance-enhancing features such as multiple outstanding loads [174] and out-of-order
speculative execution [166].

The load pipeline is shown inmore detail in the right half of Figure 12.2. After the address generation
unit (AGU) computes the linear (virtual) address for an operation, address translation, cache lookup, and
store queue lookup are done in parallel. Cache hits are complete at this point, but themany possible failure
conditions are handled by a generic replay scheduler (stage 1), avoiding stalls until the replay scheduler
is full.

To allow for multiple outstanding requests, we use four associatively-searched MSHRs (miss status
holding register) to track up to four outstanding cache lines. EachMSHR entry holds information for one
cache line and one outstanding load (the primary miss) to that cache line. A miss to a cache line already
in-flight (secondary miss) is replayed and not sent to the coherence unit. This design allows multiple
outstanding misses to the same cache line, without the increased MSHR entry complexity that would be
needed if the MSHR were responsible for tracking multiple outstanding loads, but at the expense of a
higher latency for secondary misses due to replay. In Section 12.6 we explore the effect of the quantity of
MSHRs.

Memory dependence speculation [166] allows loads to be executed without waiting for all previous
store addresses to be computed. Since most loads are not dependent on an earlier store, a load is spec-
ulated to be independent of earlier stores unless a dependence predictor indicates otherwise. We use
a simple dependence predictor. All loads query a 32-entry direct-mapped tagged table indexed by in-
struction pointer. A hit causes the load to be replayed and wait for earlier stores to execute. Entries are
created in the table to remember loads that caused a dependence misspeculation in the past, and are
never explicitly removed.

The store queue and load queue (SQ and LQ in Figure 12.1) are used to find dependencies and de-
pendence misspeculations, respectively. Loads search the store queue for earlier dependent stores. If a
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load is found to be fully contained within an earlier store, the store data is forwarded to the load. Stores
search the load queue to find later dependent loads that may have been incorrectly executed too early.

An unaligned memory accesses has no penalty unless it crosses cache line boundaries (“split”)1.
Cacheable split loads (including split-page loads) are executed in two consecutive cycles, doing one TLB
lookup and tag check each cycle and reading the data array for both lines on the second cycle.

From a design effort perspective, correctly implementing the combination of cacheability control and
split loads has been extremely painful, because all of these features interact and produce a huge number
of corner cases. For example, split-page loads require two TLB lookups, each of which may miss or cause
a page fault. In addition, if the load is uncacheable (UC), and if one TLB lookup misses or faults, the
other half-load must not be sent to main memory; discarding a speculative load result is not sufficiently
correct, since UC loads from memory-mapped I/O can have side effects.

12.5.3 L1 Data Cache

We chose a VIPT cache, which allows TLB and cache lookups to proceed in parallel. This is possible if the
cache index is unmodified by address translation2 — in this case the lower 12 bits for 4 KB pages. Thus,
paging increases the latency penalty for building large L1 caches (making two-level caches favourable), as
increasing L1 cache size either increases associativity (and logic delay) or increases latency by serializing
the TLB and cache lookups (PIPT).

12.5.4 Coherence Unit and L2 Cache

The coherence unit merges requests from 8 sources, most of which are shown in the left hand side of
Figure 12.2: L1D loads, L1D stores, L1D evictions, L1I reads, page table walker, memory fill, I/O device-
initiated requests (DMA), and I/O-space requests. The coherence unit services requests, maintains co-
herence of all caches, and provides a global ordering to satisfy memory consistency requirements.

The L2 cache uses a non-inclusive/non-exclusive (“accidental inclusion”) policy, so all L1 cache tags
are checked at every request. A second copy of all L1 cache tag arrays is used for this purpose. A non-
inclusive policy reduces complexity compared to an inclusive policy by avoiding reverse invalidations
when the L2 wishes to evict a line that is also stored in at least one L1 cache.

12.5.5 TLB and Page Table Walker

The instruction and data TLBs are both 128-entry, two-way set-associative. Although processors have
often used higher-associativity or fully-associative TLBs, we believe low-associativity TLBs aremore suit-
able for FPGA processors. First, storage capacity is reasonably cheap, so it is easier to reducemiss rates by
increasing capacity rather than associativity. Increasing cache capacity also reduces sensitivity to associa-
tivity. Our large 128-entry L1 data TLB loses less than 1% IPC for two-way associativity for SPECint2000.

1While x86 is often maligned as unnecessarily complex, this complexity is often beneficial. For example, unaligned accesses
are enough of a win that the ARM ISA began supporting them with ARMv6 [122].

2Alternatively, requiring the OS to compensate for the cache organization is so onerous that ARMv7 no longer requires this
for data caches [122].



Chapter 12. Memory and Cache System 181

L1D Load

ReplayAGU

TLB Tag DataMSHR

=

Writeback

Reg.File

Schedule

LQ

Arbitrate

L1DTagL1ITagL2Tag

Cache1miss

L1D1DataL21DataL1I1Datato 
pgwk

L1D1DataL21Data

Data1source1mux

L1DL1IPgwkFillSnoop ...

Q
ue

ue
s

Ta
g 

ch
ec

k
Re

ad
D

at
a

D
ri

ve
W

ri
te

D
at

a

Coherence + L2

SQ

1

2

3

4

1

2

3

4

5

6

256

256256256

32 32

256 256256 256

32

32
256 256

Figure 12.2: Load and coherence pipeline diagram. 3-cycle L1D hit latency, 9-cycle L2 hit latency.

Second, using a low-associativity TLB and cache allows cache tag comparisons to be overlappedwith TLB
tag comparisons, which has a large circuit speed advantage, which we discuss in Section 12.8. Serializing
the tag comparisons to accommodate a higher-associativity (or fully-associative) TLB in the same latency
and cycle time would require the TLB lookup to complete in roughly one LUT delay (∼0.8 ns on a Stratix
IV), which is impossible to achieve, especially for higher-latency BRAM-based CAMs (e.g., [75, 176]).
Small and fast (L1) caches cannot tolerate the slower CAM circuits, while larger, slower caches are less
sensitive to associativity.

A TLB miss results in a hardware page table walk, as required in the x86 architecture. The page walk
accesses the two-level x86 page tables, making memory access requests to the coherence unit, which can
be cached by the L2 cache. The page table walker is non-blocking, allowing up to three concurrent page
walks and one outstanding memory operation per page walk currently in progress. A table holds the
current state of each active page table walk, and services one ready page walk each cycle. This is similar
to a proposal for page table walking on GPUs [177].

12.6 Microarchitecture Simulation Results

This section evaluates the impact of some of the microarchitecture design choices described in the previ-
ous section. We vary the microarchitecture against the baseline architecture described in Table 12.2, and
compare its instructions-per-cycle (IPC) performance using the cycle-level simulator and benchmarks
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Figure 12.3: Benchmarks: x86 IPC for out-of-order non-blocking baseline, in-order blocking cache, and
in-order blocking without L2 cache

described in Section 12.3. Note that we do not measure the microarchitectural impact on frequency and
area yet, but leave those results to Section 12.9. Recall that the baseline processor and memory system
configuration has out-of-order execution, memory dependence speculation, multiple outstanding data
cache misses, and L1 and L2 caches.

First, we will evaluate our choice of 16 for the number of store queue and load queue entries. Fig-
ure 12.4 shows the IPC change as the store queue and load queue sizes are decreased from 63 entries,
where both queue sizes are decreased at the same time. The IPC loss for 16 entries ranges from none for
benchmarks with a small memory footprint (Dhrystone, CoreMark) and up to 3.6% IPC for thememory-
intensive SPECint2000. Given the high hardware costs (in both timing and area) of CAMs (used by both
the store queue and load queue), we opted to keep them small at the expense of a few percent IPC.

The twomajor performance-related aspects of ourmemory system are non-blocking speculative out-
of-order execution of memory operations and the use of a two-level cache hierarchy. Figure 12.3 shows a
per-benchmark breakdown of IPC to evaluate the impact of successively disabling these two performance
features. The “blocking” configuration disallows out-of-order memory execution and speculation and
stalls all memory operations during cache misses. The bottom bar shows the result of also disabling the
L2 cache. As noted in Section 12.1, most soft processors stall all instructions during a cache miss. Our
“blocking” memory configuration blocks only memory operations and continues to allow non-memory
operations to execute out-of-order (It is an out-of-order processor with an in-order memory system),
which is more aggressive than in-order soft processors, even with comparable memory systems.

There is a lot of data in Figure 12.3; we will make some general observations followed by more de-
tailed ones. The chart shows that most workloads benefit from having a non-blocking cache, particularly
those with large working sets (e.g., SPECint2000’s mcf [175]). Workloads with very small working sets
(CoreMark and Dhrystone) show no sensitivity to removing the L2 cache, but still benefit from out-of-
order execution of cache hits. Overall, the benefit of a two-level non-blocking memory system are large
(2.1× IPC on SPECint2000). These large gains are seen even with our modest two-issue processor and
the smaller memory latencies seen on lower-clock speed FPGA processors.
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Figure 12.4: IPC sensitivity to load queue and store queue size (both queues of equal size)

The rest of this section looks at the benefits of non-blocking caches and a two-level cache hierarchy
in more detail.

12.6.1 Non-blocking, Out-of-Order Cache

Figure 12.5 breaks down the contribution to performance of the non-blocking and out-of-order specula-
tive properties of the cache, for a total of four design points. The chart compares the IPC of blocking and
non-blocking caches with andwithout speculative out-of-ordermemory execution to a blocking in-order
cache.

Of these four design points, three have been used by processors in practice: blocking in-order, non-
blocking in-order, and non-blocking out-of-order. The blocking out-of-order design point is impractical
because store-to-load forwardingmust still be non-blocking to avoid deadlock, because a load candepend
on an earlier store which depends on an even earlier load (a dependency carried through memory). This
configuration would have nearly all of the complexity of a non-blocking memory system but none of the
benefits of a non-blocking cache and TLB.

Wemodelled the four design points using our non-blocking out-of-order design by disabling features.
In practice, each design point would use a different memory execution pipeline structure, but we expect
the IPC difference between the two approaches to be minor. Starting with a non-blocking out-of-order
design, we model in-order memory systems by admitting memory operations into the memory system
in program order, while continuing to allow memory operations to execute and complete in any order.
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correspond to bars of the same colour in Figure 12.3.

In-order blocking behaviour is modelled by blocking the execution of all memory operations whenever
a memory operation does not complete for any reason (e.g., TLB miss, cache miss, store-to-load forward
not ready), while the out-of-order blocking configuration blocks onTLB and cachemisses only but allows
store-to-load forwarding to be non-blocking to avoid deadlock.

Out-of-order speculative execution benefits all workloads, while non-blocking caches disproportion-
ately benefit workloads with more cache misses. We expect in-order processors (like existing soft pro-
cessors) to benefit less from a non-blocking cache because in-order processors must stall as soon as an
unavailable memory value is used, limiting the amount of useful independent operations that can be
found.

Figure 12.6 examines the benefit of multiple outstanding loads in more detail, by varying the number
of outstanding loads permitted before stalling (which is the number ofMSHRs, described in Section 12.5).
Allowing just one outstanding load (hit-under-miss) is enough to get most of the performance benefit
for most workloads. Workloads that are sensitive to memory performance (SPECint2000, booting OSes)
continue to see improvementwithmore outstanding loads, with diminishing returns. Only oneworkload
(SPECint2000’s mcf) benefits from more than our baseline of four outstanding loads.

The large gains for memory dependence speculation andmultiple outstanding loads make both tech-
niques important for a high-performance soft processor. The low area cost of MSHRs (Table 12.3) makes
it practical to build the four MSHRs needed to capture most of the available performance.
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Figure 12.6: Relative IPC vs. number of outstanding loads

12.6.2 Two-Level Cache Hierarchy

We saw in Figure 12.3 that simply disabling the L2 cache can have a large performance impact. This sec-
tion examines cache sizes inmore detail, andwhether using larger L1 cache sizes has similar performance
to two-level hierarchies.

Figure 12.7 shows the impact of varying the L1 cache size with and without a 256 KB L2 cache. These
results are optimistic for L1 cache sizes larger than 8KB, as we increased L1 cache size without accounting
for any extra latency that would be needed to access the larger caches. The instruction and data L1 cache
sizes are increased together, from 4 KB 1-way to 256 KB 32-way. In this chart, left-to-right slope shows
sensitivity of IPC to L1 cache size, while the size of the blue portion of the bars indicate sensitivity to the
presence of a 256 KB L2 cache.

Unsurprisingly, workloads that fit in a small L1 cache (CoreMark andDhrystone) do not benefit from
a larger L1 cache nor L2 cache. For the other workloads, adding a second-level cachemakes performance
less sensitive to L1 cache size.

Since the modelled L1 cache latency (3 cycles) is lower than L2 (9 cycles), one might expect a large
L1 cache to perform better than a two-level hierarchy with a small 8 KB L1 (In Figure 12.7, a yellow bar
greater than 1.0). However, a two-level hierarchy with 8 KB L1 and 256 KB L2 caches performs similarly
to using large and unrealistic single-level 256 KB L1 caches (512 KB total). The reason is because page
tables are cached in the L2 cache and page walks become far more expensive (by about 65 cycles for two
page table memory accesses) when the L2 cache is removed. The slower TLB miss handling time has a
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Figure 12.7: L2 cache: Relative IPC for varying L1 cache sizes with and without a 256 KB L2 cache

significant impact on performance even with low TLB miss rates (e.g., SPECint2000 has 1.8 page walks
per thousand instructions). We already use large 128-entry TLBs, so improving paging performance to
compensate for removing the L2 cache would be difficult, likely requiring the complexity of a two-level
TLB hierarchy and page walk caches.

For the workload that does not use paging (Doom), the effect of slower page table walks does not
apply. However, Doom uses self-modifying code, which requires cache lines to be transferred between
the instruction and data caches. We do not allow direct L1I to L1D cache line transfers nor most cases
of cache line sharing, so self-modifying code causes L1 cache misses that become more expensive when
there is no unified L2 cache.

The presence of paging makes a two-level cache hierarchy preferable, due to the increased latency
(for translation or high associativity) of a larger L1 cache, and the benefit of a unified L2 cache being able
to cache page table walks.

12.7 FPGA Memory System Design

TheIPCbenefits from an out-of-ordermemory systemdescribed in the previous section can be translated
into performance benefits only if the required circuits can be built to run at a high frequency with low
latency. This requires both designing the microarchitecture with the FPGA substrate in mind and careful
circuit design.
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Due to the high effort required to design memory system hardware, we built hardware only for the
highest-performing non-blocking out-of-order memory system. As the various configurations typically
require complete hardware redesigns, simply disabling functionality as done in Section 12.6 gives rea-
sonable IPC estimates but does not result in reasonable hardware designs.

This section briefly discusses FPGA-specific design considerations for each hardware unit. We then
present detailed circuit-level design and optimization techniques used by the TLB and cache access stage
(DTLB, L1D, and SQ blocks in Figure 12.1) in Section 12.8.

Our overriding goal of correctly supporting x86 features, flaws, corner cases, and legacy code com-
plicates the design trade-off space. In addition to the traditional metrics of performance (IPC and fre-
quency) and cost (FPGA resources), this correctness requirement constrains the design space and makes
design effort an important design goal that can be traded for performance and/or cost.

12.7.1 L1 Data Cache

While microarchitecture-level cache design concerned sizes and latency, FPGA circuit-level design also
needs to consider the cost of RAMblock read and write ports, to avoid needingmore ports than provided
by a block RAM. The design of the L1 cache data array needs to service four types of requests:

1. Loads (32-bit read, unaligned, read both ways)

2. Stores (32-bit write, unaligned)

3. Evictions to L2 (256-bit read, aligned)

4. Fills from L2 (256-bit write, aligned)

As cache data arrays are large, they need to be designed to fit the characteristics of the FPGA block
memories. Each FPGA block memory has two read-write ports (2rw), but the available port width is
doubled when used in single port (1rw) or simple dual port mode (1r1w). Our high-frequency (and low-
latency) requirements preclude time-multiplexing (double-pumping) the memory block, while the large
size makes it desirable to use the memory block in its most area efficient 1r1w mode.

A straightforward implementation of two-way associativity duplicates the data array and selects the
correct way for each access. However, it is wasteful to duplicate the wide fill and eviction ports as only
one line is filled or evicted at a time. Our design, shown in Figure 12.8a, shares a read port between loads
and evictions, and shares a write port between stores and fills. This arrangement uses the FPGA dual-
ported block RAMs in simple dual-port mode and supports two-way associativity without replication,
and separates the high-traffic load and store interfaces on separate physical ports to reduce the IPC impact
of contention (Loads and stores occur more frequently than evictions and fills). To avoid duplicating the
wide fill and eviction ports, the lower and upper 16 bytes of alternating cache lines are swapped. This
arrangement satisfies all four types of requests. Fills and evictions can access any one (possibly swapped)
full cache line by accessing both halves with the same address. Loads can access the same offset from both
ways of the cache by reading both halves but with one address incremented or decremented. Independent
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control of the block memory read addresses even allows reads that cross into the next cache line to be
accessed the same way. This scheme can be extended to caches of higher associativity.

We chose a cache geometry of 8 KB, two-way associativity, with 32 byte cache lines. This is the re-
sult of many competing design goals, including IPC, area, delay, ISA constraints, and design effort. The
following are some of the less obvious trade-offs we needed to consider:

• Cache hit latency: A virtually-indexed physically-tagged (VIPT) organization reduces cache hit
latency over physically-indexed physically-tagged (PIPT) by doing address translation and cache
lookup in parallel instead of sequentially.

• ISA constraint: x86 caches must behave like PIPT, so VIPT caches must have at most 4 KB/way
(page size) or extra alias-detection logic used during cache misses.

• Design effort: We chose the lower-effort option: 4 KB/way, but this makes large caches more dif-
ficult due to high associativity.

• Design effort: Coherence unit should transfer whole cache lines in one cycle, to avoid the com-
plexity of multiple-cycle transfers.

• Area: Transferring full cache lines makes cache port widths and coherence unit multiplexer sizes
equal to cache line size. Smaller cache lines reduce area, but increase the the cache tag RAM array
depth (number of words). The depth of the cache tag RAM is equal to the number of cache sets.

• Delay: A tag array no deeper than 64 words is ideal. MLAB LUT RAMs are faster than the larger
M9K block RAMs, and MLABs with depth greater than 64 words require slow soft-logic multi-
plexers to stitch them together.

Our chosen geometry reduces hit latency with a two-way, 4 KB/wayVIPT design, without alias detec-
tion logic. Its small capacity is partially compensated by a large 256 KB L2 cache. The 32-byte cache line
size is a compromise between using 256-bit (32 byte) multiplexers in the coherence unit and a depth-128
(4 KB/32 B) cache tag array. The extra multiplexer needed to stitch two depth-64 MLAB blocks together
was implemented reasonably efficiently by merging it into the cache tag comparator using 7-input LUTs
(See Section 12.8).

12.7.2 L1 Instruction Cache

The L1 instruction cache, shown in Figure 12.8b, is derived from the data cache, with the same VIPT
structure. Since the instruction cache is read-only, it omits the store port and eviction port. It also does
not need to support unaligned reads, as all instruction fetches are aligned 8-byte reads. Thus, the instruc-
tion cache only has load and fill interfaces, and can use mixed port widths to reduce multiplexing.

12.7.3 Coherence Unit and L2 cache

As shown in Figure 12.2, the coherence unit has many data paths that connect the output of block RAMs
to the input of other block RAMs. This occurs both for tag checks feeding the data array’s read address,
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Figure 12.9: Circuit-level design of the L1 data TLB and cache access stage

and to allow copying a cache line from one cache to another. Due to the block memories’ large setup
times, long read latency, and routing delay, these paths have been problematic for delay. To mitigate this,
there are two cycles dedicated to tag checks, and a cycle dedicated mostly to routing delays (stage 5 in
Figure 12.2), but the coherence unit remains the most timing-critical block.

As mentioned in Section 12.7.1, we used cache-line sized buses throughout the coherence unit to
reduce design effort at the expense of area. The bandwidth provided is more than necessary, so future
designs can use multi-cycle transfers to save area.

12.8 Detailed design of the L1 TLB, Cache, and Store Queue

The TLB, store queue, and cache access stage is one of the more complex parts of the memory system. It
is nearly timing critical3, and has been carefully optimized. This stage must determine whether a given
virtual address (A[31:0] in Figure 12.9) hits in the L1 data cache and returns the data if there is a hit.
This involves address translation using the TLB, cache access and data selection, and a store queue search
to find dependencies on earlier stores to overlapping addresses. It must also correctly handle a variety of
corner cases. Section 12.5.2 and stage 2 of Figure 12.2 described the functionality in more detail.

12.8.1 High-Level Circuit Structure

The general circuit design principle is well-known: try to do as many operations in parallel as possible.
Using a VIPT organization allows the TLB and cache lookups to be performed in parallel. As FPGAs do
not have wired-OR logic, comparators are built using trees of LUTs and are relatively slow. Therefore, we
also parallelize the tag comparison logic by performing all pairwise cache tag comparisons with physical

3The coherence unit is currently more critical by 6%.



Chapter 12. Memory and Cache System 191

frame numbers (PFNs), then selecting the result after the TLB tag comparison is known. The store queue
lookup also occurs in parallel as it uses only the lower 12 bits of the address that is not affected by address
translation⁴. The four-entry MSHR search also occurs in this cycle, but is small and non-critical, so we
do not discuss it further. To support unaligned accesses, the cache data has a 32-to-1 multiplexer to allow
each output byte to select any byte from the 32-byte cache line. The first 16-to-1 selection is independent
of address translation and cache hit/miss status, and is done in parallel. Only the final 2-to-1way selection
depends on the result of the TLB and cache tag comparisons.

The result of this parallelization is our design in Figure 12.9. The delays of several important paths are
labelled on the diagram. This is a two-way associative TLB lookup, a two-way associative cache lookup,
and unaligned data selection, in 5 LUT logic levels and 4.29 ns on a Stratix IV FPGA. For comparison,
the Nios II/f performs TLB and cache lookup sequentially over two cycles (E and M stages, respectively),
taking a total of 6.0 ns on the same FPGA (2.1 ns for TLB tag comparisons, 3.9 ns for cache tag com-
parisons and generating a hit/miss signal), despite having simpler functionality. The Nios II does not
have a store queue or data selection multiplexer, and does not support TLB dirty and accessed bits, and
unaligned, split-cache line or split-page accesses.

12.8.2 Circuits

The store queue is a 16-entry associatively-searched structure, where each entry must decide whether a
given load (address and size) partially or completely overlaps an earlier store (address and size). This
is determined using an interval-intersection comparator using two 12-bit three-input adders per store
queue entry, which take advantage of the three-input adders in Stratix IV FPGAs.

The 14-bit TLB tag comparison logic consists of a two-level tree for each TLB way, comparing three
bits of tag in each 6-LUT leaf, followed by a 5-input AND gate.

The 20-bit cache tag comparison logic is more complicated. It is replicated six times to compare
the two possible cache tags with the three possible physical frame numbers (two TLB ways, and one if
translation is bypassed). Two bits of cache tag comparison is merged with the 2-to-1 multiplexer used
to stitch together the two depth-64 MLABs used to create the depth-128 cache tag array, using a 7-input
LUT. Altera Adaptive Logic Module (ALM)-based FPGAs can implement 7-input logic functions in a
single ALM if the function can be expressed as a 2-to-1 multiplexer selecting between two 5-LUTs that
share 4 inputs. A second layer of LUTs reduces the 10 comparison results down to two signals, and a final
7-LUT combines the result from the three comparators for one way of the cache, selected by the TLB hit
way 0? signal. This structure is well balanced, with two levels of logic in both the cache tag comparators
and the TLB tag comparators before the final 7-LUT.

The cache data selection requires 32-to-1 multiplexers due to the need to support unaligned load
operations, selecting any byte from the 32-byte cache line. The multiplexers are decomposed into two
16-to-1 blocks that select a four-byte value from each way of the cache, which is selected once the cache
hit way is known. As a result, unaligned accesses are supported with little extra delay.

⁴This optimization trades a small IPC loss for a large circuit-level improvement. It causes “4 KB aliasing” stalls also seen in
other processors.
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12.8.3 Manual Circuit Optimization

The circuit diagram in Figure 12.9 shows many critical portions of the circuit technology-mapped for
Stratix IV ALMs. Careful manual technology mapping can produce better results than the Quartus syn-
thesis tool. We have found two areas where a human can improve on the synthesis tool: A human can be
better aware of the arrival times of signals, and can sometimes do better mapping to LUTs.

Knowledge of arrival times allows replicating non-critical logic, then selecting the result using the
late-arriving signal nearer to the output of the cone of logic, which is essentially Shannon decomposition.
This was used effectively in replicating cache tag comparators and in restructuring the data selection
multiplexers, where it is not obvious to a synthesis tool or where the logic function needs to be designed
to make this possible. Manually decomposing the logic can also be used on a smaller scale to force more
aggressive replication than the synthesis would normally do, trading area for performance. The keep
synthesis attribute prevents the synthesis tool from optimizing away the manual duplication.

More control overmapping to LUTs can be accomplished by using the keep directive to delimit LUT
boundaries, or using LCELL buffers, depending on which syntax is more convenient. However, in many
cases involving 7-LUTs, the synthesizer refuses to create them even with clear boundaries, and we had to
resort to using low-level device primitives, which Altera calls WYSIWYG primitives.

The keep attribute can also be used to push non-critical logic further up a logic cone to reduce the
size of the final critical LUT. This was used to keep the final stage of the data selection multiplexers no
larger than a 5-LUT, which is slightly faster than if the synthesizer were allowed to combine some non-
critical signals into a larger LUT.

The impact of the above manual optimizations can be approximately measured by removing the
keep attributes and instructing Quartus synthesis to allow resynthesis of LCELL buffers and WYSI-
WYG primitives. This is an inexact comparison, as the desired circuit structure is still obvious in the
code, rather than the typical scenario where the synthesis tool must infer technology-dependent circuit
structures from technology-independent behavioural RTL code.

With manual optimizations resynthesized away, the delay of the cache access stage increased from
4.29 ns to 4.87 ns (13.5%), due to an increase from 5 logic levels to 7 (best of 30 placement random
seeds). Both the TLB and cache tag comparison logic increased by one logic level. A second increase
occurred in the data selection multiplexers, as Quartus synthesis did not place the most critical signal
nearest the output of the cone of logic. Manual optimizations increased ALM usage by a negligible 68
ALMs (0.5%).

Overall, the synthesis tools work well for non-critical paths, and manual mapping to LUTs is only
necessary in critical regions where the synthesized circuit structure is sub-optimal. However, being aware
of technology mapping during microarchitecture design can enable new circuit-level optimizations and
allow verifying the synthesized output’s circuit structure.
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Figure 12.10: Memory system layout on the smallest Stratix IV FPGA (4SGX70)

12.9 FPGA Memory System Implementation Results

Wecompleted the full design of the baseline configuration of thememory system (described inTable 12.2)
and synthesized it on an Altera Stratix IV FPGA (smallest chip, fastest speed grade, EP4SGX70HF35C2),
using Quartus 15.0.

12.9.1 Area

The total resource usage is just under 14 000 Stratix IV equivalent ALMs. Equivalent ALMs combine the
area of soft logic and RAM blocks using a common unit, using scaling factors from [50]. A layout of
the memory system synthesized for the smallest Stratix IV FPGA (Figure 12.10) gives a qualitative area
comparison between hardware units. Table 12.3 shows a quantitative breakdown.

The coherence unit and L2 is the biggest unit due to the large L2 cache RAMs, although the L2 cache
(excluding the RAM) contributes little to logic complexity (under 500 ALMs) despite the wide 256-bit
buses. The coherence unit is not solely optimized for area: our choice of wide 256-bit buses and multi-
plexing (Figure 12.2) increases area to reduce design complexity by using single-cycle cache line transfers.

The L1 memory execution is the next biggest component. The associatively-accessed store queue,
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Unit ALM M9K M144K Equiv.
ALMa

Fetch 995 8 0 1225
ICache 488 8 0 718
ITLB 191 0 0 191

Coherence and L2 3766 23 14 8164
L2 Cache 484 23 14 4882
8-entry MSHR 326 0 0 326

Page table walk 392 0 0 392

L1 memory execution 4462 8 0 4692
16-entry Store queue 1113 0 0 1113
16-entry Load queue 528 0 0 528
8-entry Scheduler 375 0 0 375
4-entry MSHR 65 0 0 65
DCache 1513 8 0 1743
DTLB 156 0 0 156

Totalb 9080 39 14 13937
a Equiv. ALMs: M9K = 28.7 ALM, M144K = 267 ALM [50]
b The sum of ALMs for the four modules exceeds the total ALM count, as

Quartus double-counts ALMs that are shared between modules.

Table 12.3: Memory system resource usage on Stratix IV

load queue, and replay scheduler contribute about half of the memory execution unit. Although the L1
data cache has the same organization as the L1 instruction cache (2-way 8 KB), the data cache uses more
than twice the area (Figures 12.8a and 12.8b) because it needs to support stores, evictions of dirty lines,
and unaligned accesses, requiring shifters andmoremultiplexers. The instruction cache usesmixedRAM
port widths to reduce this multiplexing.

Another source of cache area comes from cache tag replication. The data cache tags are replicated
three times (for loads, stores, and L2 snoops), whereas instruction cache tags are replicated twice (for
fetches and L2 snoops), while L2 cache tags are not replicated. This is another reason first-level caches
are more expensive to scale to larger sizes than second-level caches. Indeed, the L2 cache has 32× the
capacity but is less than 3× the size of the L1 data cache.

Typical out-of-order processors spend 15-35%of their core area (excluding L2 cache) on the L1mem-
ory system. We believe our area target of ∼40 000 equivalent ALMs is achievable. Our memory system
equivalent area (excluding L2 cache) of roughly 9000 ALMs is 23% of our budget, which fits comfortably
in the expected range.

12.9.2 Frequency

Theachieved frequency is 200MHz on the fastest speed grade, smallest Stratix IV FPGA.Due to extensive
work to maximize the frequency, the design currently has near-critical timing paths in many places (e.g.,
Figure 12.9), with the coherence and L2 unit beingmost critical. The L2 data array (usingM144K blocks)
with long routing paths are particularly problematic. However, removing the L2 cache only results in a
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7% increase of the final frequency, as the L1 cache access stage is nearly critical (L1D Load stage 2 in
Figure 12.2).

12.10 Conclusions

A major component of a high-performance processor is its memory system. In this chapter we have pre-
sented an out-of-order non-blocking memory system for a soft processor that implements many features
of the x86 ISA, including those required to boot a full operating system. We have explored a number
of microarchitectural options for the memory system, and showed that a two-level cache hierarchy is
favoured particularly when paging is enabled. Scaling the L1 cache size is difficult due to higher latency
and tag replication area, and the L2 cache is important for caching page table entries. We also showed that
non-blocking caches provide a large IPC improvement even for a relatively narrow two-issue processor
with the relatively low memory latency seen on low-clock speed FPGA processors. The IPC increases
(1.32× SPECint2000 vs. a blocking cache, and an additional 1.60× vs. no L2 cache) reflect only changes
in the memory system. We expect IPC gains to be far greater when comparing a full out-of-order pro-
cessor to current single-issue in-order soft processors.

We have demonstrated high-speed circuits for our non-blocking, speculative out-of-order memory
system with two cache levels — features rarely found in current soft processors. The large IPC increases
come at a large but affordable area increase, but only a small frequency loss over high-frequency in-
order processors. Careful microarchitecture and circuit design resulted in a faster TLB and cache lookup
(4.29 ns) than the simpler Nios II/f (6.0 ns). We also saw that manual technology mapping of critical
paths in our memory system improved delay over automated synthesis.
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Processor Performance

The preceding chapters presented the design process for our out-of-order soft processor, the trade-offs
and design of each of the components of the processor, and the area and cycle time for each unit. In
this chapter, we put together all of these results to provide a final estimate of the entire processor’s FPGA
resource usage and performance (both microarchitectural per-clock performance and the cycle time on
an FPGA), and compare this to various other processors.

This chapter has two main objectives. First, we wish to compare our soft processor design to the
commercially-available Nios II/f soft processor, to evaluate the FPGA resource usage and performance
increases for using a higher-performance soft processor. Second, we compare per-clock processor per-
formance to various other (hard) processors to give some context of where our particular design sits in the
larger space of processor microarchitecture, and to see how our microarchitecture performs compared
to existing hard processor designs of similar complexity.

Processor performance can be broken into two components: per-clock (microarchitectural) perfor-
mance when running a particular workload, and the cycle time of the processor. Per-clock performance
includes both instructions-per-clock (IPC) and dynamic instruction count, but we will mostly not con-
sider them separately in this chapter because we are making comparisons across multiple instruction sets
(x86, Nios II, and ARMv7) where instruction count can also vary between processors. The per-clock per-
formance can be evaluated using cycle-level simulation of the processor with various workloads, while
cycle time is evaluated using synthesized circuit designs. Most of this chapter is dedicated to measur-
ing the per-clock performance of various processors, since per-clock performance varies with workload,
while cycle time depends only on the circuit design.

In this chapter, per-clock performance ismeasuredusing a set of user-modeworkloads runningunder
Linux. Because we wish to compare to processors using different instruction set architectures, we cannot
use x86-specific workloads (such as operating systems). In addition, booting operating systems (even on
the same instruction set) has inconsistent behaviour due to I/O (disk) and hardware initialization (device
driver) delays, which differ depending on the system configuration. Since we also compare against twenty
years of x86 systems, it is impossible to keep I/O and hardware devices unchanged between machines.

Most of our comparisons are with other x86-based systems, mainly due to the lower effort required.
All of our x86-based systemswere able to boot off the same disk image: The highest effort task was finding

196
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suitable disks to boot from, as disk interfaces changed from parallel ATA to SATA and USB over time.
In contrast, the ARM system required using a custom OS distribution built for our particular system,
while the Nios-based system required cross-compiling a Linux distribution from source code along with
hardware and kernel changes to create a usable system. This illustrates one of the advantages of using a
standardized instruction set and system (x86 PC).

The rest of the chapter discusses our performance measurement methodology (Section 13.1), then
describes the workloads used (Section 13.1.1) and the processors we tested (Section 13.1.2). To give some
context to the processor performance, we firstmeasure thememory system latency for the various systems
(Section 13.2) before presenting per-clock performance results for running our workloads (Section 13.3).
Finally, we combine area and cycle time estimates for our processor and compare the final wall-clock
performance with other FPGA processors in Section 13.4.

13.1 Methodology

To evaluate the performance of our processor design, we need to measure the runtime of a set of work-
loads on both our processor and a collection of other processors.

The workloads we use in this chapter are user-mode Linux programs. The need to compare across
multiple instruction sets requires that the workloads be portable across instruction sets. These workloads
are similar to, but different from those presented in Table 4.1 on page 48. In this chapter, we recompiled
all of the workloads and ran all workloads to completion instead of sampling part of the workload.

All of the workloads were compiled using gcc 6.2.0, targeting four instruction sets: 32-bit x86 (P5),
32-bit x86 (P6), Nios II, and ARMv7. The P6 (Pentium Pro) instruction set is a superset of the P5 (Pen-
tium), mainly by adding conditional move instructions. We did not test any systems older than the P5.
We used the P6 executables as the default because our design targets this instruction set, but used P5
executables for older systems that do not support the P6 instructions. All of the P6-capable systems,
including our processor, ran the same executable binary. Using the same compiler for all instruction set
architectures reduces the impact of compiler quality on the measured performance. This is desirable
because we mainly wish to evaluate the processor microarchitecture. For the same reason, we did not
enable any new x86 extensions beyond the P6 instruction set: While new vector instructions and x86-
64 do provide performance improvements, these features are more architectural than microarchitectural
features.

Due to the lack of a hardware floating-point unit in our processor design, we excluded workloads that
have a non-negligible amount of floating-point arithmetic.

In this chapter, we ran all workloads to completion. The primary motivation for avoiding sampling
is because there is no easy method to run a specified section of a workload on real hardware without
manually instrumenting the source code for every workload. Because this chapter does little design space
exploration, it was feasible to run all of our workloads to completion. The benchmark set has 1.7 trillion
instructions (nearly all fromSPECint2000), using around 72 days of CPU time to simulate. As a side effect
of running to completion, we avoided the common problem of deciding how to choose a representative
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sample(s) of a workload [178].
Where possible, we ran theworkloads from aRAMdisk tominimize I/O delays. This was particularly

important for the MiBench benchmarks because they are short-running, yet contain large data files, so
disk speed and the time spent in OS kernel filesystem routines can significantly distort the runtime.

13.1.1 Workloads

We chose a variety of workloads, ranging from very old (and small) benchmarks (Stanford, Dhrystone),
embedded benchmarks (MiBench, CoreMark), and much larger and memory-intensive benchmarks
(SPECint2000). We also used two x86 simulators as workloads: Bochs 2.6.8 and our cycle-level detailed
simulator of our processor1 (s86sim), a heavily-modified simulator based on Bochs 2.4.6. While based
on the same code base, the two simulators actually have little (dynamic) code in common: Our simulator
spends almost all of its time doing detailed microarchitecture-level simulation of our processor, which is
our code that is not part of Bochs.

Table 13.1 lists the workloads used in this chapter. The table also includes the dynamic instruction
count of the workload on five different systems. The second column reports the instruction count mea-
sured using the cycle-level simulation of our processor design running the P6 binaries. The following
four columns lists the instruction counts when running the P6 and P5 binaries on a Haswell system, the
Nios II binaries on aNios II/f system, and the ARMv7 binaries on anARMCortex-A9. In all cases, the in-
struction counts include all instructions, both user and supervisor mode, including OS activity unrelated
to the workload (e.g., a timer interrupt).

On the x86 (Haswell) andARMv7 systems, instruction countsweremeasuredusing the Linuxperf_event
interface to access the hardware performance counters. The counters were configured to measure all in-
structions (not just usermode) on a particular processor, and theworkloadswere pinned to that processor
on multiprocessor systems. The perf_event interface has a fairly high overhead (e.g., on Haswell, query-
ing a perf_event counter costs about 4000 instructions and 9000 cycles), but this is negligible because our
workloads run for much longer.

Measuring Nios II instruction count is much less straightforward because the Nios II/f does not have
performance counters. We measured Nios II instruction count by reverse-engineering the Nios II/f pro-
cessor to tap into some of its internal control signals, using those signals to control a set of counters, then
creating a Qsys memory-mapped device to allow software running on the Nios II/f to read those per-
formance counters. Our performance counters measured clock cycles and instruction count, separately
for user and supervisor mode. We verified the correct operation of these counters by creating assembly
microbenchmarks with known instruction counts.

Knowing both the runtime and instruction counts for aworkload enables a comparisonof the architectural-
level differences between instruction sets (i.e., instruction count), as well as the microarchitecture-level
performance (instructions per clock, or IPC). IPC is not used for performance comparisons across dif-
ferent instruction sets due to the difference in instruction count, but IPC is useful for measuring how
close a microarchitecture performs relative to its peak issue width.

1Simulators recursively simulating themselves are fun! [179, p.198]
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The instruction count data can be used to indirectly verify the correctness of our processor, by observ-
ing whether the correct number of instructions are executed. Our simulations are run until completion
of the workload, which is signalled to the simulator by the benchmark when the benchmark finishes2.
If our processor did not execute the workload correctly, it would most likely either terminate after run-
ning an incorrect number of instructions, or never terminate. Therefore, executing the correct number
of instructions is an indicator that execution was correct. In Table 13.1, the instruction counts for our
processor and Haswell (P6) are extremely close, except for those workloads that use a significant amount
of floating-point emulation (See the FPU emulation column for gcc, susan.smoothing, ghostscript, type-
set, and bochs). The instruction count on Haswell tends to be around 0.3% lower than our simulator. We
believe that this is mostly due to the periodic kernel timer interrupt running relatively more frequently
on our processor (simulated at around “100 MHz”3) than on a 4.3 GHz Haswell processor.

Comparing instruction counts in Table 13.1 across instruction sets, we see slight increases (around
6% for SPECint2000) in instruction count for P5 vs P6. The RISC-like instruction sets unsurprisingly
uses more instructions, by about 25-30% compared to P6. However, the relative instruction count varies
significantly between workloads. Notably, both Dhrystone and CoreMark use more instructions on x86
than both Nios II and ARMv7.

One particularly interesting data point is SPECint2000mcf, a workload known for itsmemory access
patterns with poor locality [175]. The instruction count for theNios II is nearly twice that for x86, and the
difference was essentially all supervisor mode instructions. The P6 binary executed 48 billion user-mode
(CPL 3) and 0.16 billion supervisor-mode (CPL 0) instructions, while theNios II executed 42 billion user-
mode and 39 billion supervisor-mode instructions. We believe the large number of supervisor-modeNios
II instructions is due to the Nios II architecture’s use of software TLBmiss handling and the large number
of TLB misses in mcf. This data point suggests that software TLB miss handling can be expensive: the
Nios II/f spends almost half of the instructions (although only 21% of cycles) in the TLB miss handler
for mcf.

To give some sense of the memory system demands of the workloads, we also listed the maximum
resident set size for each workload in Table 13.1, as reported by Linux running the P6 binaries. This pro-
vides an approximation of how much memory a workload uses, but does not provide much information
about its working set size or memory access patterns. The SPECint2000 suite clearly has a much larger
memory footprint than the MiBench, Stanford, Dhrystone, and CoreMark.

Compared to earlier chapters in the thesis, we omitted several more components of MiBench due to
issues noticed when trying to compare results across different machines. We omitted qsort because it
relies on the C runtime library’s qsort function, which requires using the same version of the C runtime
library for a fair comparison (We saw up to 33% difference in instruction count). We excluded pgp for
doing toomuch I/Owhile being a very short benchmark: We could not get consistent instruction count or
runtime even for multiple runs on the same machine (We saw around 50% variation in instruction count

2We used the CPUID instruction with a parameter (eax) to signal the simulator about events such as workload start and
end. CPUID with an invalid parameter does not throw an exception, so the same binary runs on real hardware as well.

3The simulated clock actually runs at a rate of 100M committed instructions per second. See Section 4.4.2 for how we keep
track of simulated time.
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Workload Instruction Count % FPU Max. mem
Ours (P6) x86 P6 x86 P5 Nios II ARMv7 emulation (MB)

SPECint2000 ×109
bzip 273.7 273.3 306.4 342.5 319.6 186
crafty 192.5 192.1 209.3 245.3 245.0 3
gap 197.6 197.1 217.0 220.8 205.0 194
gcc 118.7 113.5 114.9 195.4 159.3 4 144
gzip 284.4 283.5 308.6 361.3 366.7 182
mcf 48.2 48.1 47.9 81.1 64.2 80
parser 281.4 280.1 294.5 320.0 447.6 28
vortex 307.8 306.2 293.8 380.2 346.3 67

MiBench 1.0 ×106
bitcount 573 572 591 512 741 2.7
susan.smoothing 404 379 518 323 257 6 1.4
dijkstra 171 171 171 155 208 2.6
blowfish.enc 770 754 794 1036 865 3.1
blowfish.dec 770 757 796 1035 860 3.1
rijndael.enc 301 298 300 493 390 1.9
rijndael.dec 298 297 294 478 396 2.0
sha 139 137 130 126 106 2.6
ghostscript 1358 936 940 1382 934 31 4.0
ispell 985 969 972 1327 1219 2.6
stringsearch 4.00 3.97 3.99 4.98 4.20 2.7
jpeg.enc 86 85 94 105 97 2.4
jpeg.dec 22.8 22.2 25.0 25.7 20.2 1.2
mad 260 258 260 241 217 2.7
tiff2bw 184 155 214 518 166 2.6
tiffdither 964 956 979 1455 997 2.6
tiffmedian 588 561 620 1411 636 2.6
typeset 426 400 416 548 483 4 7.5
adpcm.enc 841 839 791 618 803 0.9
adpcm.dec 674 684 669 518 544 0.9
crc32 1724 1688 1733 2300 1996 2.6
gsm.enc 1085 1080 1170 1321 986 1.9
gsm.dec 498 492 506 493 579 1.1

Stanford ×106 0.6
perm 0.87 0.87 0.91 1.36 1.03 –
towers 0.67 0.67 0.71 1.08 0.79 –
queens 0.54 0.54 0.58 0.60 1.01 –
intmm 0.53 0.53 0.53 0.58 0.39 –
puzzle 5.35 5.35 5.33 5.31 5.75 –
quicksort 0.86 0.86 0.93 0.74 1.14 –
bubblesort 1.01 1.01 1.01 1.03 1.27 –
treesort 1.90 1.90 1.94 1.98 2.33 –

dhrystone 231 224 213 196 202 0.5
coremark 221 221 258 190 199 0.6
bochs 3292 2697 2817 3236 2842 18 21.6
Our simulator 5515 5504 5577 6863 6504 46.3

Table 13.1: Benchmarks and instruction counts
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between runs). The tiff benchmarks also need special handling as the OS’s I/O code contributes up to
a third of the entire benchmark, resulting in non-negligible variations between systems: For example, the
instruction count is 23% higher when running tiff2bw from a disk compared to a RAM disk (tmpfs),
with the entire difference due to OS (supervisor mode) code.

13.1.2 Descriptions of Systems Compared

After choosing the set ofworkloads and ameasurementmethodology, weneed to choose a set ofmachines
to compare. Sincewe designed an FPGA soft processor, we compare against the twomost obvious options
for FPGA processors: A pipelined RISC soft processor offered by an FPGA vendor (Altera Nios II/f) and
an embedded ARM hard processor system (ARM Cortex-A9) available on some recent FPGAs. We also
compared against a variety of x86 microarchitectures to provide context within the large design space
of existing x86 processors, both historical and recent, both in-order and out-of-order, and both high-
performance (for its time) and low-power designs.

Table 13.3 lists the systems we compare. The rest of this section will briefly describe each of these
systems.

Our processor design

By this point in the thesis, the microarchitectural parameters of our processor design have already been
decided. Table 13.2 lists the microarchitectural parameters we used. A block diagram of our microarchi-
tecture (originally from Figure 5.1) has been reproduced here (Figure 13.1).

To make a reasonably fair comparison with other processors, we need to model a memory system
with reasonable performance. For our simple performance model of main memory, this means choosing
the memory latency. Choosing a representative latency is harder than it seems because memory system
latency can vary by a factor of ten between systems of the same memory type, and by a factor of four even
for the same memory on the same FPGA and board. Section 13.2.1 will present some measurements of
the raw memory latency on various systems.

We chose tomodel a (raw)memory system latency (excluding cache and pipeline delays) of 30 cycles.
This was chosen because we thought 150 ns (30 cycles at 200 MHz) of main memory latency could be
achieved on a low-cost memory system found in embedded systems. For comparison, high-performance
desktop processors using commodity DDR3 SDRAM achieve around 40 ns of (raw) latency, while on a
Cyclone V SoC FPGA, the hard processor system with DDR3 SDRAM achieves approximately 125 ns
while the Nios II using the samememory controller achieves around 390 ns. As suggested by our calcula-
tions from Section 3.5.5 that suggested FPGA memory controllers might achieve around 85 ns of latency,
we expect that the memory latency of a soft processor could be significantly better than the 390 ns we
measured on this particular Nios II/f system. In our memory model, we did not impose a memory band-
width constraint. Due to the low clock speed of soft processors (and unlike most hard processors), our
sustained L2 cache bandwidth (one 32-byte cache line every two clock cycles at 200 MHz, or 3.2 GB/s) is
well below the bandwidth an off-chip DRAM memory system can provide (e.g., one 64-bit DDR3 DIMM
at 400 MHz or 800 MT/s already provides 6.4 GB/s).
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Parameter Value

Fetch 8 bytes per cycle
Instruction Cache 8 KB, 2-way, 32-byte lines
Instruction TLB 128-entry, 2-way

Branch prediction Overriding predictor. Fetch: 4-way 16k-
entry BTB, 16-entry RAS; Decode: 8K-
entry gshare, 512-entry 1-way indirect
branch, 16-entry RAS

Decode 2 x86 instructions per cycle, 2micro-ops
per cycle

Rename 2 micro-ops per cycle
Reorder buffer 64 micro-op reorder buffer

Commit 2 micro-ops per cycle
Scheduler 10/10/7/5 entries, distributed

Execute 1 branch/complex, 1 ALU, 1 AGU, 1
store-data

Execution latency 3 cycles complex, 1 cycle simple ALU, 3
cycle load

Memory execution 16-entry store queue, 16-entry load
queue

Main memory 30-cycle latency (150 ns at 200 MHz)
L1 Data Cache 8 KB, 2-way, 32-byte lines

L2 Cache 256 KB, 4-way, 32-byte lines
Data TLB 128-entry 2-way

Table 13.2: Simulated microarchitectural parameters

For the purpose of a fair per-clock performance comparison with the Nios II/f we tested, choosing 30
cycles of latency is conveniently a good approximation. The cachemiss (with TLB hit) latency of our Nios
II/f system at 100 MHz is 39 cycles, while 30 cycles of raw latency on our design results in 44 cycles of L2
cache miss (with TLB hit) latency, which is fairly close to the Nios II/f. (All other things equal, a system
with two levels of cache should be expected to have slightly higher effective main memory latency due to
the extra delay for querying the second-level cache before sending the memory request to the memory
controller.)

ARM Cortex-A9

The Cortex-A9 is an out-of-order processor capable of decoding two instructions per clock cycle, with
four execution units (two ALUs, memory, and floating-point) [180].

The ARM Cortex-A9 processor we tested is part of the Altera Cyclone V SoC FPGA, on a DE1-SoC
FPGA development board. The Cyclone V SoC includes a hard processor system with two Cortex-A9
processors, which we ran at 800 MHz. The processor is attached to a 32-bit DDR3 SDRAM interface at
400 MHz (800 MT/s).
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Nios II/f

The Nios II/f is a 6-stage single-issue in-order pipelined processor [17]. There are currently two versions
of the Nios II/f: Gen2 and Classic [17, 181]. The two versions have essentially the same area and per-
formance characteristics. We tested Gen2, but also briefly tested Classic and observed no performance
difference between the two.

Being a soft processor, several microarchitectural parameters are configurable. We chose values that
tuned the processor toward higher performance. We configured our Nios II/f with 32 KB instruction and
data caches, an MMU with 6-entry DTLB, 4-entry ITLB, and 128-entry L2 TLB, a radix-2 divider, 32-bit
multiplier, and 256-entry dynamic branch predictor.

The Nios II/f system was implemented as part of the same Cyclone V SoC FPGA used for the ARM
Cortex-A9, running at 100 MHz. Its memory system is the same as the one used for the A9: 32-bit
DDR3 at 400 MHz. However, memory requests traverse through a FPGA-to-HPS SDRAM bridge in
order to access the hard processor system’s memory controller from the FPGA, which appears to add a
large amount of latency (around 250 ns extra). Unfortunately, the FPGA-to-HPS SDRAM bridge seems
to be the fastest method to use the hard memory controller on this FPGA SoC.

We were able to use 472 MB memory out of the 1 GB on the board. Attempting to use more memory
would cause Linux to hang early in the boot process.

Intel Pentium

The Pentium (also known as P5) was Intel’s first superscalar x86 processor, capable of two-issue in-order
execution. It was the microarchitecture that preceded the out-of-order Pentium Pro.

Our test system used 256 MB of SDRAM. From our test systems, the Pentium and K6 processors
shared the same motherboard, and therefore have the same L2 cache and memory system.

Intel Pentium Pro

The Pentium Pro (also known as P6) was Intel’s first out-of-order x86 processor. The Pentium Pro can
decode and commit three instructions per clock cycle, and has 5 execution units (twoALUs, load address,
store address, and store data) [103]. Themicroarchitecture later evolved into the Pentium II and Pentium
III (and many more) microarchitectures. Our test system used a Pentium Pro processor with 256 KB of
in-package L2 cache (The Pentium Pro is a dual-die package) and 320 MB of registered EDO DRAM
memory.

Looking solely at issue width and execution unit count would suggest that the Pentium Pro would
perform slightly better than our two-way design with 4 execution units.

Intel Pentium 4

After years of evolving the P6 microarchitecture, the Pentium 4 was a new design that traded per-clock
performance for higher clock speeds. After several evolutions of thismicroarchitecture, high clock speeds
eventually led to excessive power consumption, and this microarchitecture was eventually abandoned in
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favour of P6-derived designs. We tested the second iteration of the microarchitecture (130 nm North-
wood). Our test system used 2 GB of DDR SDRAM memory.

Intel Nehalem

Nehalem is a high-performance four-issue out-of-order microarchitecture from 2008. We included this
processor because there is an FPGA emulation of it based on the RTL code for this processor [21]. Our
test system used 8 GB of DDR3 SDRAM memory.

Intel Haswell

Haswell is a high-performancemicroarchitecture from 2013, and the newestmicroarchitecture we tested.
Our test system used 16 GB of DDR3 SDRAM memory.

Intel Atom Bonnell

The Intel Atom (Bonnell) is a two-issue in-order design, targeting lower-performance low-power appli-
cations. Recent low-power processors provide interesting comparisons, as their microarchitectures are
a recent design, yet with high-level parameters (such as issue width) similar to the much older designs
(e.g., both Bonnell (2008) and Pentium (1993) are two-issue in-order processors). Due to improved pro-
cess technology (45 nm vs. 350 nm), the Atom has much higher clock speeds (and thus, higher memory
latency in clock cycles), but also much larger caches (24 KB L1 + 512 KB L2 vs. 8 KB L1).

Our test system used 1 GB of DDR3 SDRAM memory.

Intel Atom Silvermont

The out-of-order Silvermont is a relatively new x86 microarchitecture that was designed for low power
rather than high performance. Despite the shared name, it is a different design than the Bonnell. It is
an interesting comparison because it is a modern design, yet targets the same issue width (2-way) as our
design.

Our test system used 2 GB of DDR3 SDRAM memory.

AMD K6

The K6 was AMD’s second out-of-order x86 microarchitecture (following the K5), providing a second
example of an out-of-order microarchitecture from around the same time as the Pentium Pro. Our test
system used the same motherboard as our Pentium test system (256 MB of SDRAM).

AMD Piledriver

The Piledriver is AMD’s high-performance microarchitecture from 2012. Our test system used 16 GB of
DDR3 SDRAM memory.
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Processor ISA Issue
width

Data caches Mem1 Frequency Process Year2
L1/L2/L3 (KB) clk ns MHz

Out-of-Order Processors
This work x86 (P6) 2 8/ 256/ 73 365 ∼200 Stratix IV —
ARM Cortex-A9 ARMv7 2 32/ 512/ 190 240 800 28 nm 2007
Intel Pentium Pro x86 (P6) 3 8/ 256/ 87 370 233 350 nm 1995
Intel Pentium 4 x86 3 8/ 512/ 400 140 2800 130 nm 2002
Intel Atom Silvermont x86-64 2 32/1024/ 335 140 2420 22 nm 2013
Intel Nehalem x86-64 4 32/ 256/ 8192 190 59 3200 45 nm 2008
Intel Haswell x86-64 4 32/ 256/ 8192 225 53 4300 22 nm 2013
AMD K6 x86 (P5) 2 32/1024/ 78 470 166 350 nm 1997
AMD Piledriver x86-64 4 16/2048/ 8192 217 62 3500 32 nm 2012
VIA Nano x86-64 3 64/1024/ 177 177 1000 65 nm 2009

In-Order Processors
Nios II/f Nios II 1 32/ / 150 1500 100 Cyclone V 20083
Intel Pentium x86 (P5) 2 8/1024/ 85 425 200 350 nm 1993
Intel Atom Bonnell x86-64 2 24/ 512/ 231 144 1600 45 nm 2008
VIA C3 x86 (P5) 1 64/ 64/ 235 430 550 150 nm 2001
1 We report the read latency for randomly accessing a 128 MB array, including any cache and TLB effects. See Section 13.2 on the

difficulty of measuring memory latency.
2 We list the year of introduction of the first implementation of the microarchitecture, rather than the release date of the specific

implementation we tested.
3 The Nios II was released in 2004 [181], with the MMU first appearing in 2008 [181]. We tested the Nios II Gen2 released in

2015 [17], which is essentially unchanged in performance and area compared to the Nios II “Classic”

Table 13.3: Test system microarchitectures

VIA C3

TheVIAC3 is a single-issue in-ordermicroarchitecture. It wasmainly used in low-power/low-performance
systems. Our test system used 512 MB of SDRAM.

VIA Nano

The VIA Nano is a three-issue out-of-order microarchitecture designed by Centaur Technologies. Like
the Atom, it is found mainly in low-power, lower-performance systems than high-performance proces-
sors from Intel and AMD. Like the Atom Silvermont (but earlier by four years), it is an example of a
recently-designed out-of-order microarchitecture that did not target the high-performance market.

Our test system used 1 GB of DDR3 SDRAM memory.

13.2 Memory System Latency Measurements

In this section, we seek to characterize thememory system latency of the various systemswe tested. There
are two motivations for this. First, we wish to know what is a “typical” memory latency for an FPGA-
based memory system so we can make a fair comparison between our simulated memory system and
current FPGA processors. Second, we can use these measurements to evaluate the effect of cache and
TLB designs on the overall latency of the memory system, as seen by software.
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In this section, we measure memory latency using a microbenchmark that uses a random cyclic ac-
cess pattern over a fixed-size array. The microbenchmark cycles through a random permutation of the
cache lines in the array, visiting each cache line in the array in a random order, exactly once, before
repeating the cycle again. The inner loop of the microbenchmark consists only of the loop index com-
putation (decrement and conditional branch) and data-dependent load instructions (unrolled), so there
is minimal arithmetic overhead. On most architectures (especially out-of-order), the loop overhead is
completely hidden by the higher-latency data-dependent loads. We then increase the size of the array
being randomly accessed and observe how the access latency increases as various caches and TLBs are
overflowed.

13.2.1 Measuring raw main memory latency

We wish to know the typical latency of a soft processor’s memory system, excluding any delays caused by
the processor design itself, so that we can simulate an appropriate memory latency that gives reasonably
fair comparisons with our processor.

Measuring the portion of effective memory latency of a system that is caused solely by the main
memory is surprisingly difficult. It is inevitable that any measurement of main memory (i.e., a cache
miss through all levels of cache) must include the delay of detecting the cache misses and restarting the
processor pipeline. We can approximately compensate for this by subtracting out the last-level cache hit
latency, however it is actually not possible tomeasure the cachemiss latency: It is only possible tomeasure
the cache hit latency, which can be greater than the delay to detect a cache miss. However, to make things
even more complicated, many microarchitectures have TLBs that are too small to cover much beyond its
caches (e.g., the Pentium Pro has a 64-entry TLB that covers 256 KB but an L2 cache of 256 KB), and it
becomes impossible to choose an array size or access pattern that will reliably cause last-level cachemisses
but no TLB misses. Newer microarchitectures that support large page sizes work around this problem,
because the same number of TLB entries covers much larger arrays.

We were able to measure with reasonable accuracy the memory latency of recent x86 systems (using
large 2 MB page size), the Nios II/f (by creating a configuration with a very small data cache), and our
simulated processor design (we have large TLBs). Figure 13.2 shows these measurements.

Figure 13.2a shows measurements (using small 4 KB pages) of the Nios II/f at 100 MHz and our
processor (cycle-level simulation). We measured two configurations of the Nios II/f, one with 32 KB L1
cache and one with 512 bytes of L1 cache. Using a very small L1 cache allowed measuring the memory
latency without any TLB misses (The L1 data TLB is 6 entries, covering 24 KB). The main memory access
latency, including the delays of restarting the processor pipeline, is around 39 cycles (or 390 ns at 100
MHz). The delay of main memory alone is likely a few cycles lower, but we have no method of measuring
it.

On the Nios II/f, memory latency starts increasing at 24 KB due to misses in the 6-entry L1 DTLB.
Between 64 KB and 512 KB, both configurations of the Nios II/f have the same memory latency: At those
array sizes, memory accesses on both configurations experience a data cache miss, a L1 DTLB miss, and
a L2 TLB hit. Beyond 512 KB, the Nios II/f with a smaller L1 cache again sees higher memory latency.
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because the L1 cache size again affects how much of the page tables (in memory) are cached, increasing
the TLB miss latency of the small-cache configuration.

For our design (shown in the green curve in Figure 13.2a), we use a large 128-entry L1 TLB, so TLB
miss effects only affect array sizes greater than 512 KB.The L2 cache hit time is 9 cycles, while the L2 miss
(and TLB hit) time is 44 cycles. Their difference (35 cycles) is the memory access latency including some
overhead (Recall from Section 12.5 that memory requests pass through the L2 pipeline a second time
when returning to the CPU).Thismeasurement illustrates the difficulty of isolating the portion of latency
that is entirely outside of the processor: In our case, we know the memory latency is 30 cycles, while the
measurement shows 35 including overhead. Using a simulated memory latency of 30 cycles matches
the Nios II/f ’s measured latency reasonably well, which allows a reasonably fair per-clock performance
comparison between our design and the Nios II/f.

Figure 13.2b shows similar measurements on several x86 systems, using large 2 MB pages to reduce
the impact of TLB misses. The memory latency including overhead is around 171 cycles (195 − 24) or
107 ns (at 1.6 GHz) for the Intel Atom (Bonnell, in-order)⁴, 175 cycles or 41 ns (at 4.3 GHz) for Intel
Haswell, and 143 cycles or 41 ns (at 3.5 GHz) for AMD Piledriver. The difference in memory latency
between the “high-performance” and “low-power” systems is surprisingly large (2.6 times) despite all
three systems using DDR3 SDRAM. But the 390 ns Nios II/f is much slower still.

Our Nios II/f is implemented in a Cyclone V SoC FPGA, containing a hard ARM processor system
including DDR3 SDRAM controller. The memory system connects the CPU through a FPGA-to-HPS
SDRAM bridge to access DDR3 SDRAM through the hard memory controller. The unusually slow Nios
II/f memory latency leads us to ask whether the memory latency is this high for the entire memory sys-
tem, or whether is it due to a slow FPGA-to-HPS SDRAM bridge. To do this, we measure the memory
latency from the ARM Cortex-A9 hard processor on the same chip, using the same memory controller
andDRAM, butwithout passing through the FPGA. Figure 13.2c showsmeasurements using 4KBpages⁵.
Due to the use of 4 KB pages, it is difficult to separate out the latency caused by TLB misses from the la-
tency of main memory. We estimate the memory latency to be around 104 cycles (140 − 36), or 130 ns
(at 800 MHz). While there is considerable uncertainly about this number, it is clear that it is much better
than the memory latency from the Nios II/f (390 ns), and comparable to the low-power/low-cost Intel
Bonnell (107 ns). We conclude that soft processor memory systems could be made to match the latency
of low-cost PCs, and are not necessarily three times worse.

For the remainder of this chapter, we will model a main memory latency of 30 cycles for our pro-
cessor. This provides a reasonably fair per-clock performance comparison with the Nios II/f when both
processors are running at a similar clock speed, and is also a reasonable (slightly pessimistic) estimate
of the achievable memory latency for a low-cost embedded system if our processor ran at 200 MHz (30
cycles at 200 MHz is 150 ns).

⁴It can be seen in the plot that Bonnell’s 16-entry L1 DTLB actually fractures 2 MB pages into 4 KB TLB entries, and costs
about 10 cycles to access the 8-entry L2 TLB when the array size exceeds 16 4 KB pages (64 KB).

⁵The Linux mainline kernel does not support huge pages without LPAE (Large Physical Address Extensions), which the
Cortex-A9 does not have.
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13.2.2 Effect of caches and TLB

Theprevious section attempted to find thememory latency of a reasonable FPGA-basedmemory system,
so that we can make a fair comparison to the existing Nios II/f soft processor. In this section, we use the
same experiments, but look at the performance impact of the entire memory system design, including
caches and TLBs.

The impact to the performance of the processor is not solely determined by the raw latency of the
memory system, but by the effective latency actually perceived by load/store instructions running on the
processor, including the effects of caches and TLBs. In this section, we compare the Nios II/f with our
processor design, as well as two out-of-order x86 designs running at a similar clock rate. Thus, we are
comparing the performance of the cache and TLB systems between systems with similar raw memory
latency, both in clock cycles and in wall-clock time.

We will first revisit Figure 13.2a, a comparison between Nios II/f and our processor where the raw
memory latency is similar. Because the Nios II/f has larger 32 KB data caches, its memory latency is
lower than our design that has 8 KB L1 cache, for arrays below 32 KB. However, our larger L1 TLB (128
entries vs 6) and the 256 KB L2 cache keeps latency lower for larger array sizes. For both systems, page
table walks occur for arrays beyond 512 KB because both systems have 128-entry (L1 for our design,
L2 for Nios II/f) TLBs which cover a 512 KB virtual address range. At 512 KB, the Nios II/f memory
latency increases much faster than our design because the Nios II/f has slower TLB miss handling. The
Nios II architecture uses software TLB miss handling (by throwing an exception), while x86 designs use
hardware page table walks. In addition, page table walks are cached by the L2 cache, keeping TLB miss
(page table walk) latency low. It appears Nios II/f page table walks are also cached by its L1 cache (the TLB
miss handling time is higher if the L1 cache is smaller), but does not appear to be as effective, possibly
because a software TLB miss handler makes multiple cached memory accesses beyond just reading the
page tables.

Figure 13.2d shows the same comparison, but with two x86 systems with similar clock speeds: the
Intel Pentium Pro at 233 MHz, and AMD K6 at 166 MHz. We do not compare to more recent processors
here because it is difficult to make meaningful comparisons when the memory latency (in clock cycles)
differs drastically between systems. The AMD K6 has larger caches, but the 1 MB of L2 cache is located
on the motherboard, and thus much slower than an on-chip or on-package L2 cache. Unlike for the
Nios II/f, all three x86 designs behave similarly for large array sizes, as all designs use hardware page
table walks that are cached. As we will see in the next section, the relatively poor Nios II/f memory
system performance for large array sizes tends to disproportionately hurt workloads with large working
sets such as SPECint2000 compared to small benchmarks such as Dhrystone and CoreMark.

13.3 Performance-per-Clock Results

This section compares the per-clock performance for running the workloads described above (in Sec-
tion 13.1.1) on a cycle-level simulation of our processor andonother systems (described in Section 13.1.2).
This section focuses on per-clock performance, which attempts to measure the processor microarchitec-
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Figure 13.3: Per-clock performance (in x86 instructions per clock) for Nios II/f, our design, and Intel
Haswell. Includes geometric means for SPECint2000, MiBench, and Stanford suites.

ture’s contribution to processor performance, separating out the impact of the implementation technol-
ogy. While microarchitecture can impact wall-clock performance via clock speeds by pipelining, most
of the variation in clock speeds is due to the implementation technologies: The systems we tested span
clock frequencies from 100 MHz to 4300 MHz and implementation technologies including FPGAs and
20 years of silicon fabrication technology (from 350 nm to 22 nm). We will incorporate area and clock
speed comparisons in the next section, where we compare only to the same implementation technology.

We begin this section with a comparison between our processor, the Nios II/f, and Intel Haswell (the
fastest processor in our tests). We then present the same comparison with more processors, but present
only the geometric means of each benchmark suite due to the large amount of data. We then evaluate the
sensitivity of our processor design to the memory latency we assumed in our cycle-level simulation.

Figure 13.3 and Table 13.4 compare our processor design to the Nios II/f and Intel Haswell, for each
benchmark. The metric used in this comparison is the number of non-floating-point-emulation x86
instructions (asmeasured on our processor’s simulation) divided by the number of processor clock cycles
to finish the benchmark on the measured processor. We use a unit of non-floating-point-emulation x86
instructions because it reflects the amount of useful work performed by the benchmark, while excluding
microarchitectural effects such as choosing to emulate the floating-point unit. Thismetric is proportional
to per-clock performance (amount of useful work performed per clock cycle), but is not necessarily the
same as instructions-per-clock (IPC). The metric is equivalent to IPC on x86 systems that do not need
floating-point emulation or on benchmarks that have negligible use of floating-point instructions. On
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Benchmark Nios II/f This work Haswell This work vs. Nios II/f

Dhrystone 0.78 1.13 3.07 1.45
CoreMark 0.77 1.02 2.40 1.32

Bochs 0.37 0.88 2.54 2.37
Our simulator (s86sim) 0.17 0.58 1.95 3.32

SPECint2000 (geomean) 0.24 0.66 1.49 2.73
MiBench (geomean) 0.47 1.06 2.34 2.25
Stanford (geomean) 0.54 1.00 1.81 1.83

Table 13.4: Per-clock performance (in x86 instructions per clock) for Nios II/f, our design, and Intel
Haswell, and speedup of this work compared to the Nios II/f. This is the same data as in Figure 13.3.

Nios II, this metric accurately shows the relative per-clock performance, but in units of (x86 instructions
per Nios II clock cycle), and is not the Nios II IPC. The raw Nios II IPC tends to be higher because the
same workload usually requires more instructions on Nios II.

These measurements show that we have achieved large gains in per-clock performance over the Nios
II/f of around two times, somewhat higher for the memory-intensive SPECint2000 benchmarks and less
for non-memory-intensive benchmarks such as Dhrystone and CoreMark. However, it also shows that
there is more potential performance improvements for even more aggressive designs: Haswell achieves 2
to 3 times higher per-clock performance with a design that is at least two times greater than our design in
essentially every high-level design parameter (issue width, execution width, number of ALUs, etc.) This
figure also shows that the memory-intensive SPECint2000 benchmarks tend to achieve lower per-clock
performance than benchmarks with smaller memory working sets, especially on the Nios II/f.

We believe that the overall per-clock performance achieved on our processor is reasonable. Although
our processor was designed for a peak IPC of 2, single-threaded processors rarely sustain an IPC close
to its peak. Our use of just one general-purpose (simple) ALU means that sustained IPC would unlikely
reach the peak IPC even for “nice” workloads with no cache misses. Despite the ALU limit, our proces-
sor exceeds 1 IPC on many benchmarks, and averages above 1 IPC on benchmarks with small memory
working sets: Dhrystone, CoreMark, and the MiBench and Stanford benchmark suites. For comparison,
the Intel Haswell achieves a sustained IPC of about half of its peak throughput of 4 IPC, and the Nios II/f
achieves about half of its peak throughput of 1 IPC.

We ran the same set of workloads on more processors to see how our processor compares to various
x86 processors over the last 20 years. Figure 13.4 shows this data, normalized to our processor, and sum-
marized into five groups of benchmarks (Each group is the geometric mean of its components). Higher
numbers are slower. The chart is sorted by each processor’s per-clock performance. Note that the mem-
ory latency (in clock cycles) differs greatly between systems, so truly fair microarchitecture comparisons
can only be made between systems with similar memory latency in clock cycles (which are usually those
with similar clock speeds). This figure shows that on our workloads, our processor design is slightly faster
per clock than the Pentium Pro (3-way x86, 1995) and slightly slower than the Atom Silvermont (2-way
x86, 2013).

Interestingly (but not too surprisingly), the only in-order processors are the four slowest processors
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in this list, with the two-issue processors (Bonnell and Pentium) being faster than single-issue processors
(Nios II/f and VIA C3).

Included in this comparison are three processors that are intended to be used on an FPGA: Our
soft processor, the Nios II/f soft processor, and the ARM Cortex-A9 found as a hard processor on some
current-generation FPGAs. Our processor achieves higher per-clock performance than the two-issue
out-of-order Cortex-A9, but the A9 has 4 to 5 times higher clock speed due to being a hard processor.

Compared to the Nios II/f (and many other processors), our design performs relatively poorly on
Dhrystone and CoreMark, possibly due to the lack of (simple arithmetic) ALUs. Conversely, the RISC-
like architectures (Nios II/f and ARM Cortex-A9) seem to do unusually well on these two benchmarks.

13.3.1 Sensitivity to Memory Latency

The results above for our processor assumes a memory latency of 30 cycles (or 150 ns at 200 MHz).
This provided a reasonably fair comparison with the Nios II/f we tested. In this section, we measure
how performance changes if the assumed memory latency changes. Figure 13.5 shows the sensitivity of
performance to memory latency, with Figure 13.5a showing per-benchmark suite geometric means, and
Figure 13.5b showing per-benchmark results. We simulated memory latency of 20, 30, and 40, and 160
cycles. While 20–40 cyclesmay be a reasonable range ofmemory latencies for an FPGA soft processor, we
included 160 cycles tomodel whatmight happen if wewere able to use ourmicroarchitecture unmodified
as a high-performance processor, running at 4 GHz with 40 ns memory latency (or 160 cycles).

For moderate changes in memory latency (20–40 cycles), caches work well and performance changes
are mostly small. Unsurprisingly, benchmarks with larger memory footprints (such as SPECint2000)
are more sensitive to memory latency, while those that fit completely in the cache are not. Compared
to 30 cycles, for 20 and 40 cycles of memory latency (±33%), SPECint2000 performance increases and
decreases by 6%, respectively, with mcf being particularly sensitive (±18%).

At 160 cycles of latency, SPECint2000 runtime increases by 70% (1.7×), withmcf (with its high cache
and TLB miss rates) taking 3.4 times as long to run. The MiBench geomean of 1.14 hides the fact that
several of its component benchmarks have large (>57%) slowdowns due to the high 160-cycle memory
latency, hidden by many of the other components that have small enough working sets to be minimally
affected by the high memory latency. For small benchmarks, both Dhrystone and CoreMark fit entirely
in the cache and are 0.1% slower at 160 cycles of memory latency. If our processor were used unmodified
in a systemwith 160-cyclememory latency, the decrease in performance wouldmove the processor down
two places in Figure 13.4, ranked slightly faster than the Pentium 4.

13.4 Area, Frequency, and Wall-clock Performance

This section combines the per-clock performance from the previous section with area and clock fre-
quency measurements. We compare our processor with other processors to evaluate the final wall-clock
performance. Because both area and frequency are heavily dependent on the implementation technol-
ogy, comparisons are meaningful only when the implementation technology is similar. In our case, this
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Component Area Estimate1 Frequency Chapter Status
(Equiv. ALM) (Equiv. ALM) (MHz)

Decode 4300 5000 247 6 Partial
Branch prediction — 1000 — 6 No circuit
Register Renaming 1900 1900 317 7 Complete
ROB + Commit — 2000 — 8 No circuit
Scheduler 3800 4000 275 9 Complete
Register file 2400 2400 260 10 Complete
Execution 2300 2300 240 10 Complete
Memory system 200 12 Complete
Logic 9000 9000
L1/L2 Cache memory 5000 5000

Microcode — 500 — 5.3.4 No circuit

Total 28 700 200
1 We estimated the area required for components that are not yet implemented, and the final area for components that are

only partially implemented.

Table 13.5: Area and frequency estimates for completed processor

Component Logic Area RAM Total Area Frequency
(ALM) (M9K) (M144K) (Equiv. ALM) (MHz)

Nios II/f1 2100 76 4400
DDR3 SDRAM controller 5100 19 2 6200
Two timers 180 — — 180
1 KB SRAM2 2 2 — 60
UART 90 2 — 150
Qsys interconnect 2200 8 — 2400

Total 9600 107 2 13000 245
1 Nios II/f configured with 32 KB instruction and data caches, MMU with 6-entry DTLB, 4-entry ITLB, 128-entry L2

TLB, radix-2 divider, 32-bit multiplier, 256-entry dynamic branch predictor, and no JTAG debug.
2 1 KB “tightly-coupled” on-chip RAM holds the interrupt vector and TLB miss handler code.

Table 13.6: Area and frequency of a minimal Nios II/f system with 32 KB caches and MMU

means comparisons between processors implemented on similar FPGAs.

13.4.1 Area

Table 13.5 summarizes the area consumption of the various hardware blocks in our processor. The second
column (Area) lists the ALM usage of each component as presented in earlier chapters. We converted
block RAM area into equivalent ALM area using scaling ratios from Table 3.2. The only components that
use block RAM are the L1 and L2 cache memories. For hardware blocks that are not yet implemented or
incompletely implemented, we estimated the resource usage for the component so thatwe can compute an
approximate resource usage for the complete processor. We estimate that our entire processor, including
caches, will use about 28 700 equivalent Stratix IV ALMs, with about 17% of that total being used by
block RAMs for the L1 and L2 caches.

For comparison with a Nios II/f, we synthesized aminimal Nios II/f Gen2 system for the same Stratix
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IV FPGA. We configured the Nios II/f with the same parameters as those used for the per-clock mea-
surements in the previous section (32 KB instruction and data caches). We omitted optional features
that do not affect performance such as the JTAG debugging interface. The area and cycle time will vary
depending on the configuration of the processor and system.

The FPGA resource usage of our (much more complex) processor is, as expected, much greater than
the resource usage of a performance-tuned Nios II/f processor, which is around 4400 equivalent ALMs.
When comparing the processor alone, our processor design provides around 1.4–2.8 times higher per-
clock performance at a cost of about 6.5 times resource usage. With FPGA capacities still growing expo-
nentially, this is often a reasonable trade-off if performance is important.

In practice, processors are always used as a component of a larger system, consisting at minimum
of a memory controller and a few I/O devices. Because the Nios II/f is so small, other hardware in the
system consume more resources than the processor even in a simple system consisting only of a memory
controller and enough devices to boot Linux without doing anything else particularly useful. Table 13.6
shows the resource usage of such a small computer system. The Nios II/f only comprises about one third
of the system, with the DDR3 controller and Qsys interconnect making up most of the other two-thirds.
Replacing the Nios II/f processor with one that is 6.5 times larger (from 4400 to 28 700 ALMs) would
only cause the resource usage of this minimal computer system to grow by 2.9 times.

We also attempt to make some approximate area comparisons to three x86 processors that have been
synthesized for FPGA and presented in prior work [21, 42, 43]. These comparisons are shown in Ta-
ble 13.7. It is difficult to make fair comparisons with the three Intel processors. The Intel processors are
synthesized from RTL code that was not originally intended for implementation on an FPGA. There are
also differences in which processor components are included in the FPGA design: the FPGA synthesized
versions of the Atom and Nehalem both omitted the L2 cache that exists in the original (hard-processor)
design, while our processor does include a 256 KB L2 cache. They also used different FPGA architectures.
Nonetheless, it is clear that our design (28.5K Stratix IV ALMs) uses no more FPGA resources than the
FPGA-synthesized (2-way in-order) Pentium (66K Virtex-4 4-LUTs), while having a higher-performing
out-of-order microarchitecture that also achieves much higher frequency. We believe that much of the
lower area and higher frequency of our design is due to the difference between designing a processor’s
microarchitecture and circuits for an FPGA compared to taking a non-FPGA design and modifying it to
be synthesizable.

13.4.2 Frequency

In Table 13.5, we also list the achieved clock frequency of each component we implemented. Our esti-
mate of the clock speed for the complete processor is the minimum of the per-component clock speed
estimates. Although combining multiple hardware blocks into a larger circuit usually results in a circuit
slower than the slowest component, we also anticipate that some clock frequency optimizations would
be done on the final design, which may compensate for the frequency loss. We estimate that our proces-
sor will achieve around 200 MHz, limited by the slowest component, the memory system. As most of
the other components are significantly faster (the next slowest unit is 240 MHz), this suggests that extra
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pipelining of the memory system may be worthwhile.
For comparison, the Nios II/f system we synthesized runs at 245 MHz (See Table 13.6). To achieve

this frequency, we had to increase the pipeline depth of the Qsys interconnect (which would addmemory
latency) so that the interconnect would not be on the critical path. Although our processor design has a
lower frequency than the Nios II/f, the increase in per-clock performance of about two times is far greater
than the frequency loss, resulting in higher wall-clock performance.

In Table 13.7, we also listed the frequency of the three FPGA-synthesized Intel processors. However,
the frequency comparisons are not meaningful. Although their processors were modified to better suit
the FPGA, the processors were intended to demonstrate an accurate emulation of a hard processor rather
than maximizing the performance of an FPGA implementation. This is especially true for the Nehalem,
where time-domain multiplexing of signals crossing between FPGAs in their multi-FPGA implementa-
tion causes very low 520 kHz operation.

13.4.3 Wall-Clock Performance

The wall-clock performance of a processor is the product of its per-clock performance (or IPC if the
instruction set is fixed) and clock frequency. The rightmost two columns of Table 13.7 incorporate the
relative performance-per-clock for SPECint2000 from Figure 13.4 for each processor then multiplies it
by the processor’s clock speed, and normalizes that to our processor at 200 MHz.

Despite the clock speed disadvantage compared to the Nios II/f, our design has higher wall-clock
performance on SPECint2000 of about 2.2 times. Our processor, somewhat unexpectedly, has higher
per-clock performance than the two-issue out-of-order ARM Cortex-A9 found in the hard processor
system in the Cyclone V SoC FPGA. However, hard processors have a much higher clock speed: At four
times the clock frequency, the Cortex-A9 is 2.8 times faster than our processor.

For the three Intel processors, the table lists the per-clock performance as measured on a hard pro-
cessor system running our benchmarks. These results would be different than if those processors were
implemented on an FPGA, as their FPGA implementations omit the L2 and L3 caches and the memory
latency (in clock cycles) would be very different due to the lower clock speed on an FPGA. We combined
these per-clock measurements of the hard-processor implementation with area and frequency measure-
ments of the FPGA implementations. As with the above, the results for the three FPGA-synthesized Intel
processors are not as accurate nor meaningful.

In Table 13.7 we also listed the performance of the hard processors we tested, as an informal compar-
ison between FPGA soft processors and hard processors including the differences in the substrate.

13.5 Conclusions

In this chapter, we evaluated the performance and area of our processor design, and compared this to
an FPGA soft processor (Nios II/f), a hard processor found on an FPGA (ARM Cortex-A9), and various
x86 hard processors over the last 20 years.
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Processor Substrate Area Freq. Relative Relative
(MHz) perf/clk perf

FPGA Soft Processors
This work Stratix IV (40 nm) 28 500 ALM 200 1 1
Nios II/f Stratix IV (40 nm) 4400 ALM 245 0.37 0.45
Intel Nehalem [21]1 Virtex-5 (65 nm) 670K 6-LUT 0.52 1.79 0.005
Intel Atom Bonnell [42]2 Virtex-5 (65 nm) 176K 6-LUT 50 0.61 0.15
Intel Pentium [43] Virtex-4 (90 nm) 66K 4-LUT 25 0.49 0.06

Hard Processors
Pentium 350 nm 200 0.49 0.5
AMD K6 350 nm 166 0.69 0.6
Pentium Pro 350 nm 200 0.80 0.8
VIA C3 150 nm 550 0.37 1.0
ARM A9 28 nm 800 0.70 2.8
Atom Bonnell 45 nm 1600 0.61 4.9
VIA Nano 65 nm 1000 1.15 5.8
Pentium 4 130 nm 2800 0.63 8.9
Atom Silvermont 22 nm 2417 1.01 12.2
AMD Piledriver 32 nm 3500 1.46 25.6
Nehalem 45 nm 3200 1.79 28.6
Haswell 22 nm 4300 2.26 48.7
1 Excludes 256 KB L2 cache
2 Excludes 512 KB L2 cache

Table 13.7: Area, frequency, and SPECint2000 performance comparison

We evaluated each processor’s per-clock performance using a collection of workloads. Our proces-
sor’s expected performance per clock is about twice that of the Nios II/f soft processor, with higher gains
for memory-intensive workloads such as SPECint2000 (2.7 times). Compared to other x86 processors,
our design performs reasonably well, with per-clock performance (IPC) between the out-of-order Pen-
tiumPro and out-of-order AtomSilvermont. Per-clock performance is not highly sensitive tomemory la-
tency: Varying thememory latency by 33% resulted in 6% change in thememory-intensive SPECint2000
(at most 18% for mcf), but increasing latency by 5 times would lower our processor’s IPC to be similar to
the Pentium 4.

Our processor is expected to run at 200MHz, limited by thememory system, which could potentially
be further pipelined for higher frequency (The next slowest unit is 240 MHz). This is not much slower
than the Nios II/f ’s 245 MHz. Combining clock frequency with the per-clock performance gains results
in a net wall-clock performance increase of 2.2 times on SPECint2000 vs. the Nios II/f.

Our processor is expected to consume 28 700 equivalent ALMs (including block RAM and DSP
blocks), which is 6.5 times the size of a performance-tuned Nios II/f (4400 ALMs). It is smaller than
Intel x86 processors that were synthesized for (but not designed for) FPGAs. As FPGA capacities grow
to millions of LUTs (e.g., 1.8M in the largest Stratix 10) and as current soft processors only consume a
small part of even a minimal soft computer system, this area increase is likely acceptable in many appli-
cations where higher soft processor performance is useful.
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Conclusions

As FPGAs continue to get larger and less expensive, it becomes increasingly affordable and desirable to
build higher-performance soft processors, including out-of-order processors. As we mentioned in the
introduction (Chapter 1), there is a need for increased single-threaded soft processor performance. We
have shown in this thesis the design of an out-of-order soft processor that achieves double the single-
threaded (wall-clock) performance of a performance-tuned Nios II/f (2.2× on SPECint2000) at a cost of
6.5 times the area of the same processor. This area is about 1.5% of the largest Altera (Stratix 10) FPGA.

We presented a methodology for simulating and verifying the microarchitecture of our processor,
which we used to design a microarchitecture that is sufficiently complete and correct to boot most un-
modified 32-bit x86 operating systems. We showed that the FPGA substrate differences from custom
CMOS do affect processor microarchitecture design choices, such as our use of a physical register file
organization, low-associativity caches and TLBs, and a relatively large TLB. The resulting microarchi-
tecture did not require major microarchitectural compromises to fit an FPGA substrate, and remains a
fairly conventional design. As a result, the per-clock performance of our microarchitecture compares
favourably to commercial x86 processors of similar design. Our two-issue design has slightly higher per-
clock performance than the three-issue out-of-order Pentium Pro (1995) and slightly less than the newer
two-issue out-of-order Atom Silvermont (2013).

While we designed the microarchitecture and circuits for just one specific processor microarchitec-
ture, the processor building blocks can be used to build other soft-processor designs. This includes sim-
pler designs by omitting features, more aggressive designs by scaling up our circuit designs, or even other
(usually simpler) instruction sets. In this processor design, we have tried to be aggressive in our design
choices to show that even aggressive microarchitectures are feasible on an FPGA. These choices include
the use of the complex x86 instruction set, a speculative out-of-order memory system, and single-cycle
ALU execution latency. Creating new microarchitectures by simplifying features from an aggressive de-
sign is easier than designing new features on top of a simpler design.

We have shown an out-of-order x86 soft processor microarchitecture that improves performance
compared to current in-order pipelined soft processors, and developed processor circuits that can be used
in future microarchitectures. For soft-processor systems where performance is important, the availabil-
ity of a faster single-threaded soft processor will allow an easy path to increasing performance, without
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rewriting existing software or designing newhardware accelerators, at amoderate area cost that continues
to become increasingly affordable.

14.1 Summary of Lessons Learned

This section summarizes some of the lessons learned regarding the design methodology, microarchitec-
ture design, and circuit design of our soft processor.

14.1.1 Verification Methodology

When aiming to build a processor, correctness verification requirements are higher than for processor
performance studies. For processor performance studies, a cycle-level simulator where the functional
and timing components are decoupled is often used, as it allows sufficiently-accurate performance mea-
surements without needing to worry about correctly modelling every corner case. When correctness is
required, such a simulator would hide subtle design errors. Instead, we use an execute-in-execute ap-
proach where the behaviours of instructions are computed by the detailed pipeline model. This allows
an error in the detailed design (or timing) to be visible as a functional error that could be detected and
fixed, was essential in verifying the correctness of the hardware design (see Section 4.1.2).

Verification of the behaviour of the processor was done by comparing the cycle-level simulator to an
instruction-set level (functional-only) simulator. When using a cycle-level simulator where timing can
affect the functionality of the simulated instructions (due mainly to asynchronous events such as inter-
rupts), it was important to track simulation time in a way that is equivalent between both the instruction-
set level simulator and the cycle-level simulator so behaviour between the two simulators can be com-
pared. We tracked simulation time for the x86 system in units of committed instruction count, which
progresses identically for both simulators, and track real clock cycles separately for performance mea-
surements (see Section 4.4.2).

14.1.2 Microarchitecture

Chapter 3 compared various “building-block” circuits when implemented on FPGA vs. custom CMOS,
and found that circuits such as adders and block RAM that have dedicated hardware support on FPGAs
are particularly area-efficient, but that different circuit types had similar delay ratios (FPGA delay vs.
customCMOS delay) when comparing the same circuit implemented on FPGA vs. customCMOS.Thus,
we concluded that soft processors do not need highly unconventional microarchitectures in order to be
feasible when implemented on an FPGA.

However, some design decisions are affected by the use of an FPGA, such as strongly preferring the
use of low-associativity caches and a physical register file (PRF) organization (as discussed in Section 3.5).
Using a PRF organization in combination with register renaming (see Chapter 7) and separating execu-
tion units into clusters (see Section 5.1) further benefits an FPGA implementation by allowing all register
files to need only one write port.
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The processor front-end is a fairly conventional x86 fetch and decode-into-micro-ops design. We
chose to use fairly complex (load-operate-store) micro-ops, as we believe it would reduce multiplexing
(at equivalent performance) compared to supporting a higher throughput of simpler micro-ops (see Sec-
tion 5.2).

After decoding, each micro-op’s register references are renamed. We found that using multiple reg-
ister renamer checkpoints was unnecessary: Recovering from a pipeline flush by copying the committed
register renamer state to the speculative register renamer was sufficient (see Chapter 7).

After renaming, micro-ops are inserted into instruction schedulers to be scheduled for execution.
For our multiple-issue (4-way) scheduler, we chose to use a distributed design, where each execution
cluster uses its own scheduler. Distributed schedulers have lower circuit delay, but require more total
scheduler entries to achieve the same instructions-per-cycle as unified schedulers (see Section 9.7.1).
We compared several scheduler circuit implementation styles, and found that while matrix schedulers
are faster than CAM-based schedulers at a small number of entries, their area and delay increase more
quickly than CAM-based schedulers at large sizes (see Section 9.6). We also found that the ability to
instantaneously clear the scheduler at a pipeline flushwas important for keeping the pipeline flush latency
low (see Section 8.3.2).

Most of the difficulty of the design of the execution units was in the circuit design, to fit the required
functionality in the fewest number of pipeline stages. The extra delay caused by computing condition
codes has been a particular challenge, with new circuit designs to reduce this delay (see Section 10.2.3).

The requirement to support a modern operating system creates new requirements, including support
for serializing operations, precise exceptions and atomic commit of instructions, and, for x86, floating-
point support (see Section 5.3). However, themost complex changes to support an operating systemwere
in the memory system to support paging.

For memory system performance, our processor has caches (and TLBs), and supports load-to-store
forwarding, multiple outstanding cache misses, and memory dependence speculation. All of these fea-
tures interact, creating a very complex design (Chapter 12). For circuit speed, we used a virtually-indexed,
physically tagged cache design, to allow the TLB lookup to proceed in parallel with the cache access
(Section 12.8). We used a large (128-entry) but low-associativity (2-way) TLB to better suit the FPGA
substrate: Comparators and multiplexers required for associativity are expensive, while RAM capacity is
relatively cheap, so increasing performance by increasing TLB capacity is a better option than increasing
TLB associativity (Section 12.5.5). Due to the complexity of the L1 data access hardware, we chose to at-
tach the page table walk unit to the L2 cache rather than to the L1 cache. Thus, an L2 cache is important
for caching page tables, to speed up page table walks (Section 13.2.2).

14.1.3 Circuits

Throughout the entire processor design, we made frequent use of circuits manually designed at the LUT
level, as we found large performance improvements compared to synthesis from RTL (e.g., 54% faster
barrel shifter in Section 10.2.3 and 14% faster L1 cache access in Section 12.8.3). We found that merely
structuring the HDL code to make the desired LUT structure obvious was not sufficient, as the synthesis
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algorithm tends to aggressively extract out common shared sub-circuits (presumably to save area) even
at the expense of logic depth. Thus, we made frequent use of keep directives and lcell (logic cell)
primitives [182] to force the synthesis tool create the desired circuit.

The result of the microarchitecture and circuit designs is a processor that achieves IPC comparable to
similar Intel processors (Pentium Pro and Atom Silvermont), with an expected frequency of about 18%
less than a much simpler Nios II/f soft processor on the same FPGA.

14.2 Contributions

This thesis presents the design of a superscalar out-of-order x86 FPGA soft processor. In this thesis, we
make the following contributions:

• Studyhow the FPGAsubstrate affects circuits andout-of-order processormicroarchitecture (Chap-
ter 3)

• Design a microarchitecture that correctly implements the x86 instruction set sufficiently well to
boot modern operating systems (Chapters 4 and 5)

• Design FPGA circuits for key processor components that implement the out-of-order microarchi-
tecture (Chapters 6 to 12)

• Evaluate the performance and costs of an out-of-order soft processor compared to a commercial
in-order soft processor and x86 hard processors (Chapter 13)

14.3 Future Work

In any processor design this complex, there are design decisions that turn out problematic in hindsight,
design choices that were made for simplicity rather than optimality, and potential improvements not
explored. We list some of them here, hoping they will be revisited in the future:

Microcode The current microcode strategy relies on the existing out-of-order mechanisms to handle
exceptions within microcode sequences. While conceptually simple, this design makes long microcode
sequences behave as atomic instructions, which imposes a minimum size to various queues in the pro-
cessor (load queue, store queue, and reorder buffer). This minimum-size requirement prevents scaling
down the processor to a less aggressive design. The microcode should be rewritten to not require atomic
commit of the entire sequence, by checking for all potential exception conditions before changing any
system state.

Memory system The memory system’s frequency is 17% slower than the next slowest unit. Thus, its
pipeline length should be increased. However, this is likely non-trivial, as nearly every pipeline stage is
currently critical, so adding one pipeline stage will likely require a large amount of circuit-level redesign.
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Future work should also implement the NoSQ memory disambiguation scheme, which we abandoned
due to risk and effort.

Partial register and flagwrites Wechose the least-complexmethod of handling partial register and flag
writes by serializing all operation that perform a partial write. Although the overall performance impact
is small, we noticed some workloads are significantly affected, especially when the code was compiled
targeting newer processors. Recent Intel and AMD processors can handle partial register and flag writes
with little performance penalty, so compilers seem more willing to generate code with partial writes.

CAM-based instruction scheduling Although we determined that CAM-based schedulers are slower
than matrix schedulers at smaller scheduler capacities, matrix schedulers are difficult to use (requir-
ing preprocessing to map register dependencies into instruction dependencies) and limit flexibility (e.g.,
execution latency that depends on operand type). Matrix schedulers also scale poorly to larger sizes
(especially in area). Thus, CAM-based instruction scheduling deserves further exploration.

Floating-point unit While our current design uses FPU emulation to provide the functionality of a
x87 floating-point unit, the performance overhead is so high that it is impractical for any workload that
uses on the order of 1% or more of floating-point instructions. The emulation mechanism (described in
Appendix A) also complicates the design of the integer portion of the processor. A hardware floating-
point unit is essential.

Applicability to other FPGA architectures Many of our circuits make use of the 7-input mode of the
Stratix IVAdaptive LogicModule (ALM). Not all FPGAs allow 7-input functions. Notably, Xilinx FPGAs
currently use 6-input LUTs. We expect that the overall circuit performancewill only bemoderately slower
if 7-input functions are not available, but some of the circuit structures may need significant redesign.

General performance optimizations Due to design effort considerations, there are many places where
our microarchitecture handles certain operations sub-optimally. This list of potential performance im-
provements never ends, however.

Create new microarchitectures In addition to optimizing the existing design, the circuits developed
in this thesis can be extended or simplified to create new soft processor microarchitectures, of both more
and less aggressive designs. New microarchitectures will enable future processors to span more of the
performance-cost trade-off space.
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Floating-Point Emulation Mechanism

To reduce design effort, we decided to omit the x87 floating-point unit (FPU) from our processor. How-
ever, since all x86 processors since the Pentium (1993) have contained a floating-point unit, almost no
modern operating system (OS) will run without the x87 FPU being present. Thus, we must add a mech-
anism to emulate (in software) the x87 FPU, and cannot simply remove the hardware FPU without re-
placing its functionality.

Traditionally, emulating non-existent instructions used by user programs would be done by the op-
erating system by intercepting the undefined instruction exception and emulating the behaviour in the
exception handler. In our case, we need an emulation mechanism that is invisible to the OS. Hiding a
trap-and-emulate mechanism from the OS is surprisingly complicated: The emulation mechanism must
work in any processormode (16-bit, 32-bit, real, protected, paged or non-paged, etc.) and not disturb any
memory (e.g., stack) used by the OS. This appendix describes the mechanism we added to our processor
to perform trap-and-emulate of the x87 floating-point instruction set.

There is an existing x86 operating mode called System Management Mode (SMM) that allows inter-
rupting the processor to run firmware code invisibly from the operating system. However, it is unsuitable
for instruction emulation as it lacks the ability to generate exceptions and the ability to access memory in
the context of the OS or the user-mode program. Therefore, we created a new mechanism based loosely
on the existing interrupt mechanism. The newmechanism puts the processor into a new executionmode
(“emulation mode”), executes the floating-point emulation code in this mode, then returns back to nor-
mal execution. We did not consider the interaction between SMM and our emulation mode as we did
not implement SMM.

An interrupt mechanism needs to save the current state of the processor, then transfer control to
the exception handler. The x86 interrupt mechanism first switches stacks (so each privilege level has its
own stack), then pushes some processor state onto the new stack and branches to the exception handler.
We use the same mechanism for floating-point emulation, but it differs in the location of the stack, the
state that is pushed, and the handler address. x86 interrupts use the iret instruction to return from an
interrupt, and we use the same instruction (with slightly modified behaviour) to return from floating-
point emulation.

In addition to entering and leaving emulation mode, the floating-point emulation mechanism also
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needs to emulatememory accesses (for floating-point load and store instructions) including anymemory
faults this may produce, and emulate floating-point exceptions.

After all of this complexity, we finally reach the floating-point emulation routine itself. Our im-
plementation is derived from the floating-point emulation code used inside Bochs [115], which is itself
based on the SoftFloat library from Berkeley [183]. The emulation code is written in C, with a small x86
assembly wrapper to interface with the emulation mode entry and exit mechanism. Due to design effort,
we focused only on correctness and spent no effort to optimize the execution speed of our floating-point
emulation routine.

Hardware support for emulationmode is fairly localized, requiringmodifieddecoding for the floating-
point instructions and a few others involved in manipulating the FPU control word and status word, and
the ability for the (instruction and data) memory system to bypass paging and segmentation. However,
there are still some outstanding issues with correctness (which we did not encounter in practice) when
interacting with corner-case behaviours of the memory system, especially on multiprocessor systems.

The rest of this appendix will describe in more detail the mechanism used to enter and exit emulation
mode, throw exceptions, and access memory.

A.1 Emulation Mode

Emulation mode is a new execution mode used only for executing floating-point emulation routines. It
is nearly equivalent to 32-bit real mode, where all instruction fetches and memory accesses bypass both
segmentation and paging and have no permission restrictions. We chose to use a new bit in the EFLAGS
register to indicate emulation mode, but in retrospect, this was not necessary or useful, although not
particularly harmful either, other than defining a previously undefined flag bit.

Emulationmode requires both code and datamemory space. We placed the emulation code as part of
the BIOS firmware code. We allocated 3 KB of data space (0x9f000 to 0x9fc00) immediately below
the EBDA (extendedBIOS data area, at0x9fc00 to0xa0000) tominimize disruption to existingOSes.
Wemodified the BIOS to report a larger memory hole at the EBDA location to reserve the region so OSes
will avoid using this memory range. This involves modifying the word at 0x413 in the BIOS data area
that changes the result of BIOS service INT 12h (get conventional memory size), and also ensuring that
the INT 15h function e820 handler code returns the correct system memory address map to the OS.

This data area is used both for static data (the emulated FPU registers and other state) and for the
stack used by the emulation code.

Within emulationmode, the emulation code is responsible for interpreting the opcode, emulating the
behaviour of the instruction (by manipulating the emulated FPU state), then setting the (hardware) FPU
control word and status word registers to reflect the result of the floating-point instruction. (FPUCW
and FPUSW are used for exception handling. See Section A.5.1.) The emulation routine then restores
the previous processor state, and returns from emulation mode (using IRET).
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A.2 Entering emulation mode

Emulation mode is entered when a floating-point instruction is decoded. The instruction decoder treats
the floating-point block of opcodes similarly to a software interrupt: It emits a sequence of micro-ops
that perform the CPU mode change and state saving operations.

On entry into emulationmode, the stack pointer is changed to a hard-coded 0x9fa00, and then the
following 8 values are pushed onto the stack:

SS stack segment selector (before the stack switch)
ESP stack pointer (before the stack switch)
EFLAGS
CS code segment selector (before branching)
EIP instruction pointer (before branching)
EIP_next instruction pointer of next instruction (before branching)
Opcode and Memory operand segment
Memory operand linear address← Top of stack

Of the first five elements, only EFLAGS, ESP, and EIP are useful. We used this stack frame because
it is the same stack frame used by a privilege-changing protected-mode exception or interrupt. Future
implementations may optimize this further, as it turned out there were no gains in simplicity for keeping
the stack frame the same.

The last three elements reduce the complexity of the emulation routine by supplying partially-decoded
instruction information. EIP_next is equal to EIP plus the length of the floating-point instruction. The
memory operand segment and linear address provides the segment (DS, unless overridden by a segment-
override prefix) and linear address of the memory operand for the instruction, if any.

The processor then flushes the pipeline and branches to the FPU emulation code entry point at
0xfffc0a00.

A.3 Leaving Emulation Mode

The emulation mechanism uses the IRET (return from interrupt) instruction to leave emulation mode.
IRET is modified to behave differently in emulation mode. Unlike the normal IRET, returning from
emulation mode restores EFLAGS, EIP, and ESP, but not the code segment (CS) or stack segment (SS). It
is incorrect to set any of the segment registers (e.g., CS or SS) in emulation mode because this causes the
associated segment descriptor to be reloaded from memory into the segment descriptor cache. In x86,
the segment descriptor cache is architecturally-visible, and it is legal to deliberately have the segment
descriptor in the descriptor cache be different from the segment descriptor in memory, so an unexpected
reload from memory can be incorrect. As a result our emulation routines do not change any of the
segment registers or descriptor caches.

The emulation code is expected to have copied EIP_next to the EIP field in the stack frame so that
execution is resumed after the emulated floating-point instruction, rather than restarting the instruction
again.
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A.4 Memory Accesses

There are three different kinds of memory accesses that need to be considered: Code fetches to run the
emulation code, data accesses into the emulation routine’s internal state (e.g., FPU state), and data ac-
cesses in the context of OS or user memory to perform floating-point load and store operations.

Normally, code fetches always occur through CS (code segment), applying any permission checks,
segmentation, and paging as required. In emulation mode, we simply fetch from physical addresses in-
stead, bypassing any permission checks, segmentation, and paging. However, for correctness, we cannot
modify the CS selector nor the CS descriptor cache.

In x86, all data accessesmust go through one of the segments (DS by default), applying any permission
checks, segmentation, and paging. We change this behaviour in emulation mode. In emulation mode,
all data accesses by default will bypass all permissions checks, segmentation, and paging. Again, none of
the segment registers are modified. Bypassing segmentation and paging allows access to the emulation
routine’s data (at physical addresses 0x9f000 to 0x9fc00).

Memory accesses that need to access OS or user memory is more complicated, as these must be
subject to the usual permission checks, segmentation, and paging. We allow access to segmented/paged
accesses by using an explicit segment override prefix, even for DS. In emulation mode, memory accesses
bypass segmentation and paging by default unless overridden by a segment override prefix, which allows
data accesses using any of the segments.

Memory accesses that are subject to segmentation and paging can cause exceptions, which will be
discussed in the next section.

A.5 Exceptions

Floating-point instructions can cause exceptions. There are two types of exceptions that can occur: Those
caused by floating-point arithmetic, and those caused by the memory access for those FPU instructions
that access memory.

It is impossible to throw exceptions within emulation code. Exceptions are intended to be handled
by the OS currently running. Because the emulation mechanism must be invisible to the OS, the system
state when the exception occurs (current EIP) must point to the FPU instruction that faulted, rather than
any code within the emulation routine. In addition, faulting within emulation code implies aborting
the emulation routine before completion, and the possibility of re-running the emulation routine for the
same instruction from the beginning when the OS attempts to retry the same instruction at some time
in the future. Our solution to this problem is to ensure that any exceptions are caught before entering
emulation code, ensuring emulation code can never fault, and disabling interrupts while in emulation
mode.
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A.5.1 FPU exceptions

In x86, FPU exceptions are triggered based on the values of the FPU control word and FPU status word.
The x87 FPU is designed as a co-processor, so FPU exceptions are not triggered directly by the FPU.
Instead, the FPU sets status codes in the FPU status word, and most FPU instructions will check the
status word and throw an exception before its own execution if the previous FPU instruction needed to
trigger an exception.

Because the FPU control word and status word interact with the exception handlingmechanism, they
must be implemented in hardware, and cannot be handled purely by software emulation.

A.5.2 Memory exceptions

Memory accesses that are subject to segmentation and paging can cause exceptions. As it is impossible to
throw exceptions after entering emulation mode, these exceptions must be detected and handled before
entering emulation mode. Thus, for FPU instructions with memory operands, the micro-op sequence
when entering emulation mode generates load micro-ops immediately before entering emulation mode
to test for and trigger any exceptions that would occur when accessing memory. If a memory excep-
tion were to occur, it would be handled prior to entering emulation mode, using the existing exception-
handling mechanism.

Thismechanism is technically incorrect, as duplicating a load is not permitted if the load address is in
an uncacheable region ofmemory (i.e., memory-mapped I/Owith load side effects). It is also incorrect in
multiprocessor systemswhere page tables can bemodified by another processor (or in less-sane scenarios,
even DMA from I/O), as there is a race condition. A successful load when entering emulationmode does
not guarantee that a load to the same address a short time later will necessarily succeed, if page tables can
be modified in between. We did not encounter either issue in practice, in a uniprocessor system.

A.6 Conclusions

While omitting a hardware FPU and replacing it with a software emulationmechanism saved FPU design
effort, we believe itmade theCPUmore complex than if the FPU actually existed. Thus, even if two orders
of magnitude lower performance were not a concern, replacing hardware with emulation is likely not a
good choice. There is considerable extra complexity in creating an OS-invisible emulation mechanism
that will handle instruction emulation, memory accesses, and exceptions. Also, while our mechanism
is currently sufficient for uniprocessor systems that do not attempt to perform floating-point operations
on memory-mapped I/O ranges, future systems will most likely need to fix the corner cases mentioned
in the previous section. We anticipate that modifying the processor design to fix (and verify) all of these
interactions with the (already complex) memory system would be more effort than designing a FPU in
hardware.

We note that although anOS-invisible emulationmechanism suffers from complexity and correctness
issues, OS-visible emulation done by the OS itself is not affected because exceptions can occur normally
while executing an OS’s emulation code.



Appendix B

Integer Division Algorithm and Circuit

This appendix describes the basic operation of our radix-4 non-restoring division algorithm and the ex-
tensions that allow implementing signed and unsigned division of three operand sizes using the same
circuit. Figure B.1 (originally from Figure 10.16) shows our divider circuit.

Our divider uses a radix-4 non-restoring algorithm. Wewill describe the algorithmby first describing
the most basic radix-2 restoring division algorithm then extending it to radix-4 and non-restoring. In
radix-2 restoring division, one quotient bit is generated each cycle. If the partial remainder is no less
than the divisor, a 1 quotient bit is generated and the divisor is subtracted from the partial remainder.
Otherwise, a 0 quotient bit is generated and the partial remainder is unchanged. The partial remainder
is then left shifted left by 1. This process is repeated until the entire quotient is computed. This algorithm
is long division done by repeated shift-and-subtract.

In radix-2 restoring division, the partial remainder is always between 0 (inclusive) and 2d (twice the
divisor, exclusive): subtracting the divisor always leaves a non-negative partial remainder less than the di-
visor, so it is always smaller than twice the divisor after left-shifting by 1. Radix-2 non-restoring division
allows the partial remainder to be negative (between−2d inclusive and 2d exclusive), produces quotient
bits -1 or +1 (instead of 0 or 1), and always adds or subtracts d at every step (instead of subtracting 0 or
d). This trades an extra cycle to “correct” the final quotient and remainder (if the final remainder is of
the wrong sign) for a faster circuit. A radix-4 non-restoring divider produces two quotient bits per cycle
(with value -3, -1, +1, or +3), keeps the partial remainder between−4d (inclusive) and +4d (exclusive),
and always adds −3d, −d, +d, or +3d each cycle. Using a higher radix reduces the number of cycles
needed to compute the quotient, at the expense of a more complex circuit.

The core operation of a radix-4 divider at each cycle is to examine the value of the current partial
remainder and determine inside which of the four possible intervals ([−4d,−2d), [−2d, 0), [0, 2d), or
[2d, 4d)) it is, then subtract a multiple of the divisor (out of four possibilities). Normally this would re-
quire three comparisons (with−2d, 0, and+2d) and four additions (−3d,−d,+d, or+3d). Comparison
with 0 is trivial, by observing the sign bit of the partial remainder, leaving two non-trivial comparisons.
Knowing the sign of the partial remainder can eliminate half of the additions and comparisons because
it is immediately known whether the partial remainder lies in the negative two intervals or positive two
intervals. Thus, our divider uses two adder/subtractors, and a single comparison of the (optionally in-
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Figure B.1: Radix-4 non-restoring divider circuit. Handles 64/32, 32/16, and 16/8 signed and unsigned
division. (Reproduced from Figure 10.16)
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verted) partial remainder to 2d (We use inversion rather than negation because it gives the correct be-
haviour when the partial remainder is exactly −2d). The result of the comparison then selects which
add/subtract output to use, which becomes the next partial remainder.

Our circuit is extended to allow the divider to process both signed and unsigned operands. For
example, whether to subtract the divisor depends not only on the sign of the partial remainder, but also
the sign of the divisor. The partial remainder is also extended by one bit to allow the full range of an
unsigned remainder yet still be able to distinguish sign (It essentially treats both signed and unsigned 64-
bit partial remainders as a signed partial remainder of 65 bits). Support for multiple operand sizes can be
achieved by properly aligning the dividend and divisor values at the beginning of the division operation,
then running the divider for a fewer number of cycles.

The final stage of the divider implements the adjustment that is required for non-restoring division.
This compares whether the final remainder is out of range (remainder is non-zero and has a different sign
than the dividend n, or if the remainder is exactly −d), and corrects the remainder and quotient. Much
of the overflow detection computation also occurs in this stage, overflow detection of signed division is
complex and depends on the final corrected quotient (Overflow detection of unsigned division is easier).
To improve delay, the decision of whether to adjust the remainder and quotient occurs in parallel with
overflow computation, which computes the overflow for both cases.



Appendix C

Test System Configuration Details

This appendix contains more details about the test systems used in Chapter 13, as well as benchmark
results from more systems.

Table C.1 lists all of the systems we tested with, including CPUID family, model, and stepping for x86
processors.

Table C.2 lists the benchmark runtime for each workload on each processor we tested. The scale
factor for each row is listed in the second column. For example, the number of clock cycles for running
the bzip2 workload is in units of billions (109) of instructions. The last few rows of the table computes
geometric means of each benchmark suite or category, and expresses the runtime relative to our design
with 30 cycles of memory latency. The final row is the geometric mean of the five suites/categories. This
metric implicitly assigns a weighting to each workload (e.g., a fairly high weight to Dhrystone, but low
for each workload in the MiBench suite), which may not necessarily be appropriate in all cases. The
rightmost four columns lists the same results for our design with varying main memory latency.

Figure C.1 shows the same results as Figure 13.4, but with additional systems. This is the same data
as the five geometric means in Table C.2.

Figure C.2 shows a plot of random access memory latency vs. array size for each processor. We
usually tested newer machines with huge pages (either 2 MB or 4 MB).
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Processor ISA Issue
width

Data caches Chipset Memory Frequency Process Year1
L1 L2 L3 (MHz)

Out-of-Order Processors
This work x86 (P6) 2 8 256 — 30 cycles ∼200 Stratix IV (40 nm) —
ARM Cortex-A9 ARMv7 2 32 512 Cyclone V SoC DDR3 800 28 nm 2007
Intel Pentium Pro (6-1-9) x86 (P6) 3 8 256 440FX EDO 233 350 nm 1995
Intel Pentium 4 (15-2-9) x86 3 8 512 875P DDR 2800 130 nm 2002
Intel Atom Silvermont J1900 (6-55-3) x86-64 2 32 1024 — DDR3 2420 22 nm 2013
Intel Core 2 Q9550 (6-23-10) x86-64 4 32 6144 P965 DDR2 3400 45 nm 2007
Intel Nehalem i7-860 (6-30-5) x86-64 4 32 256 8192 P55 DDR3 3200 45 nm 2008
Intel Sandy Bridge i5-2500K (6-42-7) x86-64 4 32 256 6144 P965 DDR3 4200 32 nm 2011
Intel Ivy Bridge i5-3570K (6-58-9) x86-64 4 32 256 6144 P965 DDR3 4200 22 nm 2012
Intel Haswell i7-4790K (6-60-3) x86-64 4 32 256 8192 H81 DDR3 4300 22 nm 2013
AMD K6 (5-6-1) x86 (P5) 2 32 1024 VIA MVP3 SDRAM 166 350 nm 1997
AMD K6-2+ (5-13-4) x86 (P5) 2 32 128 1024 VIA MVP3 SDRAM 600 180 nm 1999
AMD K8 Opteron 2220 SE (15-65-2) x86-64 3 64 1024 BCM5785 DDR2 2800 90 nm 2013
AMD Phenom 9550 (16-2-3) x86-64 3 64 512 2048 780G DDR2 2200 65 nm 2007
AMD Phenom II X6 1090T (16-10-0) x86-64 3 64 512 6144 760G DDR3 3400 45 nm 2009
AMD Bulldozer FX-8120 (21-1-2) x86-64 4 16 2048 8192 760G DDR3 3200 32 nm 2011
AMD Piledriver FX-8320 (21-2-0) x86-64 4 16 2048 8192 760G DDR3 3500 32 nm 2012
VIA Nano U3500 (6-15-10) x86-64 3 64 1024 VIA VX900 DDR3 1000 65 nm 2009

In-Order Processors
Nios II/f Gen2 Nios II 1 32 Cyclone V SoC DDR3 100 Cyclone V (28 nm) 2008
Intel Pentium (5-2-12) x86 (P5) 2 8 1024 VIA MVP3 SDRAM 200 350 nm 1993
Intel Pentium MMX (5-4-3) x86 (P5) 2 16 1024 VIA MVP3 SDRAM 200 350 nm 1997
Intel Atom 330 Bonnell (6-28-2) x86-64 2 24 512 945GC DDR2 1600 45 nm 2008
VIA C3 (6-7-3) x86 (P5) 1 64 64 VIA PLE133 SDRAM 550 150 nm 2001
1 We list the year of introduction of the first implementation of the microarchitecture, rather than the release date of the specific implementation we tested.

Table C.1: Test systems



Microarchitecture VIA C3 Nios II/f Pentium Pentium
MMX

Atom
(Bon-
nell)

AMD K6 Pentium4 AMD
K6-2+

ARM
Cortex-

A9
Pentium

Pro
This
work

Atom
(Silver-
mont)

VIA
Nano AMD K8 Bulldozer Piledriver Phenom Phenom

II Core 2 Nehalem Sandy
Bridge

Ivy
Bridge Haswell This work

20–160 cycles memory
Frequency 550 100 200 200 1600 166 2800 600 800 200 ~200 2400 1000 2800 3200 3500 2200 3400 3400 3200 4200 4200 4300 20 30 40 160

SPECint2000 (Execution time in clock cycles)
bzip2 × 10⁹ 892 700 481 452 576 419 619 568 416 378 314 350 327 327 286 280 265 245 218 249 214 207 206 300 314 329 502
crafty × 10⁹ 428 796 689 384 313 311 321 252 290 287 236 226 152 141 173 161 127 124 123 121 113 108 100 235 236 238 260
gap × 10⁹ 573 605 535 384 334 368 320 387 264 263 206 198 159 200 146 139 154 148 124 123 110 104 88 199 206 213 325
gcc × 10⁹ 833 557 646 558 340 368 273 531 232 387 317 156 146 184 120 115 115 113 101 92 79 76 67 295 317 343 659
gzip × 10⁹ 830 902 638 582 485 540 443 508 564 317 341 321 294 277 358 336 243 241 259 257 243 234 227 332 341 351 476
mcf × 10⁹ 960 509 382 359 608 357 685 1011 539 436 211 337 372 433 132 131 192 177 87 93 86 80 79 173 211 249 713
parser × 10⁹ 1006 1060 690 594 632 555 629 626 655 471 398 416 358 370 332 293 344 310 242 255 214 206 199 377 398 419 676
vortex × 10⁹ 738 1334 673 468 523 429 467 438 448 347 289 347 282 250 208 204 210 188 205 186 164 145 135 279 289 299 427

MiBench (Execution time in clock cycles)
bitcount × 10⁶ 1035 634 604 591 521 563 453 461 477 453 511 434 423 391 376 338 379 375 272 269 233 205 190 511 511 511 512
susan.smoothing × 10⁶ 1085 475 970 893 644 631 367 609 275 259 345 290 238 281 232 185 229 225 173 175 129 126 114 344 345 346 354
dijkstra × 10⁶ 310 293 279 257 161 141 149 126 190 142 161 125 135 121 131 131 113 112 98 95 104 105 87 160 161 161 165
blowfish.enc × 10⁶ 1506 1435 1062 931 992 922 732 893 1281 613 737 594 552 438 544 641 508 414 408 479 394 363 338 735 737 740 772
blowfish.dec × 10⁶ 1513 1452 1057 932 999 928 727 899 1274 620 738 595 556 445 527 644 521 415 414 478 397 365 339 736 738 740 769
rijndael.enc × 10⁶ 600 1107 556 389 423 316 219 280 313 197 228 236 198 192 165 153 174 155 140 143 118 112 104 226 228 229 249
rijndael.dec × 10⁶ 602 792 598 374 407 324 214 275 311 197 227 238 194 187 164 152 165 147 138 137 117 111 106 226 227 229 247
sha × 10⁵ 2058 1502 1208 1057 1107 1106 1380 1075 767 811 1003 908 719 673 888 801 698 656 577 567 608 585 576 990 1003 1016 1173
ghostscript × 10⁶ 1810 2983 2113 1075 1118 1139 1058 1026 878 876 1359 800 712 659 666 552 558 537 516 493 403 381 329 1352 1359 1367 1459
ispell × 10⁶ 2173 2634 1515 1283 1514 1265 1241 1327 1446 924 998 926 720 825 728 642 665 657 585 549 455 431 416 982 998 1015 1217
stringsearch × 10⁴ 786 1042 1054 777 513 422 485 377 405 381 350 363 381 297 310 303 266 257 264 276 210 203 193 348 350 352 377
jpeg.enc × 10⁵ 2121 1972 1563 1409 1137 1060 986 1058 1033 818 991 862 727 758 744 691 779 717 553 598 527 504 482 970 991 1012 1272
jpeg.dec × 10⁵ 560 406 457 385 312 299 227 272 226 171 195 240 190 203 169 152 173 167 133 134 110 106 97 194 195 197 217
mad × 10⁶ 1576 372 642 607 514 350 505 329 207 253 256 425 264 230 263 247 222 217 161 168 138 126 117 255 256 256 264
tiff2bw × 10⁶ 812 999 940 870 381 492 317 487 255 244 210 142 145 159 156 146 161 127 119 93 76 74 70 198 210 223 379
tiffdither × 10⁶ 1633 2792 1462 1381 1147 1037 994 982 842 1142 794 774 713 632 706 675 596 564 532 562 498 484 463 789 794 799 860
tiffmedian × 10⁶ 1590 2832 1718 1626 852 991 750 947 767 688 633 570 518 556 497 444 543 453 368 350 303 290 257 607 633 661 994
typeset × 10⁶ 1163 1584 1329 942 757 758 940 796 688 613 568 508 417 419 440 369 368 347 377 337 266 249 228 544 568 592 903
adpcm.enc × 10⁶ 1455 1009 1072 918 1017 813 1131 816 617 997 827 877 801 771 851 818 876 730 685 679 638 627 630 817 827 837 957
adpcm.dec × 10⁶ 1108 826 773 737 653 692 698 681 440 773 566 460 377 302 391 333 441 285 332 314 285 268 250 563 566 569 600
crc32 × 10⁶ 3203 3479 2449 2116 2271 2152 1557 2079 3011 1466 1254 1304 1238 906 1072 1312 1144 896 807 954 810 729 661 1244 1254 1264 1389
gsm.enc × 10⁶ 3130 1655 2858 2823 1696 1372 1328 1274 984 737 781 794 713 565 666 712 561 546 526 534 421 414 366 780 781 781 790
gsm.dec × 10⁶ 1025 699 905 821 682 588 644 554 582 401 396 411 372 292 289 302 312 309 251 258 239 248 195 396 396 396 400

Stanford (Execution time in clock cycles)
perm × 103 1512 1611 959 854 897 737 837 734 982 764 719 764 627 663 666 557 639 643 481 570 428 397 384 715 719 724 777
towers × 103 1297 1358 609 557 675 664 786 660 729 567 601 589 524 412 492 427 380 380 409 431 303 294 296 598 601 603 633
queens × 103 1455 952 830 769 926 651 871 650 878 847 776 823 517 762 795 688 736 693 735 717 309 285 234 775 776 776 781
intmm × 103 1365 1108 1282 1193 838 651 554 637 389 336 372 351 350 327 316 301 320 320 202 173 204 214 169 371 372 373 390
puzzle × 10⁴ 1330 880 568 487 618 505 523 483 636 523 556 535 687 498 552 536 443 441 376 368 290 293 265 555 556 557 566
quicksort × 103 2249 1226 1136 1083 1544 1000 1646 1014 1247 1050 1017 1330 1414 1020 1333 1350 1115 1130 1086 1162 1122 1125 1089 1013 1017 1021 1061
bubblesort × 103 2656 1467 1003 1008 1493 989 1427 1009 860 1133 1038 1234 1477 1171 1444 1384 1037 1036 1231 1220 664 649 590 1037 1038 1038 1046
treesort × 103 4718 5211 3827 3190 3086 2779 3015 2618 3176 2365 2076 2295 2359 1962 2541 2549 2006 1839 1882 1928 1785 1735 1689 2035 2076 2117 2618

dhrystone × 10⁶ 442 286 342 318 237 238 261 208 164 182 198 130 149 156 137 118 138 164 92 90 85 82 73 198 198 198 198
coremark × 10⁶ 408 286 286 270 251 228 207 215 168 185 216 185 152 153 160 157 136 136 119 127 106 99 92 216 216 216 216
bochs × 10⁷ 520 725 431 315 322 332 272 295 265 252 306 226 216 192 176 166 173 161 154 151 133 128 106 305 306 307 321
s86sim × 10⁷ 1474 3163 2679 2227 2143 1774 1319 1413 1087 1336 954 1353 695 732 639 590 573 548 648 536 459 449 283 933 954 976 1251

Geomean Runtime (relative)
Bochs + s86sim 1.62 2.80 1.99 1.55 1.54 1.42 1.11 1.20 0.99 1.07 1.00 1.02 0.72 0.69 0.62 0.58 0.58 0.55 0.58 0.53 0.46 0.44 0.32 0.99 1.00 1.01 1.17
SPECint2000 2.68 2.73 2.06 1.65 1.63 1.46 1.58 1.79 1.42 1.26 1.00 0.99 0.87 0.91 0.72 0.68 0.69 0.65 0.56 0.56 0.50 0.47 0.44 0.94 1.00 1.06 1.70
MiBench 2.42 2.25 2.01 1.70 1.43 1.32 1.20 1.25 1.14 0.96 1.00 0.93 0.81 0.75 0.78 0.74 0.74 0.67 0.60 0.61 0.52 0.49 0.46 0.99 1.00 1.01 1.14
Dhrystone + CoreMark 2.05 1.38 1.51 1.42 1.18 1.13 1.13 1.02 0.80 0.89 1.00 0.75 0.73 0.75 0.72 0.66 0.66 0.72 0.51 0.52 0.46 0.44 0.40 1.00 1.00 1.00 1.00
Stanford 2.36 1.83 1.34 1.22 1.39 1.08 1.29 1.07 1.17 1.02 1.00 1.07 1.04 0.92 1.05 0.98 0.89 0.87 0.81 0.82 0.62 0.60 0.55 1.00 1.00 1.01 1.06

Geomean (of 5 groups) 2.20 2.13 1.75 1.50 1.43 1.27 1.25 1.24 1.09 1.03 1.00 0.95 0.82 0.80 0.76 0.72 0.71 0.69 0.60 0.60 0.51 0.49 0.43 0.98 1.00 1.02 1.19

Table C.2: Benchmark runtimes on 23 CPUs and with varying memory latency on our design.
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(b) ARM Cortex-A9 800 MHz (4 KB pages)
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(c) Pentium Pro 233 MHz
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(d) Pentium 4 2800 MHz (4 KB pages)
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(e) Atom Silvermont 2417 MHz (4 KB pages)
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Figure C.2: Memory latency
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(g) Sandy Bridge 4200 MHz, Ivy Bridge 4200 MHz, Haswell
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(h) AMD K6 166 MHz (4 KB pages)
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(i) AMD K6-2+ 600 MHz (4 KB pages)
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(j) AMD Opteron (K8) 2800 MHz (4 KB pages)
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(k) AMD Phenom 2200 MHz, Phenom II 3400 MHz
(2 MB pages)
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Figure C.2: Memory latency (continued)
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(m) VIA Nano 1000 MHz (2 MB pages)
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(n) Nios II/f 100 MHz (4 KB pages)
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(o) Pentium 200 MHz, Pentium MMX 200 MHz (4 KB pages)
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(p) Atom Bonnell 1600 MHz (2 MB pages)
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Figure C.2: Memory latency (continued)



Appendix D

List of Micro-Ops and Logical Registers

D.1 List of Micro-ops

The following two tables list the micro-ops that the execution units of our processor supports. x86 in-
structions and other behaviours (exception handling) are decoded into sequences of these micro-ops.
Each of our micro-ops contain exactly one ALU operation and one memory operation, either (or both)
of which may be a NOP.

Table D.1: List of ALU micro-ops

ALU Micro-op(s) Function

Arithmetic
NOP Often used internally to pad pure memory micro-ops with no

arithmetic operation.
ADD Add
ADC Add with carry.
SUB Subtract
SBB Subtract with borrow
ADDSUBDF Add or subtract based on DF (for incrementing pointers in

string operations)
AND Bitwise AND
ANDNOT Bitwise AND-NOT (Not directly used by an x86 instruction)
OR Bitwise OR
OR_ZF Bitwise OR, but modify only ZF flag (for CMPXCHG8B)
XOR Bitwise XOR
MUX* 16 conditional mux micro-ops to implement CMOVcc
BSF/BSR Bit scan forward/reverse
CBW Sign-extend 8/16 to 16/32 bits
CWD Sign-extend 32 to 64: Compute upper 32 bits
BSWAP 32-bit byte swap

241



Appendix D. List of Micro-Ops and Logical Registers 242

Table D.1: List of ALU micro-ops (continued)

ALU Micro-op(s) Function

ROL/ROR 8/16/32-bit rotates
RCL/RCR 9/17/33-bit rotate-through-carry
SHL/SHR/SAR 8/16/32-bit shifts
SHLD/SHRD 32/64-bit double-length shifts
MUL/IMUL Unsigned and signed multiplication
DIV/IDIV Unsigned and signed division
MOVREG_MD Extract upper 32-bits of a 64-bit GPR to another 32-bit GPR
MOVMD_REG Combine two 32-bit values into a 64-bit GPR
OUT I/O
IN I/O

Branches
Jcc 16 conditional branch micro-ops to implement Jcc
LOOPcc/JCXZ Four conditional branch micro-ops that depend on ZF and a

register value
JMP A family of three micro-ops for unconditional branches. First

variation always signals a misprediction. Second variation
changes CS permission checks far jumps.

String Operations
REP_* Corresponds to the x86 REP instructions
REP_LOADREGS Set up string unit parameters
CMPSE/CMPSNE SUB, but causes string-op abort depending on ZF

Segmentation
MOVSEG_RM A family ofmicro-ops withminor variations tomove an integer

register into a segment selector.
MOVRM_SEG Read segment selector into integer register
MOVRM_SEGBASE Read IDTR or GDTR base into integer register (for SGDT and

SIDT)
MOVRM_SEGLIMIT Read segment base into integer register (for SGDT and SIDT)
MOV_SEGD_LO Move 32-bit value into lower half of segment descriptor
MOV_SEGD_HI Move 32-bit value into upper half of segment descriptor
SET8/SET9 Set bit 8 or bit 9 of operand if segment selector is non-zero
ARPL Adjust RPL field of selector
LAR/LAR2_HI Load access rights byte
LSL/LSL2_LO/LSL2_HI Load segment limit
VERR/VERR2_HI/VERW/VERW2_HI Verify read or write access permissions

Exception Handling
PE_INT* Micro-ops to represent various phases of protected-mode ex-

ception handling and protected-mode IRET
THROW/THROWNZ Signals a trap unconditionally or if OF is non-zero (for INTO)
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Table D.1: List of ALU micro-ops (continued)

ALU Micro-op(s) Function

FPU_CHECKEXCEPTIONS NOP, but checks for FPU exceptions.

Other
MERGE_FLAGS Reads condition codes andmerges with 32-bit EFLAGS. A fam-

ily of 3 micro-ops that vary on whether some bits are masked
out.

UPDATE_FLAGS Writes condition codes based on 32-bit EFLAGS. A family of 3
micro-ops that vary onwhich bitsmay change (POPF and IRET
are special).

MOVCRREG_RM Move into control register
MOVDREG_RM Move into debug register
RDMSR/WRMSR Read and write machine-specific register
CPUID CPUID
HLT Halt until next interrupt

Table D.2: List of memory micro-ops

Memory Micro-op(s) Function

None NOP
Load Load
Load + RMW Load, but checks for write permissions
Store Store
Load and Store Read-modify-write (x86 memory destination)
LEA Compute effective address but no memory operation
INVLPG Invalidate TLB entry

D.2 List of Logical Registers

There are three types of registers that are renamed: Integer general-purpose registers, condition codes,
and segment registers. The following tables lists the logical registers of each type (before renaming).



Appendix D. List of Micro-Ops and Logical Registers 244

Table D.3: List of logical general-purpose integer registers

Integer Register Function

eax Architectural register
edx Architectural register
ecx Architectural register
ebx Architectural register
esp Architectural register
ebp Architectural register
esi Architectural register
edi Architectural register
eflags The EFLAGS register except the 6 bits of condition codes.
fpucw 16-bit FPU control word
fpusw 16-bit FPU status word
tmp0 Temporary register for micro-op sequences
tmp1 Temporary register for micro-op sequences

Table D.4: List of logical condition code registers

Flags Register Function

oczaps 6-bit condition codes

Table D.5: List of logical segment registers

Segment Register Function

es Architectural ES
cs Architectural CS
ss Architectural SS
ds Architectural DS
fs Architectural FS
gs Architectural GS
zs Zero base address, no limit, and no paging. Used for FPU emulation.
idtr Architectural IDTR
gdtr Architectural GDTR
ldtr Architectural LDTR
tr Task Register (pointer to task state segment)
id Interrupt descriptor temporary



Appendix E

Comparison with Intel Haswell

Using performance counters on an Intel Haswell processor, we can get amore detailedmicroarchitecture-
level comparison between a commercial out-of-order x86 processor and our design. The processors are
not designed to be comparable in performance (Haswell is a much larger and more complex processor),
so we expect Haswell to substantially outperform our design. However, the detailed comparisons using
performance counters can serve to sanity-check various components in our processor design.

In this appendix, we runCoreMark onHaswell (Core i7-4770K) and compare it to ourmicroarchitec-
ture simulation using the configuration found in Table 13.2. We run the same (32-bit Linux) executable
on both systems. OnHaswell, data is collected using Intel VTune Amplifier XE 2013, usingHaswell’s per-
formance counters and sampling-based profiling. On our processor design, we use statistics computed
by our microarchitecture-level simulator.

The following table shows the comparisons for CoreMark run with 6000 iterations. We included
metrics where the Haswell performance counters roughly correspond to metrics reported by our cycle-
level simulator. For the metrics that count the number of occurrences of a particular event, we report the
count in units of millions.
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Metric Haswell (×106) Our Processor (×106) Section

Instructions and micro-ops Instructions retired
[inst_retired.any]

1994 1998

Clock cycles [cpu_clk_unhalted.thread] 1004 1870
Micro-ops issued (fused) [uops_issued.any] 1974 2359 5.2
Micro-ops retired (fused) [uops_retired.retire_slots] 1888 2039 8.3

Branches retired 6.7
Branches retired [br_inst_retired.all_branches] 302 303
Branch mispredictions retired [br_misp_retired.all_branches] 1.1 (0.36%) 18.1 (6.0%)
Branches executed (%Mispredicted)
Total branches executed [br_inst_exec.all_branches] 263 303
Conditional [br_inst_exec.all_conditional] 236 (0.5%) 276 (5.9%)
Direct unconditional branch [br_inst_exec.all_direct_jmp] 12 (0%) 11 (0%)
Direct call [br_inst_exec.all_direct_near_call] 7.7 (0%) 7.7 (0%)
Return [br_inst_exec.all_indirect_near_return] 7.8 (0.01%) 7.7 (0.05%)
Indirect branch [br_inst_exec.all_indirect_jump_non_call_ret] 0.0005 (35%) 0.004 (97%)
Indirect call [br_inst_exec.taken_indirect_near_call] 0.009 (5%) 0.02 (2%)

Memory Retired Executed
Loads (including RMW) [mem_uops_retired.all_loads] 452 472
Stores (including RMW) [mem_uops_retired.all_stores] 158 173
Loads
L1D hit [mem_load_uops_retired.l1_hit] 452 472 12.6.2
L1D misses [mem_load_uops_retired.l1_miss] 0.17 0.20 12.6.2
L1D secondary miss [mem_load_uops_retired.hit_lfb] 0.03 0.07 12.5.2
Store-to-load forwarding conflict [ld_blocks.store_forward] 1.38 1.36 11.1.4

Pipeline flushes
Branch mispredictions retired [br_misp_retired.all_branches] 1.1 18.1
Non-branch pipeline flushes [machine_clears.count] 0.085 0.002 8.3.2
Cycles stalled for RAT checkpoint [int_misc.recovery_cycles] 12 27 7.2.2
RAT checkpoint stall cycles per pipeline flush 9.7 1.5 7.2.2

As the two processors are running the same user-mode workload, we expect the number of retired
instructions to be similar. This is indeed the case: The number of retired instructions is about 0.3%
lower on Haswell than our processor. This agrees with the observation made in Section 13.1.1 that faster
processors tend to execute fewer instructions due to less overhead from the periodic timer interrupt.
Runtime (clock cycles) is, of course, much lower on Haswell (46% less). The number of micro-ops on
Haswell is also lower and is even lower than the instruction count (0.95 micro-ops per x86 instruction).
We speculate that this is due to macro-op fusion, which allows many compare-and-branch pairs of x86
instructions to be decoded into one micro-op.

One significant difference between the two processors is the branchmisprediction rate. Although our
design has a reasonable 6.0% branch misprediction rate (or 9.1 misses per 1000 instructions (MPKI)),
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Haswell has far fewer mispredictions, at 0.36% misprediction rate (or 0.57 MPKI). This difference affects
other metrics as well, as more branch mispredictions cause more micro-ops to be executed and then
discarded (Issued but not retired micro-ops are 4.6% on Haswell vs. 16% on our design).

The distribution of branch types is fairly similar between the two processors, although we question
the accuracy of the count of indirect branches because there are so few. Another unusual observation on
the Haswell processor is that the number of branches executed is 13% lower than the number of branches
retired. This may be a bug in the performance counters, or a hint that there is a mechanism that allows
some conditional branches to retire without being executed.

Thememorymicro-op counts are measured at different parts of the pipeline between the two proces-
sors. On Haswell, performance counters exist only to count cache behaviour for committed micro-ops,
while our simulator currently counts cache events only during execution. Thus, it is expected that the
number of loads and stores will be higher on our processor when counting executed (including squashed)
micro-ops than on the Haswell which only counts committed (excluding squashed) micro-ops. It is dif-
ficult to collect reliable cache statistics using CoreMark because the number of cache misses is extremely
small.

Thenumber of stall cycles waiting for a register renamer (RAT) checkpoint to be recoveredmay not be
directly comparable between the two processors. For our processor, the metric measures the number of
cycles new corrected-path instructionsmust wait at the register renamer while waiting for the checkpoint
to be restored after a pipeline flush, and does not include any cycles where the new instructions have not
yet reached the renamer stage. In other words, it measures only the impact of RAT recovery on new
instructions, rather thanmeasuring the number of cycles taken by the recovery mechanism. On Haswell,
it is unclearwhich case is beingmeasured, but given the relatively larger number of stall cycles per pipeline
flush (9.7), we speculate that it may actually bemeasuring all cycles spent doing RAT checkpoint recovery
regardless of whether any new instructions are being delayed.
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