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Abstract

In this paperwe propose a medatapath-oriented FPGA archi-
tecture that utilizes coarse-grain logic and routing resources to
increase the areafiefencgy of datapath circuits. Using a set of
custom-hiilt datapath-oriented CAD tools and a set of datapath
benchmarks, we iresticated seeral \ariants of our proposed
architecture. W found that the architecture aclée the highest
area diciengy when 40% to 50% of the total routing tracks are [— b
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1. Introduction Figure 2: A Logic Cluster [4]

The past decade has seen a dramatic increase in the logic cap@ityrse-grain routing tracks, on the other hand, are grouped
of FPGAs which has brought FPGAs to usevardarger appli- together in groups of M, and switches associated with each group
cations. Lage applications, whether thare CPUs, graphics pro- are collectiely controlled by a single set of configuration mem-
cessors, digital signal processors, or gacwitching netwrks, ory bits. When routing datapath circuits, coarse-grain routing
typically contain a greater amount of datapath logic, which isacks can be morefafient at connecting a group of signals from
highly regular in structure. The ftient implementation of these a common source to a common destination and consequently
highly regular structures has become an increasingly importaathiese significant area sigs.
issue to thewerall area and performance of madPGA applica-
tions. Although coarse-grain tracks are morgécéfnt at routing groups

of signals that share a common source and a common destination,
Previous research [7][8][9][10][11][12][14][15][16] has sia they are ineficient at routing indiidual signals. When a group of
that regularity-driven synthesis, placement and routing can beoarse-grain tracks are used to route a single signal, only one
used to impree the density and speed of datapath circuits. Theack in the group is utilized, asting the other tracks. Anfief
work of [6] also shws that further area gags can be achied cient FPGA architecture for datapath circuits should, therefore,
by incorporating datapath-specific features intguler FPGA contain a mixture of fine and coarse-grain routing resources, as
architectures. One particularly compelling architectural feature #l application circuits are lidy to contain both types of signals
the coarse-grain routing resources suggested by [6]. Their basicsignals that can be routed in groups and signals must be routed
notion was to amortize configuration bit area across multiplendividually. In this paperwe irvesticate the question of ko
wires when these wires are datesés. In this paper we perform amary coarse-grain routing tracks should be included in an FPGA
detailed &ploration of the area adwtage of a number ofxiants targeting highly rgular datapath circuits in order to achienax-
of this architectural structure. imum area sangs.

By way of a more complete introduction to the architectural corfo the best of our knwdedge, this important question has not
cept of coarse-grain routing structures, we firgiese more tradi- been addressed by pieus studies. In particulathe simple area
tional FPGA routing. Fig. 1 illustrates a typical FPGA, in whichmodel in [6] (which defines routing area as a linear function of
logic is implemented in logic blocks [1][3][4][5] that consist ofthe number of logic block 1/Os) prents such an in-depth study
tightly connected look-up tables (LUTs) such as the clusten routing architectures. In contrast, this paper uses a much more
shovn in Fig. 2. Logic blocks are then connected togethetetailed area model based on [4]. Furthermore, our study also
through programmable routing resources composed of input caakes full account of the area inflation after datapath-oriented
nection blocks, output connection blocks, switch blocks and routynthesis [18], which as ignored by manprevious studies on
ing tracks. These routing resources are made configurable by tlaapath-oriented architectures, placement and routing tools.
programmable switches controlled by SRAM cells. In a typical
FPGA, each switch is controlled by a unique set of configuratidrhe rest of this paper isuiiled into four sections. In Section 2,
memory We call these resources fine-grain routing resources. we give a complete description of a parameterized set of coarse-
grain FPGA architectures that wepéore. Section 3 describes the
experimental methodology we use txpkore the datapath archi-



carry connections super-cluster

super-cluster
cluster\ p F —

an output-bus

T R B suser
super-cluster | [ g: i oo I ) cluster

outputs™— SeeyrEIoEEIX /inputs CY.F VI7. VI7. tw!/ -cluster
=

== e e M e Hmemory
Switch == Inpgg?;gcﬁz;pm E—— Switch a & L L [+
Block % ‘ | Block routing
/ Blocks & bus _P". _E”'. _P". A _P".fine-grain tracks
coarse-grain tracks— K_fine-grain tracks

Figure 3: Super-Cluster Topology (M=4) Figure 5: Output Connection Block (M=4)

super-cluster

. . . . an input-bus
i i cluster

coarse-grain
tracks

wrw T Th

a I I I I B memory S fine-grain tracks
routing—/—[—> = fine-grain tracks Figu.re 6: Switf:h B!ock (M=4)
bus tracks are grouped into M-bit wideuges. & call these lises

Figure 4: Input Connection Block (M=4) .

. . routing-huses.
tecture. Section 4 presentgerimental results on the percentage
of coarse-grain tracks. &\also compare the aredigéncy of our
proposed architecture with a e@mtional architecture. Section 5
presents concluding remarks.

Within each supecluster special connections supporting arith-
metic carry signals are prioled. The number of supeluster I/
Os is equal to the total number of cluster 1/0Os invemgisuper

. . cluster; and each cluster 1/O is directly connected to a-slper
2. A Coarsegraln Datapath FPGA ArCh'tECt.ure. ter I/0O. An input connection block is shin in Fig. 4. Each input
In order to utilize the ularity of datapath circuits on coarse-

X . . in can be connected to adik percentage, Fc_if, of fine-grain
grain routing resources, we need an FPGA architecture that <E P 9 - g

easily capture datapathgudarity. Once captured, one should beiEEStr;g otfr?ﬁlgs,;,,géui?g?s Stgg:ﬂ:f;t?é \]%? rﬁf&ggitcx{;iggn&ng
able to easily map this galarity information onto coarse-grain call these bses input-bses. Each inputds is connected to a
routing resources. Sinceny fev FPGAs are designed with data'fixed percentage, Fc_ic, of routingges. An output connection
path rcgularity_ in mind, we designed ouwa architectu_re (the block is shavn in 'Fig._5.,Each output pin can be connected to a
datqpath argh itecture) based on a/eanaI FPGA arc_hltec'_[ure fixed percentage, Fc_of, of fine-grain routing tracks. As cluster
(which we will call the “standard” architecture) described in [4]Inputs we also group cluster outputs into M-bit wideses. \ié

In [4] a logic block is called a logic clustdach comentional call th’ese bses outputiises. Each outputdb is connected to a
cluster contains N fotinput Look-Up BRbles (LUTS). A cluster fixed percentage, Fc_oc, of routingses

also contains a fully connected local routing retaas shan in o '

Fig. 2. In our architecture, a logic block is called a swhester g shovn in Fig. 4 and Fig. 5, when connecting an inpus#but-
which consists of M carentional clusters grouped together “Si”%ut-ms to a routing4s, we connect the corresponding bits of
the topolog_y shon in Fig. 3. M is the granularity of our datapathg ;. s togetherThe programmable switches in eacis4o0-his
FPGA architecture. connection of the output connection blocks share a single set of
The supexcluster structure is motted by thedct that datapath configuration memoty
circuits often consist of mgnidentical bit-slices and these bit- og in corventional architectures, we assume all I/O pads are uni-
slices are the source of signaises — rgularly structured con- ¢y distributed on the boundary of our datapath FPGA. Each
nections that map well onto the coarse-grain routing resourceg, pad is bi-directional — containing one input pin and one out-
Using our architecture, we implement portions of bit-slices iBut pin. Both input pin and output pinveathe same connection
clusters. Then we group the clusters that implement identical PQfsierns to the routing tracks. Each pad pin can be connected to a
tions of bit-slices together into supgusters. By doing so, We fi,aq percentage, Fc_pf, of fine-grain routing tracks. M I/O pad

can maximize the chance of capturing datapates onto inter input/output pins are grouped to form pad-input/outpuses.
supercluster connections without sacrificing the utilization o5 s is connected to a & percentage, Fc_pc, of routing

local routing netwrks in clusters. Once captured, thessds can ) ,cac The pad-input/outputid to routing bis connections are

then be diciently routed through the coarse-grain routingsimiiar to the cluster inputds/output-lis to routing bis connec-

resources in the global routing nei. tions described alve.

The global routing resources of the datapath FPGA consist gfqyitch block which resides at the intersection of all horizontal
both coarse-grain routing resources with a granulagitye/of M 54 \ertical channels is sha in Fig. 6. It contains both fine to
and conentional fine-grain routing resources. Each routing Cha’ﬁ'ne-grain routing track connections and coarse to coarse-grain

nel contains a fled number of coarse-grain routing tracks and g, ting track connections. &\Vassume that there are no connec-
fixed number of fine-grain routing tracks. Coarse-grain routingg < petween fine and coarse-grain routing tracks.Uae the



architecture described in [14]. As discussed in Section 2, the

<15 benchmark circuifs— datapath architecture uses a disjoint switch block. As inyman
current commercial FPGAs, we set the Fs_f and Falues to be
Figure 7: CAD Flow three for all of our ¥periments. W also assume a fullyffered
global routing architecture — all switches in our switch blocks
Super- are luffered switches.
cluster A
Super- To find the eflect of \arying the number of coarse-grain tracks on
cluster B the area of the datapath architecture, we performed routing using
E several \ariants of the datapath architecture, each withfardift
bit-slice 3 bit-slice 2 bit-slice 1 _bitslice 0 number of coarse-grain tracksorFeach circuit, we fix the total
Figure 8: Packing (M=4 number of coarse-grain tracks that can be used and let the router
g g (M=4)

disjoint topology [13] for both fine-grain connections and coarséearch for the minimum number of fine-grain tracks that is
grain connections since this is one of the mofitieft and needed to complete the routing. The number efifixoarse-grain
widely used topology for coentional FPGAs. Each fine-grain routing kuses that we considered for each benchmark circuit is
routing track can be connected to Fs_f of other fine-grain trackgom O to 20 inclusiely.

Each coarse-grain routingsb can be connected to Fs_c of other ) )
routing-uses. As shen in Fig. 6, when connecting omuses We define the track length, or the logical track length, to be the

we connect the corresponding bits of eash togetherand agin ~ "umber of logic clusters that a routing track passes before being

there is sharing of configuration memory interrupted by a switch.df all of our &periments, we fied the
logical track length to be twvfor both coarse-grain and fine-grain
3. Experimental Methodology tracks. V¢ also fixed the cluster size, N, to be foBoth the track

We emply an experimental methodology tovasticate the dect length of two and the cluster size of four were found to generate
of varying the number of coarse-grain tracks on the area of tHt€ best area results in [17p @etermine the areafiefent \alues
datapath architecture.&\also compare the aredigéncy of the  for Fc_if, Fc_pf, Fc_of, Fc_ic, Fc_pc, and Fc_oc, we set the num-
datapath architecture aigst the standard architecture. Fig. 70€r of coarse-grain tracks to be zer@ \tied the design param-
shaws the CAD flav of our experiments. The 15 benchmark cir- eters Fc_if, Fc_pf, and Fc_of to find a combination of these three
cuits are from the Pico-Ja processor from SUN MicrosystemsParameters that is the most areficiet. We then assume the
[2]. The benchmark set gers all major datapath components osame set of Fc_if, Fc_pf, and Fc_of will generate the most area
the processoiThese circuits are synthesized into LUTs using 8fficient results for an percentage of coarse-grain tracks, when
datapath-oriented synthesis process described in [18]. This s{i§-iC, Fc_pc, and Fc_oc are set to be equal to Fc_if, Fc_pf, and
thesis process presess/the rgularity of datapath circuits while FC_of, respectely.

attempting to minimize area. ] ) )
To compare the areafiefengy of a standard architecture with our

The synthesized circuits are then pettinto supeclusters using datapath-oriented FPGA architecture, we also set the cluster size,
a nav datapath-oriented packing tool that wevdravritten based N. to be four for the standard architecturee ®éin use a fully

on the TVPACK packing algorithm [4]. Our packing tool tries to buffered global routing architecture. éMaried seeral design
pack @ery M adjacent bit-slices into a series of sugesters. Parameters including L (logical track length), Fc_input (number
As shavn in Fig. 8, portions of a bit-slice are mapped into &f tracks that a cluster input connect to), Fc_pad (number of
unique cluster for each supguster The packr also utilizes the tracks that a pad I/O pin connect to), and Fc_output (number of
supercluster leel carry connections to minimize the delay oftracks that a cluster output connect to) to find a set of design
carry chains. The paeH circuits are then placed using a placeParameters that generate the best area result for the standard
ment algorithm modified from VPR [4]. The algorithm ves architecture. W also use the bestalable synthesis tool for the
superclusters as the basic unit if fheontain grouped datapath Standard architecture instead of thgularity preserving datapath
slices. Otherwise, non-datapath clusters (that contain rand&¥nthesis [18].

logic) are optimized indidually. The placed circuits are then )

routed using a datapath-oriented routghich is based on the 4 Experimental Results

VPR routing algorithm [4] and is modified tofiefently use Fig. 9 shas the tetal area vs. the percentage of total tracks that
coarse-grain routing resources. Using a set of specially desigrf§@ coarse-grain in the datapath FPGA routing.riféasured the
cost functions, our router tries to balance the use of fine afiff@ in terms of the number of eealent minimum-width tran-

coarse-grain routing resources based on congestion and timﬁ‘n?:or area as described in [4prFeach benchmark circuit, we
constraints [17]. collected the area results from datapath architectures as described

in Section 3. W then classify these architectures into eight
For all of our &periments, we set the granularity of the datapatroups based on the percentage of total tracks that are coarse-
architecture, M, to be fouThis granularity s shaun to be one 9rain. The percentile ranges are (0%, 0%], (0%, 10%], (10%,
of the most dicient by the study of [6]. It is also used by the20%], (20%, 30%], (30%, 40%], (40%, 50%)], (50%, 60%], and
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(60%, 70%]. Vithin each rgion, we first obtain the minimum % % ) & 1
area obtainable by each circuite\When &erage these minimum Figure 10: area vs. logical track length

area walues across 15 benchmark circuits. The arithmeéca@le  ath-oriented synthesis, packing, placement, and routing tools to
of the area @lues is then plotted amst each percentile range.  investicate the dects of coarse-grain architecturariants on

_ _ FPGA area for highly gular datapath circuits.
Fig. 9 shas that as we start to add coarse-grain tracks to our
routing fabric, we are diérentiating our routing resources intowe found that, in order to ackie the best area results, 40% to
two types. This dferentiation reduces the routingXieility and 509 of the total routing tracks should be coarse-grain despite the
accounts for the initial increase in total area. As the number Rict that, in our benchmark circuitsien 94% of LUTSs are in g
coarse-grain tracks is increased to the 20% range, the benefitjf datapath components. Furthermore, for cluster size qf four
coarse-grain tracks starts to outweigh the xilfiéty in routing.  the best datapath architecture is 9.6% smaller than the best stan-
As the result, the total area required decreases until it reachesdBgd architecture.
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