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High-Speed CMOS Analog Viterbi Detector for
4-PAM Partial-Response Signaling

Bahram Zand and David A. Johns, Fellow, IEEE

Abstract—In this paper, a 1-Gb/s analog Viterbi detector
based on a 4-PAM duobinary scheme is discussed with experi-
mental results for a 0.25- m CMOS implementation. This chip
is the first analog integrated implementation of a reduced state
sequence detector. Pipelining and parallel processing have been
incorporated in this design for high-speed operation. Due to test
equipment limitations, experimental results are given for 200-Mb/s
operation while simulation results indicate a speed of 1 Gb/s.
Power dissipation is 55 mW from a 2.5-V supply. The active area
occupies 0.78 mm2. Although a duobinary scheme has been the
focus of this work for its application in optical links, this design
can be readily modified or extended to other partial-response
signaling schemes such as dicode and PR4.

Index Terms—CMOS analog integrated circuits, multilevel sys-
tems, partial response signaling, sequence detection, Viterbi detec-
tion.

I. INTRODUCTION

T HE EXPONENTIAL growth of high-speed data commu-
nication transceivers is often hindered by interface com-

ponents and transmission link shortcomings. For example, in
wired links there is a limited bandwidth that is dependent on
distance and cabling, while in line-of-sight free-space optical
links, a bandwidth limitation occurs due to photodiodes with
large depletion capacitance and LEDs. Two common techniques
to combat bandwidth limitations are multilevel modulation and
partial-response signaling (PRS) [1].

Multilevel modulation schemes reduce the required band-
width for a given bitrate and, hence, increase channel efficiency.
A simple multilevel transmission scheme is M-level pulse am-
plitude modulation (M-PAM), where each pulse conveys

M bits of information by mapping each combination
of M bits to one of M specified levels. Partial-response
signaling also improves channel efficiency, but in this case,
the improvement occurs by allowing a controlled amount
of intersymbol interference (ISI), thereby reducing noise
enhancement (since less equalization is required). However,
to take full advantage of PRS, maximum-likelihood sequence
detection (MLSD) is required, of which the Viterbi algorithm is
most commonly used [2], [3]. Unfortunately, when combining
M-PAM modulation with PRS, the decoding complexity often
makes this approach impractical. Fortunately, reduced-state
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Fig. 1. Two-state trellis diagram.

sequence detection (RSSD) can be used to reduce decoding
complexity with little compromise in performance [4]–[8].
While a digital realization of RSSD for 125-Mb/s digital trans-
mission over unsheilded twisted pair cabling has been reported
[9], there have been no previous reports of analog RSSD im-
plementations. Due to the elimination of the analog-to-digital
converter (A/D) at the frontend of analog Viterbi detectors,
which alone consumes a power of about 300 mW at 500 MS/s,
lower power and area are the greatest advantages of this design.

This paper presents the design and circuit implementation of a
1-Gb/s analog reduced-state sequence detector based on 4-PAM
duobinary PRS. The design was fabricated in a 0.25-m CMOS
process and consumes 55 mW from a 2.5-V supply when oper-
ating at 200 Mb/s. While post-layout simulations assert its func-
tion up to 1 Gb/s, due to test limitations, this chip was tested only
up to 200 Mb/s.

II. REDUCED-STATE VITERBI DETECTOR

The Viterbi algorithm is a practical technique for realizing a
maximum-likelihood sequence detector. By measuring the dif-
ference between the actual value of the received signal and its
expected value, one can assign metrics for each branch and state.
Final detection will be based on revealing the sequence with the
least accumulated branch metrics. These states and branches are
stretched in time and are shown in trellis diagrams.

For a two-state trellis diagram, we follow the results in [12]
to calculate branch metrics, , and state metrics, ,
as shown in Fig. 1, in which measures the amount of
error between the expected and the received values, while
for each state at time represents the least accumulated branch
metrics from the origin to that specific state.

State metrics and for time can be evaluated
based on the previous state metrics and the branch metrics as
follows:

(1)
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Since branch metrics are defined only for comparative pur-
poses and in order to avoid overflowing, the difference metrics
are introduced such that [16]

(2)

One can determine this difference metric and branch extensions
based on the branch metrics conditions such that

Extending this discussion to multilevel schemes, the full-state
trellis diagram for a 4-PAM modulation with the levels of1,

1/3, 1/3, and 1 V, encoded with a duobinary scheme, is
shown in Fig. 2, where each branch is labeled by a pair ofinput
data, duobinary coded data. For this modulation, although the
full-state Viterbi algorithm works well, its circuit implemen-
tation is quite complex. To lower this complexity, RSSD is a
solution for maintaining almost the same performance as full-
state Viterbi detection but with less complexity. For a two-state
RSSD, the idea is to retain the two most probable states at each
time and ignore the other states. These two states according to
the adjacency relation [13]1 will always be two neighboring
states. As a result, for the diagram in Fig. 2, the remaining states
at each time can be (0,1) or (2,1) or (2,3). As an example, de-
pending on the level of the received sample, possible branch ex-
tensions initiating from the states (0,1) are shown in Fig. 3.

A few facts need to be clarified in Fig. 3. First, category pairs
a–b and c–d each have three branches in common and can only
be distinguished by the fourth branch. To do so, a threshold
value can be set by averaging values of these noncommon
branches. Second, other possible categories will not occur in
duobinary coding [13]. Third, the next states in the categories a
and d will always be (0,1) and (2,3), respectively, while in the
categories b and c, next states will be (0,1) or (2,1) for b and
(2,1) or (2,3) for c, depending on the Viterbi algorithm results.
Fourth, the highest and the lowest quantization thresholds for
this example are 0 and4/3 V, respectively; these thresholds

1Note that a dicode sequence was examined in [13] rather than duobinary
sequence in our case.

Fig. 2. Full state trellis diagram for a 4-PAM signaling. Branch labels represent
the pairs ofuncodedandencodedsignals.

Fig. 3. Typical possible survivors in duobinary 4-PAM RSSD starting from
the states (0,1).

for the starting states (2,1) are 2/3 and2/3 V and are 4/3 and
0 V for starting states (2,3) [18].

This suggests that by grouping odd and even states into two
hyperstates, we can represent any of the categories in Fig. 3 by
a trellis diagram, as shown in Fig. 1, with the difference that
the branch metrics are a function of their originating states [13].
Following this idea, the full-state trellis diagram in Fig. 2 will be
reduced to the two-hyperstate diagram in Fig. 4. As an example,
any of the categories in Fig. 3 which are a subset of the above
diagram are shown in the two-state trellis diagram in Fig. 5.
Having this state reduction in place, we can proceed to the next
stage, which is basically the same as two-state Viterbi detection.

Applying mean-square error criterion and denoting any
starting state by and ending state by, the branch metrics will
be equal to

(4)
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Fig. 4. Two-hyperstate trellis diagram.

Fig. 5. Two-state presentation of the categories in Fig. 3.

By removing common terms which are independent of a
particular state and applying a factor of 1/4, the branch metrics
reduce to

(5)

Using the above equation, the branch metrics for the example
categories of c and d are shown in Fig. 6. Complete possible
branch extensions and their metrics starting from the adjacent
states I (0,1), III (2,1), and V (2,3) are presented in Table I.
By assuming each category of branch extensions in Table I as
a full two-state trellis diagram as exemplified in Fig. 5 and ap-
plying (3.1)–(3.4) to the associated branch metrics, the number
of extended branches at each category is reduced to two under
the specific conditions. These conditions and their pertaining
branch extensions for the categories c and d, as an example,
are presented in Table II, while complete tables for all cate-
gories in Table I can be found in [18]. Note that in Table II,
branch metrics in the category c can be either positive or neg-
ative depending on the value of . Due to this fact, an extra
threshold 1/3 for this category and other threshold levels 1,

1/3, and 1 for the other categories not shown in this table
have been introduced to differentiate between the distinct signs

Fig. 6. Typical branch metrics for the example categories c and d.

TABLE I
BRANCH EXTENSIONS AND THEIR METRICS

TABLE II
BRANCH EXTENSION AND DIFFERENCEMETRIC UPDATE OFSTATE (0,1)



898 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 37, NO. 7, JULY 2002

Fig. 7. Front-end quantizer circuit.

of these metrics. Some parameters such as, , , and
in Table II will be explained in later sections. As seen in

Table II, with the knowledge of the present state and the level
of input signal, threshold levels for the final two comparators
can be set and the difference metrics can be updated as the re-
sult of this final comparison. Finally, received data can be iden-
tified by keeping track of the survived branch transitions in a
path memory. In the next section, the circuit implementation for
this type of detection will be elaborated.

III. A NALOG RSSD CIRCUIT DESIGN

A. General Design

The information embedded in the complete version of
Table II and also the other tables associated with the starting
states (2,1) and (2,3) [18] give the main information for circuit
implementation of the 4-level reduced-state Viterbi detector.
Two comparator stages at the front and back end of the circuit,
corresponding to the conditions of, respectively, columns 2 and
4 of Table II, as well as the offset combiners in the middle, form
the analog core of this circuit. This analog core is supported by
digital circuitry which sets the dc offset value and sign for the
input signals as a function of present state and input level. This
digital circuit also controls the path memory and defines the
next state based on the outputs from the back-end comparators
and the existing state.

The front-end circuit is composed of nine comparators which
quantize the sampled input signal with steps of 1/3 V starting
from 4/3 V and ending at 4/3 V (Fig. 7). Ten outputs, p1–10,
of these comparators, along with the current state information,
are input to the digital part to select the desired offset and po-
larity for and .

As shown in Fig. 8, two combinations of , each with ap-
propriate polarity and offset, form threshold levels for the two
comparators at the back end. Difference metrics will be up-
dated and surviving branches will be identified upon the ter-
mination of this final comparison. In this figure, a few digital
signals control the signals offset and their polarity. As implied
from the third and fourth columns of Table II and the other
complementary tables [18], there are only three distinct abso-
lute offset values; these are 5/3 V, 1 V, and 1/3 V, which are se-

Fig. 8. Analog core of the processing circuit.

lectable by the digital signals , , and , respectively.
Difference metrics which are extracted from one of the upper
or lower threshold levels are selected and stored by the multi-
plexer sample-and-hold (Mux-S/H) for the succeeding compar-
ison based on the following three possible conditions for the
comparator outputs and . In the case of and

, the upper threshold voltage will be chosen, whereas
in the case and , the lower threshold level will
be adopted. For the last possible case, when , no
replacement for the former difference metric will take place and
the only possible variation is its polarity which, indeed, will rely
on the conditions of the current state and the quantized level.

Although the structure in Fig. 8 is complete and applicable, it
suffers from the existence of two S/Hs in the signal path, which
deteriorates the update speed. To improve speed performance,
we notice that in Table II, is always a function of
or , depending on the output of the two final com-
parators, which also implies that is a function of

, [12]. This suggests that the circuit in Fig. 8 can be
upgraded to the circuit shown in Fig. 9. Two ping-pong S/Hs
at the input will store and . The conditions of and

, as addressed before, will rule on whether the position of the
input sampling switch in this structure will be toggled or remain
unchanged. The new configuration operates at higher frequen-
cies due to removal of one S/H from the signal path.

Realization of the circuit in Fig. 9 can be simplified if all
additions and subtractions are performed in current mode, as
shown in Fig. 10. A fully differential structure ensures signifi-
cant suppression of common-mode noise and interference in the
circuit. The select switches pick one of the distinct offset levels
of 1/3, 1, and 5/3 V controlled by the digital input controls. Input
transconductors (V/I) convert input signals and selected offsets
to current before they are combined via pull-up resistors. Also,
polarity switches simply interchange the input and output con-
nections based on the control inputs to change the polarity of
alternative signals.

Since in Fig. 10 arithmetic operations are in current mode
(and also to reuse circuit blocks), the quantizing structure in
Fig. 7 is modified to the one shown in Fig. 11. Using this con-
figuration, the transconductors V/I-9 employed in Fig. 10 can
also be reused for quantization with extra output currents.
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Fig. 9. Improved structure for the analog core.

Fig. 10. Practical structure for circuit realization of Fig. 9.

Unfortunately, the structure in Fig. 9 still suffers from
significant delays within one sample period. The opera-
tions such as sampling, quantization, digital circuits delay,
voltage-to-current conversions, and the last stage comparison,
create a delay of more than 8 ns, which is too long to achieve
the desired speed. These delays can be mitigated by splitting
the above duties to different cycles and using a pipelining
structure, which will be addressed in the next section.

B. Pipelining Structure

Due to the long processing time needed for complete com-
putation during one sample period, the entire operation for one
sample is divided into four consecutive cycles, which start with
sampling and continue with quantization, digital assessment,
and finally back-end comparison and difference metric update.

As depicted in Fig. 12, five S/Hs store five samples of the
incoming signal. These samples are saved in the capacitors
through the transistor switches controlled by- (1) before
being converted to current by the corresponding transconduc-
tors. These currents which are proportional to the samples
at each S/H are steered to different stages in the pipelining
structure for subsequent analysis. The switches controlled by

- (2) deliver the desired current to the quantizer, while the
other switches, - (4) and - (5), take two other currents
for the difference metric update process. Upon the completion

Fig. 11. Current-mode realization of the front-end quantizer.

Fig. 12. Circuit structure for pipelining.

of this process on each sample, that sample will be replaced
by a new input sample at the same S/H. This implies that one
S/H and one transconductor are devoted to each sample for a
complete process.

To elaborate on the preceding discussion, suppose a new
round of the process is begun by assuming S/H(1) samples

at time 0. Denoting each clock period by, sample
should have been stored and settled by S/H(1) before

time . At the start of the second period,, S/H(2) will start
sampling at the same time as , which is being
held in S/H(1), is under the quantization process. At time
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Fig. 13. Selective switches and connections in the pipelining configuration of
the circuit.

, the quantizer outputs produced by will be used
as part of the inputs for digital assessment. At the same time,

is sampled by S/H(3) and , being held in
S/H(2), is undergoing the quantization process. At time ,
as presented in Fig. 13, this rotation will continue by saving

in S/H(4) and quantizing while is
in a waiting state for its digital assessment. Meanwhile, sample

, which we assume had already been stored in S/H(5)
together with , having been stored in S/H(1), will jointly
proceed to final comparison and the difference metric update
operation. In contrast, the function of and in
Fig. 13 is analogous to the characteristics of and in
Fig. 9, respectively, and as discussed earlier, the update of the
sample and holds containing and depends on the
results of and . This means that for the period starting at

, if either or is 1, the next sample, , will
be stored in S/H(5) [Fig. 14(a)]. Otherwise, if ,
S/H(5) will retain its sample and will be stored in
S/H(1) [Fig. 14(b)].

As shown in Fig. 14, there is one selective switch [SW_(1–5)]
assigned for any of the five S/Hs which, based on the existing
conditions, controls the flow of sampled signals to the different
processing stages. The digital controller for each switch is made
up of seven D-flip-flops and two multiplexers, which is shown
in more detail in Fig. 15. Each switching controller has four
outputs. At each period, only one of the outputs will be active
and the others will remain inactive. This is in compliance with
the fact that samples should be in different positions during the
detection process. In this circuit, the flow of active state from
S (1) to S (4) is unconditional, while the state transitions from
S (4) to S (5) and S(5) to S (1) are conditional and depend on

and . For or , there will be a routine flow of
states from S(4) to S (5) and S(5) to S (1), whereas for the
case , the state in S(4) will be moved to S(1)
rather than S(5) and S(5) will preserve its own state.

In this pipelining configuration, there is still one unresolved
problem. Recall from Table II that the information about the
selection of dc offset and signal polarity which are generated
by the digital assessment circuitry depends on the knowledge of
the present state, which is based on the acquisition ofand

information from the last period. However, in the pipelining

Fig. 14. Typical rotation of S/Hs when (a)Qu or Qd = 1 and (b)Qu =

Qd = 0.

Fig. 15. Digital switching controller.

structure, the digital assessment and the difference metric up-
date both execute simultaneously, which means that comparator
outputs cannot be known until the end of the cycle. To avoid
most of this delay, the digital assessment block is triplicated and
each of the blocks pre-evaluate their outputs for the three pos-
sible cases of , (1,0), (0,1), and (0,0). At the end of the
cycle and once the final comparator outputs are established, one
of these three sets of results will be chosen as the correct output
set.
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Fig. 16. Path memory configuration. L: latch. p: parallel input. S/P= 1 =>

serial loading. S/P= 0 => parallel loading.

Fig. 17. Transconductor circuit.

C. Path Memory

The final step in detecting the received data is to keep track
of the past states in the path memory. Based on the informa-
tion from the present state and the branch extension protocols in
Table II, the input digital state information (I, V) will be prop-
agated through the path memory using serial/parallel control
signals (S/P) and the final detected bits will be recovered at the
output. A depth memory of about 30 bits is proved sufficient by
simulation to acquire convergence in path memory, that is, re-
covering the same recovered data at the upper and lower pairs
of the path memory in Fig. 16 ( ).

IV. BUILDING BLOCKS

A. Voltage-to-Current Converter ( )

Voltage-to-current converters (transconductors) play a critical
role in this design, as all mathematical operations in this design
are in current mode. The transconductor with p-channel inputs
[14] depicted in Fig. 17 has a transconductance gain of

(6)

and can accommodate low bias level inputs and performs with
high linearity if is kept constant. Wide poly resistors laid out
at a close distance from each other can provide good linearity
and matching with the other transconductors. The main advan-
tage of this transconductor configuration is its capability to sup-
port multiple outputs to be used in the circuits demonstrated in
Figs. 10 and 11.

Fig. 18. Front-end preamplifiers of the comparator and their connections.

B. Comparators

Nine comparators at the front end and two comparators at
the back end are the key parts in this detector. When dealing
with CMOS comparators, their input offset can be significant
in a precise design and the need for offset cancellation is un-
avoidable. The comparator employed in this design has incor-
porated two cascaded preamplifiers (Fig. 18) which are coupled
to the input signal by and . Offset cancellation and bias ad-
justment is manipulated by the MOS switches which short the
output to the input and connect the other side of the coupling
capacitors to the reference voltages [15].

C. Input Quantizing Circuit

Fig. 19 is the circuit realization of V/I-9 in Figs. 10 and 11.
Nine differential outputs enable the sampled signal in quantiza-
tion position to be compared with nine reference levels as shown
in Fig. 11 in current mode. Nine reference levels are generated
using differential resistive ladders [17] and five two-differen-
tial-output transconductors (V/I-2), of which four of them in-
troduce two symmetric levels of (4/3, 4/3), ( 1, 1), (2/3,

2/3), and (1/3, 1/3) just by exchanging one of the output con-
nections. The last V/I-2 presents 0 V level (refer to Figs. 11 and
20). These reference levels, as well as the input signal level, have
been downscaled by the ratio of 3/10 in practice because of cir-
cuit swing limitations. Once in quantizing mode, output transis-
tors controlled by S2 will be turned on for the process. In digital
assessment mode, none of the output transistors are on, because
during this cycle only digital operations are carried out, based
on the previous quantization results. In and positions,
transistors controlled by S4 and S5, respectively, will be turned
on for the operation depicted in Fig. 10. Also, although in the
sampling mode there is no computational process to mandate
keeping the output transistors in the corresponding V/I-9 on, but
as explained in Fig. 14, since the position is uncertain until
the far end of the previous cycle, S1 will keep the output transis-
tors to be placed in sample mode on for a probable switch to
if both and are zero. For further clarification, it should
be pointed out that for reducing power consumption, only the
transistors engaged in the computational operations (quantiza-
tion and difference metric update) will be on in that particular
cycle and the rest will be kept off. The latter transistors will
be turned on slightly before any operational cycle to avoid any
delay caused by activating an off transistor.

In all modes except quantization, all transistors controlled by
S2 are off and hence, theenablesignal disconnects the gate of
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Fig. 19. Nine-differential-output transconductor (V/I-9).

Fig. 20. Reference generating circuit. (a) Differential ladder resistors. (b)
Two-differential-output transconductor (V/I-2).

these transistors to reduce capacitive load at the gates of active
transistors. In addition, as illustrated in Fig. 20, switch transis-
tors with their gates always grounded are also included in the
V/I-2 circuit for matching purposes.

V. EXPERIMENTAL RESULTS

The RSSD Viterbi detector was fabricated in a 0.25-m
CMOS process. Fig. 21 shows a photograph of the chip. The
active area is measured to be 0.78 mm, of which 75% is
occupied by the analog portion. Two differential pairs of the
input clock and input signal along with five pairs of differential
outputs form the major I/O pins. The output signals are com-
prised of four digital signals for path memory data propagation
control and one output clock for synchronization purposes.

To focus on the analog core of the circuit, the path memory
part was not included in the layout. However, the path memory
consists of approximately 120 D-flip-flops operating at
500 MHz, which would increase the power consumption by
25% and increase the area by 10%.

To test the chip, an external high-speed D/A was used to gen-
erate a 7-level 4-PAM duobinary differential input signal. The
three digital inputs to this D/A were generated from a pattern
generator. A controlled amount of noise was added to this input
signal using a noise generator and combiners. Due to speed limi-
tations of the available equipment such as the logic analyzer and
data generator, measurements were carried out up to 200 MS/s
and the results are shown in Fig. 22. These results indicate a

Fig. 21. Chip photograph.

Fig. 22. Measured bit-error rate performance.

close agreement between the experimental and simulation re-
sults. Deviation of experimental and simulated results from the
ideal case in low signal-to-noise ratio (SNR) is due to model in-
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TABLE III
PERFORMANCESUMMARY

accuracies. A summary of the chip measured results and speci-
fications is shown in Table III.

VI. CONCLUSION

Analog integrated Viterbi detectors have already demon-
strated their ability to operate at high speed while consuming
low power. With an ever-increasing demand for higher data rates
and the limitations of existing channels, multilevel schemes
have drawn attention for their lower bandwidth requirement. In
this paper, a complete design procedure of a 500-MS/s (1-Gb/s)
analog Viterbi detector for 4-PAM duobinary partial-response
signaling has been elaborated, and experimental results based
on this design have been demonstrated. Due to the limitations
of the testing equipment, testing was conducted at 100 MS/s
(200 Mb/s), while simulations demonstrate that it should
operate at 500 MS/s. The power consumption of the analog
decoder was measured to be 55 mW from a 2.5-V supply. This
design approach can also be extended to other partial-response
signalings such as dicode and class-IV systems, where a high
degree of detection reliability and low power consumption is
of concern.
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