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Abstract— While essential for high-performance circuit design, the placed in two dimension, rather than in one dimension for typ-
custom nature of datapath C;’rTPO”e“tbS_IFt?O”ff"(‘jef theti; ,Uste”in ?“'BI/ afew jcal standard cell. Third, there are magchitectural con-
microprocessor companies. The reusability of datapath intellectual prop- . P
erty (IP) libraries is largely limited by their dependence on process tech- Stram_ts to be satisfied: not Only power/grqund nets need to
nology. Layout migration tools today, which are based on layout com- be aligned, many other control ports of different cells need
pactipn developed decades ago, cannot cope with the challenges involvedto be aligned. Fourtiperformance characterizatios much
In this paper, we present a comprehensive datapath IP development harder: datapath components are parameterized over bitwidth
framework that can perform process migration by accommodating ad- ) L Cer- . .
vanced circuit considerations, layout architecture and transistor sizing, and other parameters and it is difficult to drive an analytical

in addition to design rule satisfaction. We demonstrate the effectiveness performance model for them.

of the framework by migrating the Berkeley low power library, originally .
developed for 1.2um MOSIS process, into TSMC 0.25um and 0.18um AS the manufacturing process updates every 18 month, as

technology. dictated by Moore’s law, even the cost of standard cell de-
velopment cannot be contained in a fabless company, hence
|. INTRODUCTION the birth of many intellectual property (IP) companies offer-

ing standard cell hard IPs. The manual development of dat-

The p_erformance_: gap betweeq a custom desflgn methoda ath IP libraries, as argued earlier, are unlikely to survive
ogy, typically practiced by the microprocessor industry, a cess upgrade, therefore automatic process migration tech-

standard cell.based design methodology, typically practic ues have to be used.
by the ASIC industry, can be as much as one order of mag- o ]
nitude on the same process [1]. There are many factors tha¢nfortunately, layout migration tools available today can-
contribute to the performance gap between ASICs and micRf2t cope with all the challenges involved. First, all techniques
processors. One of the primary reasons is that the statel§Rorted in the literature are designed to migrate a specific
the-art ASIC design methodology treats every design as s€icuit that uses a library of cells, rather than the library it-
of-gates, or random logic, while ignoring the regularity inheself. Without conS|der|ng theverall_llbrary architecturesuch
ent in high-performance applications, which typically proce€$ Power/ground net width, routing track number and port
data flow in a highly regular fashion. matching, the cell layouts mlgr_ate_d under this cm_:wt-dnven
The structured VLSI design methodology, advocated @rategywork only for the specmc_cwcmt, andthereis no guar-
Mead and Conway in the early 1980s [2], suggested tgatee they work under all occasions. Second, all migration
separation of control-path, either random-logic based oIS are based on layout compaction, a technology devel-
PLA/ROM-based, from the datapath, which are organized @€d decades ago, when layout area is the primary concern.
identical or similarbit slicesto perform a word-level compu- L@youtcompaction often compresses space between polygons
tation. Each datapath component, for example, a 32-bit addg€£klessly as long as design rules are not violated. In mod-
is implemented by an array tdaf cells each of which is con- €M design using aggressive circuit style in deep _submlcron
tained in the corresponding bit slice. The leaf cells are caR0c€sses, space is often among the first class citizead-of
fully crafted so that area and routing efficiency is achievefanced layout considerationfor example, to combat signal
power/ground and control signals are routed implicitly bsptegrlty. Other sp_emahz_eddvanc_ed circuit _conS|derat|0ns
abutment, and data signals are routed in the perpendicularR{h as new transistor sizes, device matching, are rarely con-
rection. This efficiency in area is further translated into effidered in an integrated fashion.
ciency in performance, since wire delays are minimal. In this paper, we present an integer linear programming
This rather “conventional” wisdom was always followed bylLP) based framework customized for datapath IP migration,
microprocessor designs, yet largely ignored by ASIC desigrhere a datapath IP library for a new process is generated
methodology based on logic synthesis. The major obstagi®en a library of another process and a library architecture
that prevents the synthesis of high-performance datapattspecification. Several innovations are introduced to help solve
the high cost associated with the development of a datap#tk difficult problems discussed earlier. First, we introduce a
library as compared to standard cell libraries. First, datapew optimization objective, callegeometric closenesto re-
ath library has largefunctional variety it includes compo- ward geometric resemblance of migrated layout to the origi-
nents performing not only logic functions, but also arithmetical layout. Under this metric, space is explicitly represented.
functions, data-steering functions and storage functions. SBceservation of space and preservation of non-space polygons
ond, datapath library has largasyout complexitfor each of are given equal priority. This ensures that the circuit and lay-
leaf cell: it may contain many channel connected componewist level considerations of the original designer are not cor-



rupted. Second, we employdaial-pass strategythat is, run- wherex; is the X coordinate of the right most vertical edge
ning the migration engine twice, to address the library-drivén the layout, and| is the X coordinate of left most vertical
requirement of our tool. This is in contrast to the top-dowedge, as illustrated in Figure 1 (a).

constraint propagation strategy employed by traditional hier-To preserve advanced design considerations in the original
archical compactors, which are limited only to area minimizdayout, as argued earlier, we define a new objective function,
tion. Third, since the library architecture specified by users aralled thegeometric closeness follows:

likely to lead to infeasible solutions, we propose a new con- d d

cept, calledsoft constraintsin order to obtain a best-effort so- z \(Xri —Xi) = (X3 — X )| (2)
lution. A concrete feedback is provided on where archltecture|_|ere,xri andx; are the X coordinates of the right and left

requirements fail, which thereby helps the user interactiveel)(/jges of each rectangle in the layout. The consb&ﬂ'ﬁsand

define the proper library architecture. old . :
The organization of this paper is as follows. The ILP-basdd '€ the X coordinates of the right and left edges of the

migration framework is introduced in Section Il. Section Il erespondlng rectangle in the orlg_m_al layout, as shown in
elaborates on how practical issues, such as port matchi ure 1 (b). Note that space is explicitly represented as rect-

. ) . . L . . les and are counted in the geometric closeness calcula-
routing grid snapping, power line sizing, transistor sizing a g 9

handled in our framework. Experimental results are given E'ﬁn' This is most conveniently achieved by using the corner-

Section IV. The related work is reviewed in Section V. st|tch§d |ayput representation [3]. .
To linearize, or to remove the absolute value computation

Il. ILP-BASED MIGRATION ENGINE in (2), we use a method similar to [4] by introducing two vari-

. . . lesR; andL; for each rectangle, such that (3) are introduced
The migration engine of our tool assumes that the leaf cgltsﬁ cgﬁstraintls 9 u (3) ! u

layout is Manhattan. The migration engine can therefore gen-

_erate the migrat_ed layout by determining new posit_i(_)ns (_)f hor- R > Xi—Xi
izontal and vertical edges of all geometries. In addition, it em- old  _old
- . ; ) R > xd_x°
ploys the traditional 1-D compaction strategy by first migrat- = li
ing along the X direction, or determing positions of vertical Li < Xi—Xi
edges, and then the Y direction. Without loss of generality, L < x3d_xold (3)
in the discussion that follows, we assume migration in the X o o
direction only. and the objective function is replaced by (4):
A constraint-based migrationf a leaf cell can be formu- R—Ly) @)
lated as an integer linear programming (ILP) problem: Z :
The constraint generation is another key component of the
minimize dx migration process. It discovers the relative position require-

ments between layout edges coming from different sources.
Let C = (A/b) be the set of all inequality constraints. One
x=0 source of constraints, denoted@sic, is imposed by the de-

Herex is a vector of variables to be determined, and i9n rules. The second source of constraints is imposed by
the simplest case would just be coordinates for all vertic3igh-level architectural requirements, which have to do with
edges. Vectors represent the coefficients &fin the objec- the global structure of the entire library, rather than individual
tive function of optimizationA is the constraints, each row of¢€lls. This includes the routing track constraiBtg.uteTrack
which represents coefficients Bin an inequality. Typically, the power line constrainGpowertine the transistor size con-
an equality will be in the fornx; — x; > by, where the constant StraintsCsizeand the port matching constraiortmatch:

by represents the minimum distance between two edges. _ Our migration framework employs a two-pass strategy, as
illustrated in Figure 2 to break the interdependence between

different leaf cells. The tool accepts a library of datapath leaf
cells with layout information from one process, and a specifi-
cation of the library architecture. In the first pass, it analyzes
the layout of each leaf cell, generates the design rule con-
straints, and drives an ILP solver under the geometric close-
ness objective function to arrive at a temporary migration so-
@ ® lution of each cell. Note that the ILP problems are solved
Fig. 1. (a)Minimum area layout objective function. (b)Geometric closene§§parately for dlﬁe,rent[ Ce"S'_ In the second pass, th? dlﬁ?rem
objective function. architectural and circuit requirements are translated into linear
constraints. Here, the temporary solution obtained in the first
The migrated ayout is largely nfluenced by the choice 5 2 SR 50 C8 Fa e T e e
the objective function. The traditional minimum area objec- 9 g e . .
. S . again to obtain the new, and final solution to accommodate the
tive function is defined by . )
new constraints. Note again that the ILP problems are solved
Xr — X (1) separately for each cells.

subject to AX> b




datapath 2{,‘;’2&?5;%;2 be migrated simultaneously. This may increase the number

l 1 of variables in the underlying ILP solver substantially. With
large datpath library, this approach quickly becomes infeasi-
design rule
constraints generation ble i . i
We instead introduce a pair of constardsandw to break
1 the dependency between different cells:
| ILP solver |
1 X11—X0=0d X1—%o0=d (7)
layout structure X12—=X11 =W X2—X21=W (8)
constraints
l We obtaind andw by taking the maximum value o{l -
[ i | X o, andx , — X ; among all the leaf cells that have to be
solver ’ ’ . . ..
matched, wher& is the temporary solution we obtain in the
. l l first pass. This method effectively stretches the port whose
migrated oot distance to boundary can be smaller than the maximum value

among all the leafcells, making all ports align together.
Fig. 2. ILP-based migration framework.

B. Routing Track Matching

Data signals in the datapath are always routed horizontally
[11. DATAPATH MIGRATION (perpendicular to control signals), and over-the-cell. Typi-

Design rule constraint generation is standard and readey: they have to be aligned to a routing grid, for which the
are referred to [5], [6]. In this section, we focus on hoWeW migrated library may be d|f_feren_t thgn the original. For
architectural-level and circuit-level requirements are tran@¥@mple, for a leaf cell layout given in Figure 4, and a rout-

lated into linear constraints and used in our ILP framework.iNg grid characterized brs, ro, rw), representing the routing
pitch, offset and width respectively, the Y coordinate of the

A. Port Matching lower and upper edge of each routing tragkandyyi, must

The area efficiency in the datapath is achieved bytitimg satisfy constraints:

strategy where important signals, such as controls and carries,

are implicitly routed by abutment. This requires the ports of Yo+ro+K-rs = Vg Q)
different cells tomatchexactly in position and size, as shown K > 0 10
in Figure 3. = (10)
Ywi—Ysi = W (11)
leafcell 1
portl  port2  port3 &\\\\E\}&@&%ﬁk\\\\w
N H N
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Fig. 4. Cell with routing track for data signals.

Fig. 3. Port matching of leaf cells.

. . . . C. Power/Ground N izing and Transistor Sizin
One naive way of translating the port matching constram% ower/Ground Net Sizing and Transistor Sizing

is to make the relative port position on the cell boundary andThere are two kinds of constraints involved with
port widths equal for all matching cells. The constraints resiiwer/ground nets. First, power/ground ports of different

from Figure 3 are then: cells have to match. This can be solved by the port match-
ing method described earlier. Second, the width of the

X1,1—X1,0 =X2,1 —X2,0 (5) power/ground net needs to satisfy the architectural specifica-
X12—X11=Xp2 —X2.1 (6) tion. Often, the width is determined by separate power/grid

design methodology and layout migration has to faithfully fol-
The problem of this approach is that the constraints bitalv the specification. These constraints are expressed as fol-
variables from different cells together. Therefore they have limws:



IV. EXPERIMENTAL RESULTS

(12) We implemented the migration tool on top of an IP-centric
CAD infrastructure, callegbsuite An open-source ILP solver

wherex; » andx; 1 are the two edges of the power/ground nes used as well. The migration tool itself is implemented by
andW Pis the user specified width of power line. 10K lines of C code.

Similarly, a circuit-level transistor sizing tool may deter- To test the effectiveness of our tool, we apply our tool on
mine an optimal transistor size that is different from the origthe low-power datapath library developed by Burd [7] at Uni-
nal layout, and it will rely on the migration tool to perform theversity of California, Berkeley. This library was based on SC-
change. After the identification of transistors in the layout, t#4OS 1.2um technology. Our targeted process is TSMC 0.25
sizing requirement can be expressed as an equality constraifit.and TSMC 0.1m technologies.

Note that we only expect modest change in the transistor sizefrigure 5 (a) shows an one-bit adder constructed by abutting
and therefore mildest change in layout topology. For exarifie add cell and theadd.cs sel cell in the library. Figure 5
ple, the introduction or elimination of transistor fingers is ndb) and (c) show the migrated layout output by our tool for
needed. TSMC 0.25um and 0.18m technologies respectively. Note

A practical problem frequently encountered is that it ighat all layouts are scaled to the same height for comparison.
highly possible that the layout architecture specified by tHaifferent aspect ratios are apparent as the consequence of the
user may lead to infeasible solutions. For example, the rofien-linearity of design rule scaling.
ing grid specification may conflict with existing design rules
constraints. If the migration tool provides only a binary an-
swer of failure, it is unlikely that the user can trace back to
where the problem is and make a decision on where to change
architecture or manually modify the layout at some specific
location. It is instead highly desirable that the tool can pro-
vide some hints.

We introduce a new concept, calleft constraintsto
address this problem. Typically, routing track constraints, (&) Original layout
power/ground sizing constraints, and transistor sizing con-
straints will be introduced as soft constraints, in contrast to
hard constraints such as design rule constraints. Consider a
constraint of the form

Xi2—Xi1=WP

§ e
GND CARRYIN GND vdd GND

> Aijxj = b (13)
]

We introduce a positive variable, called the elastic variable
g, that will be added to the inequality:

2 A +a b (14) LI
] . .
¢) Migrated layout in TSMC 0.
6 >0 (15) (c) Mig yout i 18n
(16) Fig. 5. One-bit adder.

Since the values a& can be set arbitrarily large, the origi- Figure 5 shows the migration result of an 8-bit adder.
nal constraint can be relaxed softenedin other words, they — Table | gives more comprehensive results carried out on
do not have to be satisfied. This effectively enlarges the feagi-SUNBlade 100 system running at 500 MHZ. Here, re-
ble solution space of the ILP problem. lated cells that need port matching are migrated in groups.
On the other hand, we penalize those solutions that wefke third column demonstrates two important figur@SR
not supposed to be feasible originally by adding them to the the actual area scaling ratio achieved, as measured by

objective function with a large weighting factor. Combininghigrated layout area 5 4TSRS the linear area scaling ratio mea-

. . . old layout area .
(4), the new objective function becomes sured bW%ﬁi, which as we know, direct lay-

Ri—L)+WS e (17) out shrinking with this ratiomay result in design rule viola-
Z ! ! .Z tions. These two values are shown for both targeted technolo-
gies. The number of rectangles (including space) in the lay-
This way, if conflicting constraints exist, by looking for allout, and the total numbers of constraints generated are shown
non-zero elastic variables, users can easily pinpoint the wrdnghe fourth and fifth column. The last two columns show the
constraints and revise them accordingly. runtime spent on constraint generation ( measured in seconds

J



Fig. 6. Migration of 8-bit adder (a)Original layout; (b) Migrated layout in TSMC Qu&% (c) Migrated layout in TSMC 0.48n.

), and ILP solving ( measured in minutes). As we can obseryé] was the first work that departed from the traditional opti-
the ILP solution dominates the computation time. Since omization goal and argued to the importance of rewarding ge-
dual-pass framework allows us to run ILP one cell at a timemetric similarity between the migrated layout and the orig-
the total migration time is limited in minutes and is thereformal layout. However, the quantitative measure they develop
tolerable. for geometric similarity is asymmetrical and penalizes right
edges in the X direction and upper edges in the Y direction
V. RELATED WORK and therefore is inferior to ours.

Automatic layout migration was among the oldest CAD
problems investigated and a large body of research was car- _ o _
ried out under the layout compaction problem. A good survey In conclusion, we have argued that migration technology is
of layout compaction can be found in [5] and [6]. The comessential for the success of hard IPs in general, and datapath
paction methodologies include: shear-line approach, virtlirary IPs in particular. The successful migration of datapath
grid approach and constraint graph approach. Our migratihneeds not only a migration engine with new optimization
tool extends the constraint graph approach, which represe@@gl of geometric closeness, but also a comprehensive frame-
constraints only as distance inequalities, into general line#@rk to handle architectural requirements and practical con-
formula, which are needed in some occasions. siderations. Future work includes a more ambitious transistor-

The port matching problem, or sometimes referred to 8%ing capability where layout topology can be changed to in-
pitch matching problem, was solved in the past by hiersgert transistor fingers, as well as extending the application to
chy compaction [8] [9]. This was achieved by first deriving@ther IP libraries.
the so-called port abstraction of each cell, which can be con-
sidered a simplification of the constraint graph for each cell, o _
where constraints unrelated to the ports are removed and me?fgtlgmcmc\,? Aig%e%‘i'l ﬁﬁﬁféi@fs"’i'ggzthe gap between ASIC &
longest path between ports are computed. The port locatigf)Sc. Mead and L. Conwayintroduction to VLS| Systemaddison Wesley,
of each cell are then solved by solving the combined port ab- J1'9;9-K o . c b Ad A .

; ; : ; ohn K.Ousterhout, “Corner stitching: ata-structuring technique for
straction gr_aph of the circuit that _uses the_ce” to be_mlg_ratéﬁi. VLSI layout tools,” IEEE Transactions on Computer-Aided Design of
The result is then set as constraints to drive the migration of |ntegrated Circuits and Systeqyp. 87-100, 1984.
each leaf cell. While this process might seem to be similar FOOIT-'LUfn Ftienr?,,ZharE) Ch%n, and Gusta_\tlo _E-TelflezI A VL?I art\?lork

_ A H H H egalization technique based on a new criterion or minimum layout per-
our dual-pass Stratggy’_ It Is not des'gnEd to n_ugrate a library turbation,” in1997 International Symposium on Physical Desija97,
where a top-level circuit does not exists, and it can only per- pp. 116-121.

form minimum area compaction, which as argued before,[%3 :(-Erict_Ch% “/? Subieelcg\éeS reviegNg gf :&rlnpaction," it2nd Design Au-
: : . omation Confereng , pp. 396-404.
less Important than other considerations. [6] David G.Boyer, “Symbolic layout compaction review,” i85th

Theminimum perturbation objective functioproposed in ACM/IEEE Design Automation Conferend®88s, pp. 383-389.

VI. CONCLUSION
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