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Based on H&P CA: AQA
Some Figures and Tables taken directly from the book

These are not meant to be slides but notes
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Overview

• Instruction Set Architecture Overview
• Interaction of ISA and compilers
• Interaction of ISA and implementation
• Key Idea:

– The ISA can make the compiler or the implementation harder
– Some may argue that the ISA can have a profound impact on 

performance, cost and complexity
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Instruction Set Architecture: Definition

• The set of all instructions
• Their format (binary representation)
• Specification of their operation
• Includes Machine state such as

– Type of Operands
– Memory  address space
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MIPS ISA Formats
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Classifying Instruction Sets based on Operand Location
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C = A + B
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Comparing Instruction Sets based on Operand Location
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Addressing Modes
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Do we need all these addressing modes?

Immediate, Displacement and Register Indirect dominate
Displacement Constants vary but most are small < 16bit
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Operations
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Common Operations: x86 – Spec92
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Control Flow Instructions

• Conditional Branches
• Jumps

– Unconditional Branches
• Procedure Calls
• Procedure Returns
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Conditional Control Flow Operations
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Encoding Instruction Sets

• Balance amongst competing forces

• As many registers as possible

• Impact on instruction size and program size

• Simplicity of decoding
– Multiple of bits, bytes or fixed size?
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Basic Variations in Instruction Encoding
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Compilers and the ISA

• Compilers will be used to generate most programs
• Goal of the Compiler

– Generate the best code
– Best: size and/or speed

• The compiler solves a big optimization problem
• The ISA can make this harder or easier



Fall 2005
© A. Moshovos (Univ. of Toronto)

Structure of a Modern Optimizing Compiler
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How the ISA can help the Compiler
• Goal:

– Make Frequent Cases fast and the Infrequent Correct
• Regularity

– Operation, data types and addressing modes should be orthogonal
• Can use any combination
• Counter-example: special purpose registers (sp and bp in x86)

• Provide primitives not solutions
– Attempting to support high-level programming language features may 

result in suboptimal results
• Example function prologue/epilogue saving/restoring instructions
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How the ISA can help the Compiler

• Simplify tradeoffs among alternatives
– What is the best instruction sequence given an operation?

• Instruction count is not a good metric
• Think of  a register-memory architecture like x86

– At which point it makes sense to register allocate a 
variable?


