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ABSTRACT

Manufacturing process variations, leading to variability in cir-
cuit delay, can cause excessive timing yield loss if not accounted
for. Many techniques have been proposed for statistical timing
analysis, which operate at a late stage of the design, by which
time many design decisions have already been made. In this pa-
per, we develop an early approach to statistical timing and yield
analysis. With early access to timing yield information, one can
take corrective action at a time when it is still possible to do so.
The proposed technique does not propagate distributions through
the circuit. Instead, it provides “yield-specific”’ margins on the
maximum and minimum nominal circuit delays (setup and hold
margins) which, if applied during standard (deterministic) tim-
ing analysis, would guarantee the desired yield. Starting from
a generic circuit representation based on classes of paths with
different depths, we find a lower bound expression on the timing
yield. This lower bound is guaranteed for unknown within-die cor-
relations, and hence the approach can be applied pre-placement.
We also propose a novel method that allows “controlled” budget-
ing of yield loss between setup and hold violations.

1. INTRODUCTION

Process variations have an impact on circuit delay variations,
and consequently can cause timing yield loss. Traditionally, pro-
cess variations have been taken care of in various ways. In mi-
croprocessors, it is typical to check circuit timing with nominal
transistor files, and to specify some timing margin which should
be left as slack between the nominal delays and the timing con-
straints, in order to account for process variations. In ASICs, the
practice is to typically design circuits by making sure the chip
passes the timing requirements at all process corners, including
nominal, worst, and best cases of device behavior. If these set-
tings are too pessimistic, then designers are forced to waste time
and effort optimizing a circuit using design conditions that are
too stringent.

There has been considerable discussion in the literature that
the traditional methods of using process corners or using a timing
margin are breaking down. For one thing, for microprocessors,
where nominal process files are used and a timing margin needs
to be left as slack, there are no easy ways to decide what the
margin should be, to account for within-die variations which have
become important recently. And if a given margin is used, there is
no indication as to what the resulting timing yield would be. On
the other hand, for ASICs, the number of corners is increasing,
making it very expensive to explore all corners. Furthermore, this
traditional corner analysis approach is a pass/fail approach and
cannot handle within-die statistical variations [1].

Statistical techniques offer an alternative approach. Due to the
increased importance of within-die variations, there has been an
increased interest recently in tackling the timing yield problem
by employing statistical techniques as part of the circuit timing
analysis step [2, 3, 4, 5, 6, 7]. The aim is to include statistical
delay variations as an extension to traditional STA leading to
statistical static timing analysis (SSTA).

In early work [1, 3, 8, 9], within-die variations are assumed to
be totally uncorrelated. This assumption is not true in practice,
however it is usually hard to express the correlations between
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within-die parameter variations with a model built from process
data. Different attempts to model correlations have been pro-
posed: In [10], principal component analysis (PCA) has been
used to de-correlate variations on a set of independent random
variables. In [11], a quad-tree partitioning is used to express a
region-wise spatial correlation among within-die variations. In [5],
correlation is taken care of using a canonical model, where each
variation is expressed in terms of global sources of variations.
All these methods depend on placement information, and rely
on extensive process data, which is not always easily available.
Therefore, these types of post-placement, design specific, SSTA
become final sign-off tools and are unusable during early circuit
design. In [7], a classification of SSTA approaches is presented:

1. early process-specific SSTA based on generic paths. This
can be applied early in the design flow, to establish timing
margins for generic paths in the candidate technology, even
before circuit design has started, and to possibly optimize
the devices or the circuit style to reduce these margins.

2. early design-specific SSTA based on a given design in a
given process. This can be applied pre-placement, during
the circuit design stage. This would be perhaps the most
heavily used type of SSTA.

3. late post-placement design-specific SSTA, for final sign-off.

In [4, 7], the first type of SSTA is explored, i.e., a process-specific
method is proposed. The analysis is based on a “generic path”
concept that is representative of critical paths in a given technol-
ogy. Cauchy bounds were used in [4] to get a lower bound on the
timing yield. Better bounds were proposed in [7], where corre-
lation was handled using Slepian’s Inequalities. An attempt to
handle both setup and hold yields was made, but the two anal-
yses were treated separately. In practice, both setup and hold
constraints should be combined in the analysis of the total timing
yield. In [6], it was suggested that some current post-placement
SSTA techniques unnecessarily complicate the design flow. Em-
phasis was made that, early and simple SSTA techniques, which
keep the current timing verification methodology, should be ex-
plored.

2. SCOPE OF THISWORK

Early prediction of statistical delay variations can lead to ed-
ucated early design decisions that can save time and effort in
achieving timing closure. Recent SSTA techniques have con-
tributed greatly to predicting the distribution of delay for circuits
that have already been specified, placed, and whose within-die cor-
relations have been extracted. Hence, these techniques are final
sign-off tools as they are applied at a late stage of the design.

In this paper, we propose a simple pre-placement SSTA tech-
nique that can be applied at an early stage of the design flow.
Since within-die correlations are unknown at the pre-placement
stage, we will use the assumptions stated in [7], to guarantee a
lower bound on the timing yield. Namely, it was proven in [7]
that if systematic within-die variations of gates are assumed to be
totally correlated along a path, and if systematic within-die vari-
ations between paths are assumed uncorrelated, then this would
lead to a lower bound on the timing yield.

Our analysis will result in a selection of two “yield-specific”
timing margins: a setup margin to be used on the nominal max-
imum path delay, and a hold margin to be used on the minimum
nominal path delay in order to guarantee a desired timing yield.



In this work, we propose a flexible generic circuit representation
based on multiple classes of generic paths. Such a representa-
tion can model virtually any circuit, by simple discretization of
its path delays into specified classes. Setup yield and Hold yield
are both studied and combined together to give an expression
for a lower bound on the total timing yield. Using this resulting
expression, we allow controlled budgeting of yield loss between
setup and hold violations by careful selection of setup and hold
margins.

Hence, for a desired timing yield ), we will work backward
from the lower bound to find the required timing margins (s, 75,)
to be used. Note that if these margins are used, the timing yield
would be at least equal to ) since we’re using a lower bound on the
yield to find our margins and the actual yield will be higher. As a
result, our approach preserves existing static timing methodology,
by providing timing margins to be used during circuit design, in
order to account for process induced delay variations at an early
stage of the design.

3. GENERIC CIRCUIT DESCRIPTION

For early analysis, given the absence of complete details of the
circuit implementation, it becomes necessary to construct high-
level models that capture circuit characteristics. For the timing
yield problem at hand, a model was used in [12] in which a generic
critical path model was employed as a way to capture the depen-
dence of circuit worst-case delays in a given technology, in the
absence of a specific circuit instance. In this model, a circuit is
assumed to consist of a large number of identical paths, whose
delay is representative of critical path delays in the target de-
sign. Each of these generic paths consists of a specific number
of identical stages (a stage is a logic gate and the interconnect
at its output). This model has been successfully employed in the
industry, and we also offer independent verification of the valid-
ity of the generic path model in [13], where it is shown that the
statistics of a large number of such generic paths match very well
the statistics of critical path delays in the actual circuit. This
model was later used in [4], where the generic path model was
used to allow computation of the setup margins required for a
single class of paths. In this section, we will first simply review
the construction of the generic path model, with reference to pre-
vious work, and then in section 3.4 we extend this previous work
in order to allow for multiple classes of generic paths. We will
also handle both setup and hold violations.

3.1 Generic Parameter M odel

For a given circuit element or layout feature 4, let X (i) be
a zero-mean Gaussian random variable (RV) that denotes the
variation of a certain parameter of this element from its nominal
(mean) value. Thus, for example, X (i) may represent channel
length variations of transistor . It is standard practice [14] to
express the correlation between these RVs by first breaking up the
variations into die-to-die and within-die components, as follows:

X (1) = Xaa + Xwal(?) (1)

The die-to-die component X 44 is an independent zero-mean Gaus-
sian RV that takes the same value for all instances of this element
on a given die, irrespective of location. The within-die component
Xwd(i) is a zero-mean Gaussian which can take different values
for different instances of that element on the same die. This leads
to the following relationship between the variances:

Uz(i) :Ugd"—o—?ud(i) (2)

Then, the within-die component is further broken down into two
components, a systematic component and a “random” compo-
nent:

de(z) = des (Z) + de'r(i) (3)

where, for each 4, the random component X,,4,(7) is an indepen-
dent zero-mean Gaussian. A similar relationship follows for the
variances:

oa(1) = 0ags (i) + 00, (1) (4)

We can write X,45(¢) in the following way:
des (Z) = Owds (l) des (Z) (5)

where Z,,45 (1) are correlated standard normal RVs (mean 0, vari-
ance 1). Hence, our model for parameter variation X (i) consists
of an independent zero mean die-to-die component X j4 with vari-
ance G?id’ a correlated systematic within-die component X, q5(%)
with variance o2 , (i), and an independent random within-die
component X,y (i) with variance o2 ; (i).

Starting from process parameter variations captured with this
model, we show next that gate delay variations and path de-
lay variations can be modeled using the same generic parameter
model.

3.2 GateDelay Model

In general, there is a nonlinear relationship between gate delay
and transistor parameters. Simple circuit simulations, however,
reveal that this nonlinearity is not strong, especially for small
transistor parameter variations. Therefore, we will simply assume
that gate delay is linearly dependent on the process, and hence is
Gaussian with mean equal to its nominal value.

For all the transistors within one logic gate, we assume that
their channel length variations are captured with a single RV
L(i) and their threshold voltage variations are captured with a
single RV V(¢), which we assume to be independent of each other.
For each gate, we can extract sensitivities to the different varying
process parameters using circuit simulation. Hence, if D(%) is the
deviation of the delay of logic gate ¢ from it’s mean (nominal)
delay, we have:

D(i) = aL(i) + BV (i) (6)
where e and 3 are sensitivity parameters, with suitable units, that
one can easily obtain from circuit simulation of a representative
logic gate. Notice that, for the above process parameters, a > 0
and 8 > 0. As a result, we can express the statistical variations
in delay of gate i as:

D(i) = Dqq + Duwas(8) + Dayar (3) (7)
so that:
Dga = oalgq+ BVaa
Doygs (7,) = aLygs (Z) + BVwds (7,) (8)
Dwdr(i) = aLwd'r(i) + ﬁdeT(i)
and:
ohap = ohgp+0054y
Taas,n (1) P00 s 1) + 8200 45 v (4) )
wds,D wds,L wds,V
U?Udr,D(i) = O‘QU?udr,L(i) + 520'120d7‘,V(i)

These equations provide a way in which the statistical model of
gate delay (i.e., its three variances) can be computed from the
underlying statistical model of transistor parameters.

3.3 Generic Path Delay Model

Consider a generic path of N logic stages (a stage is a logic
gate and the interconnect at its output). We will only focus on
gate delays, and only on transistor L and V variations. The
methodology can be easily applied when more device parameters
are of interest, or when interconnect parameter variations are to
be included as well. Let Dy (j) denote the deviation of the delay
of path j from its mean (nominal) value. For the sake of simplicity
assume identical gates along a path. Hence path delay variations
can be written in the following form:

N N N
DN(j) =Y D(i) = NDag + Y Dwas(i) + > Duwar(i) (10)
=1 iz =

Recall from [7] that the generic path delay variance is given by:

ohn () =Gy T Tmdspy )+ 0narpy () (11)



where:
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9dd, Dy

2 .
Owds,D (])

2 .
der,DN (-7)

Note that we have assumed the systematic within-die variations
of gate delays to be totally correlated along the generic path. This
assumption is not “simplistic”’; given the absence of correlation
information during pre-placement this assumption is needed to
maximize path variance and hence guarantees a lower bound on
the yield as was shown in [7]. Note the averaging of variations in
the random within-die variance (N instead of N2) due to random
cancellations along the path. With this, we have a full statistical
model of path delay, that is captured using the generic parameter
model described earlier with its three components of variations.

3.4 Generic Circuit Representation

The generic path model was useful to study setup margins sep-
arately, or hold margins separately. However, in order to study
the interactions among long paths and short paths, and the trade-
offs between setup and hold margins, a more detailed model is
required. We now provide such a model, what we refer to as a
generic circuit model, which involves the specification of classes
of paths, as an extension of the generic path model.

According to this model, a generic circuit is a collection of a
certain number M of classes of paths. Each class j =1,2,..., M,
consists of n; identical generic paths [7] of depth N;. The depth
is the number of stages along a path; a stage is a logic gate or
cell along with its fanout interconnect network. In a logic circuit,
if a logic path is well-optimized, then every stage is loaded by a
total output capacitance which is 3-4 times as big as its own input
capacitance, hence the standard FO4 configuration, so that the
stages on a path have approximately the same delay. Motivated
by this, we use the same assumption of [7] that all stages have the
same nominal delay and the same sensitivity to process variables
(sensitivities are terms such as a and 3 in (6)). Thus all stages
are identical, and all paths within the same class are identical;
paths in different classes have different depth.

The classes can be viewed as the result of discretization of
path delays into “bins” of paths with equal or similar delay. We
further assume the existence of a “circuit depth histogram” which
provides the fraction of the total number of paths that each class
constitutes. We express these fractions as probabilities:

’P{N:N]}:’yj, i=1L2...,M (12)

where N is a discrete random variable that represents path depth,
N is the depth of paths in class j, and v; is the fraction of total
paths that have a depth of N;. If n is the total number of paths
in a circuit, then the number of paths n; in class j is:

M

nj =v; Xxn and Z'yjzl (13)
j=1

An example is given in Table 1, which, for a test circuit A
with 5 classes, lists the values of N; and +y; for every class. Also
shown is the corresponding path count n; in every class based
on an assumed total path count of 10,000. The table also shows

the nominal path delay D%?m) in every class. In the follow-

ing sections, we will present the analysis leading to early timing
verification of circuits represented in this generic circuit represen-
tation. Based on such a circuit model, we will provide an analysis
that predicts the margins that need to be left to guarantee a de-
sired timing yield. We will also validate our margins with Monte
Carlo simulations. We consider the generic circuit to be an intu-
itive and useful model for logic circuits, in the same way as the
generic path has been found to be useful. Again, the reader is
referred to the Appendix for validation of the utility of the earlier
generic path model.

Table 1: Generic Circuit with 5 Classes of Paths

j I 2 3 7 5
N, 1 5 6 8 9
ngm) 8 (ns) | 10 (ns) | 11.1 (ns) | 12 (ns) | 13.5 (ns)
; 30% | 10% 10% 20% 30%
n; 3000 | 1000 1000 2000 3000

4. TIMINGYIELD

Informally, timing yield is the probability that circuit delay is
within the specified timing constraints. These constraints can
be upper limits on the maximum circuit delay, lower limits on
the minimum circuit delay, or both in what is known as interval
or two-sided constraints. Yield loss is incurred if circuit timing
falls outside the constraints. Note that constraints on the maxi-
mum circuit delay are also known as setup time constraints, and
constraints on the minimum delay are known as hold time con-
straints. In the next two sections, we will separately define the
setup yield and the hold yield. After finding their correspond-
ing expressions for circuits that are generically represented using
our model, we will combine the two yields and present a way to
predict statistical margins that should be left as slacks to get a
desired timing yield, taking both setup and hold constraints into
account.

5. SETUPYIELD

Setup yield Yg can be written in the following informal way:
Ys = P{All Path delays are less than max constraint}  (14)

Recall that in our generic circuit representation with multiple
classes, each class consists of identical generic paths whose de-
lay variation is modeled using the generic parameter model. Let
D N, (7) be the path delay variation of path 7 in class j. Then we
can express path delay variation using the parameter model in
the following way:

Dy, () = DYP+ DY@+ D@ (1)
= DR +D00 (16)

where j = 1,..., M is the class index, 4 = 1,...,n; is the path
index in class j, and the right hand side is simply the three com-
ponents of variability. Note that in the second line, we have com-
bined the systematic and random components into one within-die
component of variability whose variance is equal to the sum of the
variances of the systematic and random components. Now com-
bining the above model for path delay with (14), gives the formal
expression for setup yield:

M nj
Ys=P{ [ N (DNj(z') gfj)

j=1Li=1

(17)

where the () operator is used to indicate that we are interested
in the probability of all these joint events.

In other words, the setup yield is the probability that, over all
classes M, all path delay variations in each class are less than a
timing margin 7; (specific to each class j). This margin is the
amount of “padding” or slack, that should be kept between the
maximum delay constraint and the nominal path delay in class
j, to account for delay variations. Using the above expression for
setup yield, we will later show how we can predict a unique setup
margin 75 that should be left as slack on the maximum nominal
path delay, in order to guarantee a desired setup yield for the
circuit under consideration.

5.1 Yield Analysis

Starting from (17), and noting that the second intersection
defines a statistical max operation, we can write the following:

Ys=P ﬁ [m:f (ox, ) <7 ] (18)

Jj=



In [7], it was proven, using Slepian’s Inequality, that if the
systematic within-die delay variations are assumed to be uncor-
related, then this would lead to a lower bound on the statistical
max and min operations. We will use this result to write the
following lower bound on the setup yield Yg:

M
g dd od) /.
Ys > P _ﬂl {rpj;c (p§? + D3P @) <7 } (19)
-

where DE\}U_d)(i) are assumed to be uncorrelated for different i’s
J

(hence independent because Gaussian).

5.1.1 Asymptotic Convergence

Let Z; be an RV equal to the maximum delay variation for
class j. This is shown in the following equation:

o (dd) (wd)
zZ; = m:ai((DNj + DY (z)) (20)
_ dd n; (wd) ;.
- ngj)+r§1:zll)((D]\1,‘; (z)) (21)
dd
= ngj>+wj (22)

where W; = maxzzl (Dg\l,”d) (4) ). Note that because the die-to-

die component is the same for all ¢, then we can take it outside
the max operation. We will now prove that as n; — oo, the
variance of W} will go to zero, therefore we can approximate W
by a constant p; equal to its 50" percentile W; 50%-

Let Y be the maximum of n independent identically distributed
(iid) standard normal RVs. In studying the asymptotic properties
of such an RV, it has been shown in [15], that V = [,(Y — I)
has a unique limiting distribution that is independent of n, where
ln is a coefficient (not an RV) that is proportional to 1/2log n.
Since V' has a distribution that is independent of n, its variance

s2 is independent of n. Therefore:

2 = Var[ln(Y —In)] = 1,2 Var[Y] (23)
and
52
VarlY] = ﬁHO as m — 00 (24)

which is true because [2 is proportional to log n.

This result can be applied to W}, which is the maximum of n;
independent zero-mean gaussian RVs D%ﬁd) (2), after scaling each
by its standard deviation to transform them to standard normal
RVs. Since the variance of W) goes to zero for large m;, then
we can approximate it by its 50" percentile W s50% which we
denote by pj. Now let Zj be a random variable such that:

Z; = D¢

J

+ 1y (25)

Then Z; converges to Zj for large nj;. Note that p; is given by:
1 7y (wd)
wi = Wj 500 = @ ((0.5) "a‘) Xoy. (26)

where J](\l,'{d) is the standard deviation of Dg\;l{d>.
fj J

Fig. 1 shows plots of the distributions of Z; (solid) and Z;
(dashed) for increasing values of n; = 10,100, 1e3, 1e6, 1e7, 1e9.
The approximation is very tight for n; greater than 100, and the
two become indistinguishable for larger n;. Since we anticipate
each class of paths to contain hundreds if not thousands of paths,
then the approximation is very good and Zj will be used in lieu
of Z; in the analysis below.
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Figure 1: Approximate and true distributions

5.1.2 Setup Yield Expression

Starting from (19), and replacing the expression inside the

brackets by Z}-, we get the following expression for the setup
yield:

Ys

\Y
o]

( ) <1 ) (27)

Il
A,

(0 <m-n)| e

Recall that the die-to-die component of variation affects all the
circuit in the same way, i.e. the variation is governed by a single
random variable.

dd dd
D?vj) = ojvj ) Zo (29)
where 05\7]@ is the standard deviation of the die-to-die component

and Zj is a standard normal RV. Note that 0'5\(,14) depends on j

and is different for different classes. Combining (28) and (29)
gives the following expression for setup yield:

M
.
Ys > P | 20 < L p? (30)

- lea
Jj=1 N

Mo T —

= PQ Zo<min| Ly (31)
UNj
Mo T~y
I Wi e ) B 42
IN;

where Y, is the desired lower bound on the setup yield Ygs.

5.1.3 Setup Margin ~,

The above equation for setup yield Yg is very important be-
cause it will allow us to budget each margin 7; and to finally
assign a unique setup margin 75 for the circuit which guarantees
a desired setup yield, as follows. Let a,;n be such that:

M s

o T~ Hj

Amin = MIN (d)
=1 o

Nj

(33)

Recall that pu; and crg\(,l;i)
but 7; is to be determined. If a setup yield of, say Ys = ), is
required, then we can use the lower bound Y, to get a value of

amin using (32), by setting Y, = ), then:

are determined and fixed for each class,

Amin = <I>71(y) (34)
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Figure 2: Setup Margin Computation

We can then use this value of a,,into budget the yield between
the different classes. In order to reduce the design effort for class
J, one would like the margin 7; to be small, and so we require:

T — My .
%:aminy j=1....M (35)

IN;
where effectively we require the different class contributions to
the yield to be equal. In this way, we have “relaxed” the yield
requirements for each class, while ensuring that the desired yield
overall is met. As mentioned, this is important, since it has the
benefit of reducing the design effort required to meet the timing
and yield constraints.

This gives us the following expression for each class margin:

5= 0N X min by, G=1,. M (36)

Recall that the margin 7; represents how much designers should
leave as slack between the nominal path delay of class j and the

maximum delay constraint (setup constraint). Let Dg\?om) be
J

the nominal path delay of the generic paths of class j. Then we
can define a unique setup margin 75 to be padded on top of the
maximum nominal path delay for all classes, in order to guarantee
that the desired setup yield is attained. This is expressed in the
following way:

Ts = mj\gic (D§€j"m> + Tj) - I}-{\éx (D%OM)) (37)

which may be explained with the help of Fig. 2. For each class
with nominal path delay of Dg\gom) (hashed bars), we get the

class margins 7; (solid bars) using (36). We then apply (37), sub-
tracting the maximum nominal delay from the maximum delay
with added margin 7; to get the setup margin 7s. Therefore,
we are providing a unique margin to be allowed on the nominal
maximum circuit delay, in order to guarantee the required yield.
Note that no other path delays exceed the point defined by the
maximum nominal delay with the added setup margin 5.

5.2 MonteCarlo Validation

In this section, we will validate our approach with Monte Carlo
analysis. For this matter, we will use circuit A that was defined
in Table 1. This circuit has five classes of paths with different
depths, nominal delay values, and numbers of paths. We also
assume that two process parameters are varying (channel length
and threshold voltage), and that we have gate delay sensitivities
to these process parameters for each class of paths. In our exper-
iment, we varied the parameters in such a way to get 20% — 27%
30 gate delay variation. We have also assumed a breakdown of
(50%, 25%, 25%) of total parameter variance into die-to-die, sys-
tematic within-die, and random within-die variances respectively.
Applying the analysis described in section 3, we can get the path
delay model for each class of paths.

6.5 -
Setup Margin predicted by our approach

55 Setup Margins predicted by Monte Carlo N
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Figure 3: Monte Carlo Setup Margins for 99.73%
Setup Yield

We will assume that the desired setup yield is Y = 99.73%.
Applying our analysis on circuit A, we get a setup margin 75 =
4.85 ns that corresponds to 36% of the maximum nominal path
delay of 13.5 ns found in Table 1. Recall that this margin is valid
for any circuit placement, and hence any within-die correlation
since it was derived from the lower bound. It is therefore a con-
servative timing margin; this means that for a given correlations
setting, the true setup margin is expected to be less than the mar-
gin that we have predicted. We will verify this statement through
Monte Carlo simulations for different within-die correlations. To
this end, we have considered a k X k grid on which we place all
the 10,000 paths of circuit .A. We also use a number (p) of RVs
to model the within-die correlations between paths. If p is large,
within-die correlation between paths is weak. If p is small, cor-
relation is strong. We have run Monte Carlo for 10,000 samples
and generated the distribution of maximum path delay. From this
distribution, we determined the 99.73% delay percentile and sub-
tracted from it the maximum nominal path delay to get the setup
margin. We have run this experiment for different values of p to
emulate situations ranging from high correlation, to almost inde-
pendence. Monte Carlo analysis predicted setup margins ranging
from 3.54 ns (for strong correlations) to 4.54 ns (for weak corre-
lations) as opposed to our 4.85 ns predicted margin. Fig. 3 shows
the predicted margins for the experiments that we performed.
Note that the left-most Monte Carlo margin corresponds to the
case of strong correlations, and the right most-Monte Carlo mar-
gin corresponds to the case of weak correlations.

6. HOLDYIELD

In the previous section, we presented in detail the analysis that
led to the final expression for setup yield Yg, and the correspond-
ing setup margin 7s. In this section, we will briefly repeat the
same analysis for the hold yield. Recall that the hold yield can
be informally defined in the following way:

Ys = P{All Path delays are greater than min constraint} (38)

Using the same analysis as before, we can rewrite the hold yield
to be:

M nj
Y =P ) [ N (DN_]. (@) > —Tj) } (39)
j=1 Li=1

where T; is the margin (positive) that should be left between the

minimum constraint and the nominal path delay for class j. The
above equation can be transformed in the same way as previously
done:
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Again using Slepian’s Inequality [7], the assumption that D(wd) ()

are independent will give us a lower bound on the hold yield. ThlS
allows us again to approximate the minimum of n; independent

gaussian RVs by a constant ,u;- that is equal to Uj 509, the 50th
percentile of the distribution of U; = min?il (Dg\?;d) (z)) [15]:

1
’ rT wd
= ]50%—<1>1(17(05> )xo&ﬁ (42)

The final expression for the hold yield is:

—T. — W
Yo > 1-PQ Zo<max | —L (43)
2 o5
! !’
—T. — W
= 1-@| max | —2 2 (44)
j=1 o.(dd)
Nj

In the same way as before, we will choose a bynqs to guarantee a
desired hold yield of say Y > Y, = V:

! ’
—T. — .
bmaz = m]\gx J—'LL] =¢! (1 - y) (45)
j=1 oldd)
Nj

Then we can budget 7']/. in such a way that:

’ ’
K
(@D

Ny

= bmaz, j:L“-vM (46)

This gives us the margins that should be left between the min-
imum delay constraint (hold constraint) and the nominal path
delay of every class of paths:

! (dd)

Tj = —ON, X bmaz —pj, j=1,...,M (47)

Note here that 7']/» is positive because by q, and ,u,;. are negative.

Finally, we combine the above margins with the values of nom-

inal path delay D%L_Om) to get a unique hold margin 75 for the
J

circuit. This margin should be left as slack between the minimum
constraint and the minimum nominal path delay over all classes:

= (06) -y (P )

6.1 MonteCarlo Validation

We have repeated the same Monte Carlo experiment described
previously and determined the distribution of the minimum path
delay for different ranges of within-die path to path correlation,
going from strong to weak correlation. From this distribution, we
have recorded the 99.73% delay percentile and subtracted it from
the nominal minimum path delay in order to determine the hold
margin. Monte Carlo simulations predicted margins ranging from
1.56 ns (for high correlation) to 2.05 ns (for weak correlation),
while our approach predicted a margin of 2.22 ns corresponding
to 28% of the nominal minimum delay of 8 ns in Table 1. Fig. 4
shows Monte Carlo predicted margins for different within-die cor-
relations, going from strong (left) to weak (right). It also shows
that the predicted hold margin is valid as a conservative choice
under unknown within-die correlations.

7. TOTAL TIMING YIELD

In the previous two sections, we presented a way to verify that
a desired setup yield or hold yield is met. The method is simple,
in that it provides a setup margin 75, and a hold margin 73, that
should be allowed on the nominal maximum and minimum path
delays respectively, to guarantee desired yields. Both setup and
hold analyses were presented as separate entities, which means
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Figure 5: Setup and Hold Margins Selection, total
yield Yr = 95%, £ = 0.8

that when we computed the setup yield expression, we did not
take into consideration hold yield.

‘We now combine the two analyses together, and give an ex-
pression for the total yield Y7, which captures both setup and
hold yield loss. This provides control over the amount of yield
loss from either setup or hold violations. This means that if hold
yield is dear, one can pick the margins in such a way that all
timing yield loss is due to setup yield loss, and vice versa.

‘We now show how this can be done. The total yield is:

v =P} ﬂ (DY +min (D) = =) )

(DY + mix (DY @) < 75) | }

Using Slepian’s inequality for two-sided constraints [16] that guar-
antees a lower bound when the within-die variations are assumed
uncorrelated, and then applying the approximations that we pre-
sented earlier, mainly replacing the minimum and maximum op-
erations by their constant estimators, gives the final expression
for the total yield:

M
4 dd
Yr > P ﬂ{ T]_/"‘jSDEVj>STj_“j (50)
j=1
= P{bmaz <Zy < amin} (51)
= CI:’ (amm) - q:' (bmaz) (52)

where p15, u;, 20, bmaz, and apmiy, are as defined before. Note that
we need to assign values for a,,in and byqz in order to guarantee
a desired total yield Y. Once we have chosen their values, the

. . . . ’
same previous analysis applies, i.e. find 7; and 7 from amn and

bmaz using (36) and (47) respectively, then determine the setup
margin 75 and the hold margin 7, using (37) and (48) respectively.
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7.1 Yield LossBudgeting

Looking at (52), it is easy to see that if a total yield of say
Yr > 95% is desired, then different solutions (amin, bmaz) exist.
For each solution, the amount of yield loss from setup and hold
violations differ, but the total yield loss is the same. Let L, Lg,
and Ly be the total, setup, and hold yield losses respectively.
Then we can write:

Ly = 1-Yr=1—-9 (amm) + & (bmam) (53)
Ls = 1-Ys=1—®(amin) (54)
LH = 1- YH = (bmaz) (55)

Note that the total yield loss equals to the sum of yield loss from
setup and hold. We now define the “yield loss budget” ¢ in [0, 1],
to be the fraction of total yield loss induced by hold violations.
This means that:

Ly = §Lp (56)
Ls = (1-¢Lr (57)
Combining the above four equations enables us to get a unique

(@min,bmaz), and hence a unique (75, 7s) solution for a specific
yield loss budget &:

bmaac = q)_l (f LT) (58)
Umin = Cb_l (1 - (1 - 5) LT) (59)
Hence, for a total yield of 95%, and a yield loss budget of ¢ = 0.8,
we can use the above equations with L = 5% to get specific

values for amin and bmae. Then, using the previous analysis for
setup and hold yield, we get a setup and hold margin (75, )
that should be used for the circuit to meet timing constraints
with probability Yr = 95%.

Fig. 5 shows how to compute 75 and 74,, for a yield of 95% and
a yield loss budget £ = 0.8. The filled dots represent nominal
path delays for each class as listed in Table 1. The cross and
star represent the “padding” or class margins 7; and 7' that need
to be kept between the nominal delays and the constraints. The
resulting margins are 7, = 4.44 ns (33% of the maximum nominal
delay of 13.5 ns) and 75, = 1.81 ns (23% of the minimum nominal
delay of 8 ns). The above results are obtained for the same 3o
variation of 20% — 27% in nominal gate delay that was used for
the previous two experiments.

Fig. 6 shows a plot of 75, versus 75, for the same experiment
for a desired yield of 95%, by sweeping the yield loss budget &
between 0T and 1~. As expected, when the setup margin is
increased causing setup yield loss to decrease, we can reduce the
hold margin and incur more hold yield loss while maintaining
the same total yield. This gives designers more flexibility in the
choice of their margins.

8. CONCLUSION

An early analysis technique was proposed, which allows one
to determine and budget the setup and hold margins required
for a proposed chip design. The technique works irrespective
of (and for any possible setting of) the within-die correlations,
which allows one to handle situations of unknown correlations
as well as pre-placement analysis. The process requires up-front
specification of the target process technology and the circuit style,
through a generic circuit description in terms of any number of
classes of generic paths. As a result, the proposed technique
provides setup and hold timing margins which, if observed for
the longest and shortest nominal path delays during subsequent
circuit design, would allow this chip to meet the timing yield
target. These margins are not unique, but may be traded-off
against each other, so that one may allow more setup yield loss
than hold yield loss, or vice-versa, by simply changing a single
parameter.
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