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ABSTRACT
Process induced threshold voltage variations bring about
fluctuations in circuit delay, that affect the FPGA timing
yield. We propose an adaptive FPGA architecture that
compensates for these fluctuations. The architecture in-
cludes an additional characterizer circuit that classifies logic
and routing blocks on each die according to their perfor-
mance. Based on this classification, the architecture adap-
tively body-biases these resources by either speeding up the
slow blocks or by slowing down the leaky ones. This pro-
cedure mitigates the effect of the variations and provides a
better yield. We further diminish leakage by slowing down
areas of the FPGA that have a positive slack. Overall, this
architecture minimizes the timing variance of within-die and
die-to-die Vth variations by up to 3.45X and reduces leakage
power in the non-critical areas of the FPGA by 3X with no
effect on frequency.

Categories and Subject Descriptors
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Design
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1. INTRODUCTION
CMOS scaling has been driven by the desire for higher

transistor densities and faster devices. Historically, inno-
vations for improving performance relied on exploiting ever
larger numbers of transistors operating at higher frequen-
cies. To keep the resulting switching power dissipation at
bay, successive technology generations have relied on reduc-
ing the supply voltage (Vdd) and the minimum transistor
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feature size. But while supply voltage reduction guarantees
an acceptable dynamic power dissipation, it comes at the
expense of overall performance. Hence, a corresponding de-
crease in the transistor threshold voltage (Vth) is required
to restore the current drive of the device. However, this
reduction in Vth has not been accompanied by a similar
drop in threshold voltage variations (∆Vth) [1]. Further-
more, the reduction in the minimum feature size has caused
significant variations in other transistor characteristics such
as transistor length. This further aggravates ∆Vth through
short channel effects fluctuations [1]. The increased process
variations may have a significant effect on circuit perfor-
mance, power and yield [2]; process variations can cause
up to 30% disparities in chip frequency and a 20x spread
in subthreshold current [3]. While compensating for process
variations has been an active research topic for the micropro-
cessor and Application Specific Integrated Circuit (ASIC)
design communities [3, 4], reducing the process variations in
Field-Programmable Gate Arrays (FPGAs) has not been ad-
dressed. Furthermore, compensating for Within-Die (WID)
process variations in ASICs increases the area considerably.
Unlike ASICs, FPGAs offer regular structures that are well
suited to compensation with an incremental algorithm.

We propose a new adaptive architecture that compensates
for the process variations on FPGAs by including an addi-
tional circuit block per FPGA chip that incrementally char-
acterizes each FPGA logic and routing block based on its
performance. The classification is then stored in additional
SRAM configuration bits in each tile and used by a bidirec-
tional adaptive body-bias circuit to compensate for process
variations. Circuit blocks that have a higher than nominal
performance, through a lower threshold voltage or shorter
length, will be slowed down and made less leaky; conversely
circuit blocks that are slower than nominal will be made
faster. Furthermore our additions to the FPGA can be used
to reduce the leakage of the FPGA by using the body-bias
to selectively slow down logic and routing blocks that are
not critical. To our knowledge, this is the first work that
addresses process variations in the context of FPGAs. The
resulting architecture offers two substantial improvements
over conventional FPGA architectures:

1. Reduction of the effect of process variations. This will
in turn reduce the corresponding delay variations on
the FPGA. The reduction in delay variations allows
for lower guard-banding and thus the ability to pro-
duce more aggressive designs.
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Figure 1: Standard FPGA Architecture

2. A secondary effect of being able to reduce overall leak-
age by slowing down non-critical portions of the FPGA.

It will be shown that the variance of the process variations
can be reduced by 3.45X and that leakage power can be
reduced by 3X with no effect on frequency.

The remainder of this paper proceeds as follows. Section 2
provides background on FPGAs, commonly used techniques
for leakage power minimization in FPGAs and process varia-
tions minimization in ASICs. Section 2 also underscores the
shortcomings of these techniques, which provide the motiva-
tion for our approach. Section 3 discusses the new adaptive
architecture, and the corresponding algorithm responsible
for setting the additional configuration bits and a leakage
optimization scheme based on our novel architecture. Sec-
tions 4 and 5 provide an overview of our methodology and
the results respectively. Finally, 6 concludes the paper.

2. BACKGROUND

2.1 FPGAs
FPGAs are composed of many configurable logic blocks

connected together through a configurable interconnect [5],
as shown in Fig. 1 which depicts a standard island-style
FPGA architecture. Logic blocks are clusters of logic ele-
ments, which are themselves composed of a single Look-up
Table (LUT) and a register. The distributed interconnect is
made up of routing switches which are buffered multiplexers
that create a many to one input to output mapping. Both
the LUT and the routing switch are programmable through
configuration SRAM bits that are included with each block.
In this paper a block refers to both logic and routing blocks
unless otherwise specified.

2.2 Leakage Reduction in FPGAs
Process variations and leakage power are two challenges

that are faced in sub-90nm technologies. Since subthresh-
old leakage has an exponential relationship to the threshold
voltage, Vth, process variations can increase the leakage sub-
stantially. Previous work on leakage minimization in FPGAs
ignored process variations. Such techniques include:

1. Dual Vth and Dual Vdd [6]
2. Programmable Dual Vdd [7]
3. Programmable Routing Switch [8]

[6] exploits the fact that the configuration cells can be slowed
down and thus assigned a high Vth since they are used only
once upon loading (no run-time delay penalty). Their ap-
proach also segregates predefined sections of the fabrics into

high and low Vdd sections where critical and non-critical
logic can be programmed into. However, [6] highlights the
limitations of their method by stating that a programmable
Vdd solution would allow for higher flexibility, where a tim-
ing analysis tool adjusts the supply voltage for each block in
the FPGA according to slack availability. Therefore a block
on the critical path is allocated a high Vdd whereas blocks
with a large slack are allocated a low Vdd.

[7] introduces such a heuristic and is able to achieve signifi-
cant power gains (61%). In much the same way [8] develops a
programmable routing switch which is placed in a low-power
mode when there is available slack on the path. All these
techniques, however, ignore process variations by assuming
that the available slack estimated by the timing analysis
tool for a given block is equal to the post-fabrication timing
slack for that block. This is, however, not the case since the
timing slack in the design phase can be significantly differ-
ent from the silicon measurements, due to within-die and
die-to-die process variations. Therefore, applying [7]’s leak-
age minimization techniques on a block could lead to func-
tional errors due to failure in meeting timing constraints. To
cope with this intrinsic variability, designers have considered
worst-case process variations thus limiting the performance
and leakage reduction possible. Our approach starts by ad-
dressing process variations before applying the leakage opti-
mization schemes thus allowing for more aggressive leakage
reduction.

2.3 Process Variation Compensation
A number of recent studies have considered the use of

adaptive body biasing as a means of compensating for die-
to-die and within-die parameter variations [3, 4]. In one
method that compensates for die-to-die variations, the crit-
ical path is replicated once and used to characterize the
entire die [4]. This approach is aimed at ASICs since it
requires prior knowledge of the design’s critical path. More-
over, to compensate for WID variations [4], the technique
is improved by creating multiple duplicates of the critical
path circuit; In this second scheme, the die is divided into
small blocks and a circuit which is representative of that
block is replicated within the block’s boundaries. The tech-
nique works under the assumption that transistors within
the block will be effected by similar process variations and
can therefore be adjusted using the same bias. Since the
algorithm needs to replicate many different critical paths,
using a large number of blocks leads to an excessive increase
in area. In both methods, prior knowledge of the critical
path is a must. This is not the case in an FPGA where the
critical path differs on a design to design basis. Moreover,
these techniques are not suited to FPGAs, since they do not
exploit their regularity. Regular structures inside FPGAs
are a perfect fit for an incremental compensation algorithm
that handles both die-to-die and within-die variations.

3. ADAPTIVE ARCHITECTURE
The new adaptive architecture is composed of three ad-

ditional circuits on the FPGA; one characterizer per FPGA,
extra configuration SRAM bits per FPGA tile, and bi-directional
body-bias generators per FPGA tile. The location of the
characterizer in the FPGA fabric is shown in Fig. 2. The
characterizer is responsible for measuring the process vari-
ations that have occurred in each FPGA block. When an
FPGA is powered ON the characterizer classifies each logic
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Figure 2: Proposed FPGA Architecture (Island-
style)

and routing block into the following many different groups
such as:

1. High Vth , low leakage, low speed
2. Nominal Vth, nominal leakage, nominal speed
3. Low Vth, leaky, faster speed

This classification is then stored in SRAM configuration bits
in each tile and used to select a body-bias value. This value
is then routed to each tile to adjust its threshold voltage, Vth.
This mechanism effectively compensates for the underlying
process variations of a given block.

The number of groups that the categorizer can classify
each logic and routing block into, and consequently the num-
ber of additional configuration SRAM bits that are needed
to allow for the different levels of compensation, provides
a tradeoff between the area overhead and the accuracy of
the calibration. Additional compensation levels allow for
smaller resulting variations at the expense of a more com-
plex biasing circuit and larger area overhead. In this paper
we consider 3- and 7-level classifications which correspond
to 2 and 3 additional configuration bits per FPGA block
respectively.

Since additional SRAM bits and the bidirectional adaptive
body-biasing circuits [4] are well known designs, the rest
of this section will provide the details of the characterizer
block.

The block diagram of the characterizer is shown in Fig. 3.
The characterizer is composed of a phase detector, a sample
and hold circuit, a comparator and high level controller. The
characterizer works as follows: first a clock signal (CLK) is
fed into the phase detector as well as being routed to the
FPGA block that is being characterized. The output of

that block, CLK
′

is fed into the second input of the phase
detector. The phase detector compares the two clock signals
and produces an output whose pulse width represents the
delay associated with going through the characterized block.
The pulse width can be described as:

pulseWidth = d + δd (1)

where d is the nominal delay involved in traversing a block

Phase
Detector

Sample
and
Hold C

ou
nt

er

Controller

Clock
Generator

Characterizer

FPGA Block Being
Characterized

Configure

Accumulator

CLK

CLK

Figure 3: Characterizer High-level Block Descrip-
tion

and δd is the variation in delay of the block due to process
variations. For example, if the Vth for the block is higher
than nominal or the length is longer than nominal, then δd

will be positive representing a slow block. Conversely if the
Vth for the block is lower than nominal or has a narrower
length, then δd will be negative representing a fast but leaky
block.

The analog pulse width is then converted into a digital
value by sampling the analog pulse using a high frequency
clock CLK2. The sampled value is stored in a counter. Now
the value d + δd is represented by a digital value and can
be compared to the expected delay d. The output of this
comparison will set the configuration bits in each FPGA
block. In turn these bits determine the amount of body-
biasing to be applied.

The algorithm described above is only valid when used on
logic or routing blocks that are adjacent to the character-
izer. However, it can easily be extended to all the blocks
in the FPGA. The key idea is that since the characterizer
goes through the blocks sequentially, it keeps track of the de-
lays incurred when traversing previously calibrated blocks.
Hence, when a new resource is reached, the intermediate
interconnect delay required to reach that block is already
known and can be subtracted out. Hence, the delay of a
distant block can be isolated and the methodology that was
used for blocks contiguous to the characterizer can now be
extended to all the blocks in the FPGA. For example, as-
sume that the clock loop-back signal has to go through n−1
routing and logic blocks before reaching the one that is be-
ing characterized. Therefore the pulse width at the output
of the phase detector now represents:

pulseWidth =
n�

k=1

d + δd (2)

The variation δd results only from the block being char-
acterized, because the sequential property of our algorithm
ensures that the delay of the n − 1 blocks that the clock
signal traverses, are already known. Since the variability in
the previous blocks is not completely removed, the controller
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has to also store the intermediate post-calibration block de-
lays in order to perform an accurate characterization of the
distant blocks. With this knowledge the characterizer sam-
ples the output of the phase detector into a digital counter
as before and subtracts the known delay thus obtaining δd.
As before, depending on the sign and value of δd, the con-
figuration bits in the FPGA block are set and the resulting
proper compensation will be applied.

3.1 Leakage Optimization
An additional benefit of this architecture is the ability to

optimize for leakage and/or speed. Previous work has shown
that FPGA designs have a considerable amount of timing
slack that can be used to reduce the leakage. It has been
demonstrated that on average 75 % of all routing resources
can be slowed down by 50% [8].

This observation allows our architecture to have an addi-
tional benefit of being able to reduce the leakage. Sections
of designs that have a timing slack can be slowed down by
overwriting the configuration bits of their routing and logic
blocks thus raising their threshold voltage and reducing their
leakage. This can be safely done since variability has already
been compensated for during the calibration process.

4. METHODOLOGY
All simulation results reported in this paper are based

on an industrial 130nm technology and are produced us-
ing HSPICE. All simulations presented were performed at
110oC where leakage and delay are more critical than at low
temperatures.

4.1 Variation Modeling
Variations normally have three components: a die-to-die

component, a within-die systematic component, and a within-
die random component. The term “systematic” refers to the
parts of the variations which have some correlation across
the die, while the “random” component refers to the parts of
the variations that are totally independent. In this paper we
focus on the WID random component of the threshold volt-
age with no loss of generality to different sources of variation
since our architecture compensates by measuring the effect
of variations, and not the underlying variation itself. The
variations are modelled as a standard normal distribution.

The process variations for each transistor are obtained
as follows. First the 3σ values of the normal distribution
for minimum sized transistors are retrieved from the worst
case values in the technology file. Then the variance of
the normal is computed by scaling the 3σ value inversely
proportionally to the square root of the transistor area [9,
10]. The Vth variations obtained are then assigned to the
HSPICE DELVTO parameter for each transistor. DELVTO
is a user-specified HSPICE parameter that shifts the value
of the threshold voltage during simulations.

4.2 Architecture Modeling
In order to verify that our architecture reduces the effect

of variation on performance, we prototyped our new archi-
tecture. First the process variations are generated from the
normal distribution and are simulated in SPICE. The out-
put of this SPICE simulation is inputted into a module that
models the behaviour of the characterizer circuit. The char-
acterizer uses the data from SPICE to compute the con-
figuration SRAM bit settings which are fed back into the

Voltage Variations

Spice Deck
(LUTs)

Characterizer
Module

Configuration SRAM bit values

Iteration 2 (Calibrated)

Iteration 1 (Uncalibrated)

Figure 4: Simulation Architecture
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Figure 5: Variation in Delay for the Standard Ar-
chitecture (above) and the Adaptive Architecture
(below) for 3 levels of classification

SPICE simulation for a second iteration. The performance
and leakage results of the second SPICE simulation repre-
sent the results for our proposed architecture. Fig. 4 depicts
our simulation methodology.

5. RESULTS
The following figures compare the leakage and timing be-

haviour of LUTs across an FPGA which have threshold volt-
age variations applied to them in a standard architecture
and the adaptive architecture. All the LUTs are configured
as 2-input NANDs. The results are shown for both 3- and
7-levels of classification.

Fig. 5 show the effect of the proposed architecture on the
variation in delay when using three levels of classification.
While the mean has not changed, the standard deviation in
delay shows a decrease of 30.3%. Fig. 6 shows the variation
in delay when using seven levels of classification; in this case
the standard deviation in delay shows a reduction of 3.3X.

In terms of the effect of the new architecture on the vari-
ation in leakage, Fig. 7 shows the range of leakages when
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chitecture (above) and the Adaptive Architecture
(below) for 7 levels of classification
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using three levels of classification. Again while the mean
leakage has not changed, the standard deviation of the leak-
age has been reduced by 78%. The reason why there is
a larger reduction in the standard deviation of the leakage
compared to the reduction in the standard deviation of the
delay is that leakage has an exponential relationship to the
transistor threshold voltage.

When using a seven-level classifier an 18X reduction in
the standard deviation of the leakage is observed.

5.1 Leakage Reduction
We have also analyzed how much leakage can be reduced

by using the inherent body-biasing in the new architec-
ture by slowing down areas of the FPGA that have slack.
We used SmartTime, Actel’s Static Timing Analysis tool
to extract the slacks for 44 industrial designs placed and
routed on the Pro-Asic3 architecture. Based on the slacks,
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Figure 8: Variation in Leakage for the Standard Ar-
chitecture (above) and the Adaptive Architecture
(below) for 7 levels of classification
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Figure 9: Reduction in leakage by applying Com-
pensation Scheme

we increase the threshold voltage of these cells and achieve
leakage reduction with no additional performance penalty.
Therefore, all 44 designs still meet their timing constraint
targets following the threshold voltage slow down.

Fig. 9 shows the leakage values for the suite of designs
normalized against a standard architecture. These results
show a nearly uniform distribution in which leakage mea-
surements using our architecture are 30% those of the stan-
dard architecture. The reduction in the leakage is in line
with those found by [8].

5.2 Area
The new adaptive FPGA architecture has an increased

area and cost. There is an increased cost and area overhead
due to the need for a triple-well process, but since routing
switches and LUTs are mostly comprised of NMOS pass-
transistors the area overhead for triple-well process will be
less than other body-biasing schemes. The extra transistor
overhead in each FPGA tile includes an additional two or
three SRAM bits and an extra multiplexer that selects the
appropriate body-biasing value. This additionnal circuitry
incurs an area penalty equivalent to 1.6% of the transistors
in the tile. Furthermore, there is the area overhead of the
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characterizer which we estimate to be less than the area of
nine FPGA tiles. This area penalty is reasonable considering
the thousands of tiles that make up modern FPGAs.

6. CONCLUSION
In this paper, we proposed a novel adaptive FPGA ar-

chitecture that reduces the effect of process variations on
the delay and leakage of FPGA circuit blocks. Our adaptive
FPGA architecture adds one characterizer circuit per FPGA
along with body-bias generators throughout the FPGA fab-
ric and uses an iterative algorithm on start-up to compen-
sate for within-die and die-to-die threshold voltage varia-
tions. An area/optimization trade-off exists; if three levels
of classification are used the delay variability is reduced by
30% and the leakage variability is reduced by 78%. On the
other hand if a seven level classification is used, the delay
variability is reduced by 3.3X and the leakage variability is
reduced by 18X. Moreover the new adaptive architecture al-
lows for FPGA blocks which are not critical to be slowed
down, hence reducing the leakage while meeting the tim-
ing design constraints. Simulations show that for an Actel
ProAsic3 architecture, on a benchmark set of 44 industrial
designs, a 3X decrease in leakage is achieved.
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