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Abstract { With the advent of portable and

high-density microelectronic devices, the power

dissipation of integrated circuits has become a crit-

ical concern. Accurate and e�cient power estima-

tion during the design phase is required in order

to meet the power speci�cations without a costly

redesign process. As an introduction to the other

papers in this session, this paper gives a tutorial

presentation of the issues involved in power esti-

mation.

I. INTRODUCTION

Power dissipation of integrated circuits (ICs) is a
major concern in VLSI circuits and systems design.
One reason for this is the dramatic decrease in fea-
ture size and the corresponding increase in IC tran-
sistor count and clock frequency. The resulting high
power dissipation elevates chip temperature and can
cause performance degradation and decreased lifetime.
A usually expensive solution is to use costly packag-
ing and heat-sink technologies, which also complicates
system design and increases system cost.

Another reason for the recent prominence of the
power dissipation problem is the growing demand
for portable communications and computing systems.
These systems are only practical if they can be oper-
ated for extended periods of time without recharging
or battery replacement. Given the relatively slow im-
provement in battery technology, designers have to use
low-power ICs to increase the operating life of their
portable products. Increasingly, it is the digital parts
of these systems that are the high-power o�enders, be-
cause of the extensive digital signal processing (DSP)
that is usually performed.

Managing the power of a digital IC design adds to
a growing list of problems that IC designers and design
managers have to contend with. Computer Aided De-
sign (CAD) tools are needed to help with the power
management tasks. Speci�cally, there is a need for
CAD tools to estimate power dissipation during the
design phase in order to help meet the power speci�-
cations without a costly redesign process.

In the commonly used CMOS technology, the chip
components (gates, cells) draw power supply current
only during a logic transition (ignoring the small leak-
age current). While this is considered an attractive
low-power feature of this technology, it makes the
power-dissipation highly dependent on the switching

activity inside these circuits. Simply put, a more ac-
tive circuit will consume more power. This complicates
the power estimation problem because the power be-
comes dependent on the circuit inputs, not only on
the circuit structure. The power is said to be input

pattern-dependent.

A simple and straight-forward method of power
estimation is to simulate the circuit, using a circuit
simulator, to obtain the power supply current, from
which the average power can be computed. In order
to use this method, complete and speci�c information
about the input signals is required, in the form of volt-
age waveforms. Hence, we describe this simulation-
based technique as being strongly pattern-dependent,
which is a major problem with this approach. While
it is not always the case, input signals may be un-
known during the design phase because they depend
on the system (or chip) in which the chip (or functional
block) will eventually be used. Speci�cally, for a micro-
processor or a DSP chip, the data inputs can not be
determined apriori, because they depend on how the
chip is deployed in the �eld. A simplistic method to
get around this problem is to exhaustively simulate
the circuit for all possible inputs, but this is obviously
impractical.

Recently, several techniques have been proposed
to overcome this problem [1] by using probabilities to
describe the set of all possible logic signals, and then

ACM/IEEE Design Automation Conference, 1995.



studying the power resulting from the collective in
u-
ence of all these signals. This formulation achieves a
certain degree of pattern-independence that allows one
to e�ciently estimate and manipulate the power dissi-
pation. Most of these techniques simplify the problem
in three ways:

(1) It is assumed that the power supply and ground
voltage levels throughout the chip are �xed, so
that it becomes simpler to compute the power by
estimating the current drawn by every sub-circuit
assuming a given �xed power supply voltage.

(2) It is assumed that the circuit is built of logic
gates and latches, and has the popular and well-
structured design style of a synchronous sequen-

tial circuit, as shown in Fig. 1. In other words, it
consists of latches driven by a common clock and
combinational logic blocks whose inputs (outputs)
are latch outputs (inputs). It is also assumed that
the latches are edge-triggered and, with the use of
a CMOS design technology, the circuit draws no
steady-state supply current.

(3) Finally, it is commonly accepted that, in accor-
dance with the results of [2], it is enough to con-
sider only the charging/discharging current drawn
by a logic gate, so that the short-circuit current
during switching is neglected. This restriction is
not absolutely required, and there are ways of
avoiding it.
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Figure 1. A combinational circuit embedded in a synchronous sequential design.

Therefore, the average power dissipation of a cir-
cuit can be broken down into (a) the power consumed
by the latches and (b) that consumed by the combina-
tional logic blocks. This provides a convenient way to
decouple the problem and simplify the analysis. Cor-
respondingly, we have found that an e�cient way to
estimate the power is the following two-step approach:
1. Solve for the latch power by examining the behav-

ior of the whole circuit as a �nite state machine
(FSM).

2. Use the results of the FSM analysis to compute
the power for the combinational circuit block.
This process is easily formulated using probabili-

ties. In what follows, we will see how probabilities are

relevant to power estimation, and then consider sep-
arately the computation of the latch power and the
combinational circuit power. In doing so, we will un-
cover a number of challenges and di�culties, including
the issues of feedback, correlation, and delay.

II. USING PROBABILITIES

Probability has been used in order to solve the
pattern-dependence problem, as follows. Instead of
simulating the circuit for a large number of input pat-
terns and then averaging the results, one can simply
compute (from the input pattern set, for instance)
the fraction of cycles in which an input signal makes
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a transition (a probability measure) and use that in-
formation to estimate (somehow) how often internal
nodes transition and, consequently, the power drawn
by the circuit. Conceptually, this idea is shown in
Fig. 2, which depicts both the conventional path of us-
ing circuit simulation and the alternative path of using
probabilities. In a sense, one performs the averaging
before, instead of after, running the analysis. Thus,
a single run of a probabilistic analysis tool replaces a
large number of circuit simulation runs, provided some
loss of accuracy can be tolerated. The issues are ex-
actly what probabilities are required, how they are to
be obtained and, most importantly, what sort of anal-
ysis should be performed.

In practice, a knowledgeable designer may be able
to directly provide the required input probabilities,
eliminating the need for a large set of speci�c input
patterns. In any case, the results of the analysis will
depend on the supplied probabilities. Thus, to some
extent the process is still pattern-dependent and the
user must supply information about the typical behav-
ior at the circuit inputs, in terms of probabilities. How-
ever, since one is not required to provide complete and
speci�c information about the input signals, we call
these approaches weakly pattern-dependent.

There are many ways of de�ning probability mea-
sures associated with the transitions made by a logic
signal, be it at the primary inputs or at an internal
node. We start with the following two:

De�nition 1. (signal probability): The signal

probability Ps(x) at a node x is de�ned as the aver-
age fraction of clock cycles in which the steady state
value of x is a logic high.

De�nition 2. (transition probability): The tran-

sition probability Pt(x) at a node x is de�ned as the
average fraction of clock cycles in which the steady
state value of x is di�erent from its initial value.

The signal probability is a relatively old concept
that was �rst introduced to study circuit testability [3].
In the following sections, we will see how the signal and
transition probabilities are related and how they can
be used to compute circuit power.

III. LATCH POWER

Whenever the clock triggers the latches, some of
them will make a transition and will draw power. Thus
latch power is drawn in synchrony with the clock. If
the transition probabilities Pt(x) at the latch outputs
are known, then the average power consumed by one
latch is simply:

1

2Tc
V 2

ddCxPt(x)

where Tc is the clock period and Cx is the total capac-
itance at the latch output.

Thus the computation of the latch power reduces
to �nding the latch transition probabilities. However,
computing the probabilities Pt(xi) from the input sig-
nal and/or transition probabilities is not trivial. In
fact, it can be shown that �nding these probabilities
exactly is NP-hard. Even �nding them approximately

is not easy, because the feedback creates the di�cult
situation where future signal values are related to their
past and present values. Thus the signals in consec-
utive clock cycles may be correlated due to the feed-
back. This feedback concern is addressed in one of the
papers [10] in this session. The other three papers ad-
dress problems related to power computation in the
combinational circuit.

IV. COMBINATIONAL CIRCUIT POWER

Whereas latch power is drawn in synchrony with
the clock, the same is not true for gates inside the
combinational logic. Even though the inputs to a com-
binational logic block are updated by the latches (in
synchrony with the clock), the internal gates of the
block may make several transitions before settling to
their steady state values for that clock period.

These additional transitions have been called haz-

ards or glitches. Although unplanned for by the de-
signer, they are not necessarily design errors. Only
in the context of low-power design do they become a
nuisance, because of the additional power that they
dissipate. It has been observed [4] that this additional
power dissipation is typically 20% of the total power,
but can be as high as 70% of the total power in some
cases such as combinational adders. We have observed
that in a 16-bit multiplier circuit, some nodes make as
many as 20 transitions before reaching steady state.
This component of the power dissipation is computa-
tionally expensive to estimate, because it depends on
the timing relationships between signals inside the cir-
cuit. Consequently, many proposed power estimation
techniques have ignored this issue. We will refer to this
component of power as the toggle power. Computing
the toggle power is one main challenge in power esti-
mation. How exactly do the circuit delays a�ect the
switching activity? How sensitive is the activity (and,
therefore, the power) to the exact delay values and
to their relative magnitudes over reconvergent fanout
paths? This delay concern is dealt with in one of the
papers in this session [8].

Recall the signal and transition probabilities, de-
�ned above, and suppose they are computed for every
gate output node in the combinational block. It is
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important to note that the resulting values are unaf-
fected by the circuit internal delays. This is because,
by de�nition, they depend only on steady state signal
values in a clock cycle. Indeed, these values would re-
main the same even if a zero-delay timing model were

used. If this is done, however, the toggle power would
be automatically excluded from the analysis. This is
a serious shortcoming of techniques that are based on
these measures.
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Figure 2. An alternative 
ow for power estimation.

A. Zero delay

If a zero-delay model is assumed and the tran-
sition probabilities are computed, then the combina-
tional circuit power can be computed as:

Pav =
1

2Tc
V 2

dd

nX
i=1

CiPt(xi) (1)

where Tc is the clock period, Ci is the total capaci-
tance at node xi, and n is the total number of circuit
nodes that are outputs of logic gates or cells. Since
this assumes at most a single transition per clock cycle,
then this is actually a lower bound on the true average
power. Nevertheless, the results of a zero delay anal-
ysis may be useful as a rough technology-independent
indication of the power requirements of a circuit.

In order to compute the internal transition prob-
abilities, it is common to start by �nding the signal
probabilities. This, by itself, is not easy and can be
shown to be NP-hard. The problem has to do with

whether the input signals to a logic gate (viewed as
random variables) are independent or not. In practice,
logic signals may be correlated so that, for instance,
two of them may never be simultaneously high, or they
may never (or always) switch together. Primary inputs
to the combinational block may be correlated due to
the feedback. And even if these inputs are assumed
independent, other internal signals may be correlated
due to reconvergent fanout (a gate fans out into two
signals that eventually recombine as the inputs of some
gate downstream). However, it is computationally too
expensive to compute these correlations. This corre-

lation concern is addressed by one of the papers [7] in
this session.

Some have argued that the correlations do not
signi�cantly a�ect the �nal result, so that circuit input
and internal nodes may be assumed to be independent.
We refer to this as a spatial independence assumption.
It leads to a signi�cant simpli�cation in computing the
internal signal probabilities. If y = ab is an AND gate
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output, and a and b are independent, then Ps(y) =
Ps(a)Ps(b). For an OR gate, we have Ps(y) = Ps(a) +
Ps(b). Thus the internal node probabilities are simply
computed from those of the input nodes. The primary
input node probabilities can be obtained as results of
the analysis of the FSM, carried out previously.

To �nd the internal transition probabilities, we
must deal with another independence issue of whether
the values of the same signal in two consecutive clock
cycles are independent or not. If assumed independent,
then the transition probability can be easily obtained
from the signal probability according to:

Pt(x) = 2Ps(x)Ps(x) = 2Ps(x) [1� Ps(x)] (2)

We refer to this as a temporal independence assump-
tion. If this assumption is not made, then one must
somehow represent the correlation between successive
input vectors and internal signals. Given our for-
mulation of power estimation as a two-step process,
the correlation between two consecutive primary in-
put bit values (on the same input line) can be ob-
tained as transition probabilities computed during the
FSM analysis. But that does not account for all in-
put correlations. Correlations across more than one
clock edge are not available, and correlations between
one signal and previous values of other signals are also
not available. Not only is computing these correla-
tions too expensive, but making use of them during
the computation of the combinational circuit power is
also di�cult. This is another aspect of the correlation

concern, and is addressed by another paper [9] in this
session.

B. Non-Zero delay

The problems described above become even worse
in the case of non-zero delays. In this case, new proba-
bility measures are required to properly formulate the
power dissipation problem. One such measure is the
transition density [5, 6]. The transition density at node
x is the average number of transitions per second at
node x, denoted D(x). Formally:

De�nition 3. (transition density) If a logic sig-
nal x(t) makes nx(T ) transitions in a time interval of
length T , then the transition density of x(t) is de�ned
as:

D(x) = lim
T!1

nx(T )

T
(3)

The density provides an e�ective measure of the
switching activity in logic circuits in the presence of
any delay model. If the density at every circuit node

is made available, the overall average power dissipation
in the circuit can be computed as:

Pav =
1

2
V 2

dd

nX
i=1

CiD(xi) (4)

In a synchronous circuit, with a clock period Tc, the
relationship between transition density and transition
probability is:

D(x) �
Pt(x)

Tc
(5)

where equality occurs in the zero-delay case. Thus
the transition probability gives a lower bound on the
transition density.

In order to complete the density formulation, an-
other measure is required: Let P (x) denote the equi-

librium probability [6] of a logic signal x(t), de�ned
as the average fraction of time that the signal is high.
Formally:

De�nition 4. (equilibrium probability) If x(t) is
a logic signal (switching between 0 and 1), then its
equilibrium probability is de�ned as:

P (x) = lim
T!1

1

T

Z +T

2

�T

2

x(t)dt (6)

In contrast to the signal probability, the equilib-
rium probability depends on the circuit internal delays
since it describes the signal behavior over time, not
only its steady state behavior per clock cycle. In the
zero-delay case, the equilibrium probability reduces to
the signal probability.

The combination of correlation and delay com-
pounds the problem. We now have the situation where
even inside a single clock cycle, we must model the
correlation between signals internal to a combinational
circuit in both space and time. If these correlations are
completely ignored, so that any two signals are com-
pletely independent both in space and time, we say
that we have a spatio-temporal independence assump-

tion. If this is assumed, then the transition density at
the output y of a Boolean logic cell (gate) can be easily
computed [6] from the density at its inputs, x1; : : : ; xn,
according to:

D(y) =
nX
i=1

P

�
@y

@xi

�
D(xi) (7)

where @y=@x is the Boolean di�erence of y with respect
to x, de�ned as:

@y

@x
= yjx=1 � yjx=0 (8)
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where � denotes the exclusive-or operation. Due to
the spatio-temporal independence assumption, it turns
out that the probability of a simultaneous transition at
two inputs xi and xj is 0. This feature of the density
formulation may be acceptable inside the circuit, but
not at the primary inputs. This issue of simultaneous
switching is dealt with in one of the papers in this
session [7], which considers both the zero and unit-
delay cases.

V. STATISTICAL TECHNIQUES

In the above description of combinational circuit
power estimation, we have restricted our attention to
the so-called probabilistic techniques. This was done
in order to properly introduce the papers in this ses-
sion. We call an approach probabilistic when it is based
on propagating a probability measure directly through
the logic. Alternative approaches are possible [1], that
we call statistical. Statistical power estimation tech-
niques are essentially Monte Carlo methods that are
based on statistical sampling: Apply randomly gener-
ated input vectors to the circuit, and monitor the cu-
mulative value of power dissipated, using a standard
(logic or timing) simulator. Continue this until the
monitored power converges. Even though it uses a
standard simulator (strongly pattern-dependent), the
required input information is only the signal and tran-
sition probabilities at the circuit inputs, so that the
technique is e�ectively weakly pattern-dependent. The
required probabilities can be obtained from the prior
analysis step of the FSM.

These techniques have many advantages, such as
predictable error, no internal independence assump-
tions, and ease of use. For more details the reader is
referred to [1] and [11, 12]. At the level of the FSM,
one of the papers in this session [10] uses a statistical
technique to analyze the FSM and measure the latch
output probabilities.

VI. SUMMARY

In this paper, we have discussed power estima-
tion techniques, and highlighted problems related to
issues of feedback, signal correlation, and circuit de-
lays. Logic signals are modeled using probabilities in
order to allow one to e�ciently model a large set of
input vectors, leading to a weakly pattern-dependent
approach. However, computing the probabilities of in-
ternal signals is not easy. The key issue is whether
the signals are independent or not. An independence

assumption is very attractive because it greatly sim-
pli�es the analysis. But it breaks down in practice
for many reasons. One reason is feedback, which cre-
ates correlation between signal values in consecutive
clock cycles. Another is reconvergent fanout, which
creates correlation between internal signals even if the
primary inputs are independent. A �nal complicating
issue is circuit delay which leads to multiple transitions
per clock cycle inside a combinational circuit. Other
papers in this session will deal with all three issues.
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