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Abstract—Electromigration (EM) is a major reliability concern
in chip power grids in the wake of smaller feature sizes. EM
degradation of grid metal lines can cause large voltage drops on
the grid, leading to timing failures and logic errors. During the
design process, modifications to the grid design may be required
in order to protect from the risk of such EM-induced voltage
drop failures. We consider this problem in light of recent efficient
full-chip EM assessment techniques. We present a systematic
approach that resizes the grid metal lines to meet a design target
lifetime while requiring minimal increase in metal area of the
grid.

Index Terms—Power grid, VLSI, Electromigration, Design
specifications

I. INTRODUCTION

Electromigration (EM) is a growing reliability concern in

the design of large integrated circuits (ICs) in the wake of

continuing technology scaling. The EM phenomenon is the

directional migration of metal atoms in a metal line due to

the flow of high current density through the line. While signal

and clock lines also suffer from EM degradation, these lines

carry bidirectional current and so have longer lifetimes due to

so-called healing. In contrast, power grid lines carry mostly

unidirectional current with no benefit of healing and thus are

more susceptible to EM failure. Hence, our focus on EM in

power grids.

The power grid of an integrated circuit must deliver the

right voltage levels to the underlying logic circuitry in order to

guarantee correct logic functionality. The forced redistribution

of atoms in the grid metal lines due to EM can lead to tensile

stress (pressure) at the grid junctions. Over time, voids may be

formed at locations with high tensile stress, which results in a

resistance increase and voltage drop degradation. The power

grid is deemed to have failed if the voltage drop at a any grid

node exceeds a user-specified threshold; we refer to this as a

voltage failure. This voltage drop threshold would correspond

to a critical reduction in the supply voltage for some gate,

somewhere on the layout, which affects the cell functionality

and violates timing constraints. The EM-lifetime of the grid

refers to the time at which an EM-induced voltage failure is

expected to happen.

This work was supported in part by the Semiconductor Research Corpora-
tion (SRC), and by the Natural Sciences and Engineering Research Council
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Many authors have focused on developing tools to accu-

rately assess the EM-lifetime of the power grid. Traditional

practice for EM assessment is to break up a grid into isolated

metal branches, assess the reliability of each branch separately

using Black’s model [1] and then use the series model (earliest

branch failure time) to determine the EM-lifetime of the

whole grid. These methods have two main limitations: 1)

Black’s model ignores the material flow between branches

where in today’s mesh structured power grids, many branches

within the same metal layer may be connected, leading to

a so-called interconnect tree structure, and atomic flux can

flow freely between the branches of an interconnect tree,

and 2) the failure criterion is based on the earliest branch

failure instead of the voltage levels on the grid. Recently, an

efficient physics-based full-chip EM assessment approach was

proposed in [2] which accounts for the material flow and the

coupled stresses within an interconnect tree and employs a

voltage-based failure criterion. Furthermore, the results of this

approach were validated against experimental results as well as

finite element analysis (FEA) simulations in [3], which makes

the method more credible to use.

If the grid’s EM-lifetime is determined to be less than the

target lifetime, the grid design is said to have an EM-lifetime

violation and needs to be fixed. Normally, there are several

ways to fix an EM-lifetime violation. One way is to lower

the current densities through the grid metal lines which is

done by modifying the grid design. Another way is to lower

the currents drawn by the logic circuitry which is done by

changing the circuit layout. In our work, we focus on fixing

an EM-lifetime violation that is discovered at late stages of the

design cycle. It is very difficult and costly to change the circuit

layout as the design gets closer to sign-off and, so, we are

only interested to perform minimal modifications to the power

grid design in order to fix the violation. Common practice in

industry is to iteratively widen metal lines that are close to a

void nucleation or voltage drop violation. However, this trial-

and-error approach might iterate forever as it “blindly” tries to

fix the grid and can lead to the over-design of the grid. Many

authors have studied this particular problem [4], [5], [6], [7].

However, the main limitation of these works is that they are

based on Black’s model and series power grid failure model.

In this paper, we propose a power grid fixing scheme based
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on the recent work in [2].

II. BACKGROUND

A. Electromigration

Electromigration is the mass transport of metal atoms in a

metal line due to momentum transfer between electrons and

atoms, which eventually leads to void formation in the metal

line. The process of EM degradation can be divided into two

phases: void nucleation and void growth.

Under conditions of high current density, the force exerted

by the flow of electrons can cause the metal atoms to move

in the direction of the electron flow. If the in-flow of atoms

is not equal to the out-flow, certain points within a metal

segment may experience high tensile or compressive stresses.

In modern chip manufacturing techniques, failure due to

compressive stress is not usually observed. However, the build-

up of tensile stress eventually leads to formation of a void

when the stress reaches a critical threshold. This phase of EM

degradation, when stress is increasing over time but no voids

have yet nucleated, is called the void nucleation phase. In this

phase, the resistance of a line remains roughly the same as that

of a fresh (undamaged) line. Once a void nucleates, the void

growth phase begins. The void starts to grow in the direction

of the electron flow and the line resistance increases towards

some high finite steady-state value. The conductance of the

line decreases but never quite goes to zero.

B. Power Grid Model

An on-die power grid is a multi-layered metallic mesh that

is used to deliver power from the external supply pins of a

chip to the underlying logic circuitry. On every layer, modern

grids consist of long interleaved lines that carry supply and

ground, with vias connecting them to the layers above and

below. These long structures on every layer have been called

interconnect trees in the reliability literature, but this name

is unfortunate because it leads to confusion with the word

“interconnect” as typically used for signal lines, and because

even though these lines are often “trees” (acyclic graphs), they

do not have to be so. In our work, we allow for both trees and

for general (cyclic) graphs, but we will continue to use the

term interconnect trees to refer to these structures.

There are three types of parasitic effects in power grids:

resistive, capacitive and inductive. Because EM is a long-

term failure mechanism, short-term transients in chip workload

(circuit switching activity) do not play a significant role in

EM degradation. Thus, a standard practice in the field is to

use a (constant) effective-current model [8] to estimate EM

degradation, so that the lifetime of a metal line when carrying

the constant effective current and the time-varying transient

current is roughly the same. When voids nucleate due to EM,

branch resistances change fairly quickly. Correspondingly,

the branch currents also change fairly quickly to their new

effective values. Hence, between any two successive void

nucleations, the power grid has constant (effective) branch

currents, voltages and conductances, and so can be modelled

as a DC system consisting of only resistive parasitics. With

this, the power grid model can be expressed as

G(t)v(t) = u (1)

where G(t) is the piecewise-constant conductance matrix (it

varies over time, over large time-scales, as the lines age and

deform, hence the time dependence), v(t) is the corresponding

time-varying but piecewise constant node voltage drop vector

and u is the vector of constant effective source current values

that model the underlying logic blocks.

C. The Korhonen Model

Korhonen et al. [9] proposed a one-dimensional (1D) model

to describe the hydrostatic stress (average pressure) σ arising

under the influence of electromigration. For a uniform metal

line embedded in a rigid dielectric, Korhonen’s model cap-

tures the change in σ using the following partial differential

equation (PDE):

∂σ

∂t
=

BΩ

kbTm

∂

∂x

{

Da

(

∂σ

∂x
−

q∗ρ

Ω
j

)}

, (2)

where j is the current density in the line, Da = D0e
−Q/(kbTm)

is the lognormally distributed [10] effective atomic diffusivity

with constant coefficient D0, Ω is the atomic volume, kb is the

Boltzmann’s constant, Tm is the temperature in Kelvin, q∗ is

the absolute value of the effective charge of the conductor, ρ
is the resistivity of the conductor, and Q is the activation en-

ergy for vacancy formation and diffusion. The corresponding

atomic flux Ja in the line is

Ja =
DaCΩ

kbTm

(

∂σ

∂x
−

q∗ρ

Ω
j

)

. (3)

Note that EM degradation is highly dependent on the specific

microstructure of a given line, which is affected by random

manufacturing variations. This randomness is primarily ac-

counted for by the corresponding randomness in Da. Finally,

and as is typical in the field, a void is said to nucleate once

the stress exceeds a predefined threshold value σth > 0.
D. Stress in an Interconnect Tree

Chatterjee et al. [2] augmented Korhonen’s model by in-

troducing boundary laws to track the material flow between

the connected branches. This enables one to evaluate the EM

degradation of an interconnect tree as a whole. A branch is a

continuous straight metal line of uniform width and a junction

is any point on the interconnect tree where a branch ends or

where a via is located.

The authors show that the stress evolution within a tree can

be represented as a Linear Time-Invariant (LTI) system:

σ̇(t) = Aσ(t) +Bµ (4)

where µ is the input vector which depends on the current

densities in the tree’s branches, and A and B are the system

and input matrices, respectively, which can be constructed

using state stamps. The reader is referred to [2] for a detailed

description and derivation of the LTI formulation. Further-

more, the initial condition to the above system is the thermal

stress at time t = 0, i.e. σ(0) = σT (0).



The authors make the simplifying assumption, which is

typical in the field, that the diffusivity is the same throughout

a branch. As a result, voids nucleate only at junctions of a

tree. Once the stress at any junction reaches σth, a void is

said to nucleate at that point and affects all the connected

branches. When a void nucleates at a junction, the junction

is conceptually treated as a new junction for each of the

connected branches such that there is no material flow between

these new junctions. Thus, the tree is effectively divided into

separate subtrees, where the stress evolution in each subtree

can be captured by a new LTI system (in the form of (4)

using suitable state stamps and initial condition). However,

even though there is no material flow between the formed

subtrees, the conductivity (electron flow) does not quite go to

zero (due to conduction in the metal liner).

E. Voltage-aware EM Analysis

Generally, for a grid to function as intended, the voltage

drop at each of its nodes should be smaller than a certain

threshold because otherwise, timing violations and logic fail-

ures may occur. A node is said to be safe when its voltage drop

meets the corresponding threshold condition. Let Vth be the

vector of all the threshold values which are typically user-

specified, and assume that Vth > 0 to avoid trivial cases.

The time-to-failure of a grid is the earliest time t for which a

voltage violation occurs, i.e. v(t) ≤ Vth is no longer true.

Notice that the time-to-failure of the grid, denoted as TTF,

is a random variable, because the stress evolution is highly

dependent on the effective atomic diffusivity of the branches

in the grid, which are random variables. Assigning a diffusivity

value to each branch in the grid defines a grid sample G(i).

The time-to-failure of G(i) is a deterministic value and will be

referred to as the TTF sample of G(i) and denoted as TTF(i).

To obtain a TTF sample of a given grid sample G(i), the

authors construct a set of LTI systems (each corresponding

to an interconnect tree) as in (4), with initial thermal stress.

Each of these systems are then solved numerically (simulated)

to determine the earliest void nucleation among all trees. The

simulation is then interrupted, a void growth model and a

resistance model are applied, the impact on voltage drop is

found. Based on this, the grid is either declared failed or

the next round of simulation is restarted to find the next

nucleation time, and this process is repeated until a grid failure

is found. This flow is part of an overall Monte Carlo (MC) loop

that accounts for the randomness in the lines and ultimately

provides the grid mean time-to-failure (MTF) as the average

MTF ≈
1

Nmc

Nmc
∑

i=1

TTF(i) (5)

where Nmc is the number of TTF samples required to satisfy

a user-specified error tolerance.

III. PROBLEM DEFINITION AND NOTATION

If the grid’s MTF is less than the target lifetime, the grid

design is said to have an EM-lifetime violation and needs to be

fixed. There are several ways to fix an EM-lifetime violation.

In this paper, we focus on fixing an EM-lifetime violation

Fig. 1. A simple example of a power grid with 2 trees.

that is discovered close to design sign off by widening the

metal lines of the grid. Intuitively, this would increase the

conductivity of the grid which increases the TTF(i) for every

grid sample G(i) and, in turn, increases the MTF of the grid.

We aim to solve the following problem: given a power grid,

the effective currents drawn by the underlying logic circuitry,

and a target lifetime, we will resize the interconnect trees on

the various layers in order to satisfy the target lifetime, by

making minimal changes to the metal area.

In our framework, we assume that the width of each

interconnect tree k can be scaled by a factor sk, so that

the conductance of each metal branch within that tree is

multiplied by sk. Furthermore, because a via’s resistance

usually corresponds to the equivalent resistance of a via array

of the same width as the metal line, as shown in Fig. 1,

then we assume that the conductance of a via connected

between interconnect trees j and k is a linear function of

the overlapping area between trees j and k, i.e. the via’s

conductance is a linear function of the product sjsk. We refer

to the grid before scaling any of its interconnect trees, i.e. the

grid where the width of each interconnect tree is the width

initially set by the designer, as the original grid. Furthermore,

let s = [s1 · · · snt
]T be an nt × 1 vector of scaling factors.

Thus, the original grid corresponds to s = 1, where 1 is

a vector of all 1 entries, whose size will be clear from the

context.

In Fig. 1, we show an example of a simple power grid with

two interconnect trees each of which is a single branch, so that

s = [s1 s2]
T . Suppose that the resistance values shown in the

figure correspond to the original grid, i.e. for s = [1 1]T .

Notice that, if s = [2 2]T , then both interconnect trees

would have twice their original widths, so that the resistance

between nodes 3 and 4 would be 0.5Ω and its corresponding

conductance would be 2Ω−1. Furthermore, the via resistance

(connected between nodes 2 and 3) would be 0.25Ω and its

corresponding conductance would be 4Ω−1. Thus, for this

simple example, the conductance matrix [11] can be expressed

in terms of s as follows:

G(s) =









4 + 2s2 −2s2 0 0
−2s2 2s2 + s1s2 −s1s2 0
0 −s1s2 s1s2 + s1 −s1
0 0 −s1 s1









(6)

Clearly, in general, the conductance matrix is a function of s.

Again, because it is standard to model the effective atomic

diffusivity of each branch in the grid as a random variable,



different grid samples will experience different sequences of

void nucleations. Hence, for a grid sample G(i), the conduc-

tance matrix at time t and scaling factors s will be denoted as

G(i)(t, s). Here, and throughout the paper, the superscript (i)
will be used to identify a grid sample.

To determine G(i)(t, s) at a specific time t and for a specific

scaling factors s, we start with the conductance matrix where

the line conductivities are scaled by s. Then, we construct

the LTI system in (4) for each tree. As voids nucleate, the

conductance matrix as well as the LTI systems are updated,

as described in Section II-D, until we reach time t. The

conductance matrix obtained at time t is G(i)(t, s).

The voltage drop at time t and under scaling factors s is

expressed as v(i)(t, s) and can be obtained by solving the

following linear system G(i)(t, s)v(i)(t, s) = u. The TTF

sample corresponding to G(i) is also a function of s, which

we will denote as TTF(i)(s). Thus, the MTF of the grid is a

function of s, in fact a nonlinear function of s, which we will

denote as MTF(s). In this paper, we aim to find an s such

that:

MTF(s) ≥ T ∗ (7)

where T ∗ is a user-specified target lifetime.

IV. PROPOSED APPROACH

There are certain design considerations that impose con-

straints on s, such as the minimum spacing between metal lines

and the maximum metal area usage. We will see in Section V

that these design constraints can be represented as a set of

linear constraints on s which define a feasible space for s,

denoted as S , but for now it is useful to note a key requirement

that will be useful in this section, namely s ≥ 1, which means

that we will never resize a tree to below its original width.

In order to fix an EM-lifetime violation, one should search

for an s ∈ S such that MTF(s) ≥ T ∗. This is difficult because

for one thing, MTF(s) is an implicit nonlinear function of s.

One way is to iteratively increase the value of sk for every

interconnect tree k that has a junction failure, or at which

a voltage violation occurred, while satisfying s ∈ S , and

determine the corresponding MTF(s), until MTF(s) ≥ T ∗ is

satisfied. This approach, however, performs localized (greedy)

improvements to the grid design without factoring in the

response of the whole grid and, as such, fixing the problem in

a specific area may simply move the problem to another area

of the design. Furthermore, this approach does not provide

any guidance on how much a tree needs to be widened. It is

left to the user to decide, which, in many cases, may result in

over-design of the grid. In fact, this trial-and-error approach

may iterate forever as it searches “blindly” for a safe point

s in an intractable space of possible values. In this section,

we describe our approach to fix an EM-lifetime violation

using Successive Linear Programming (SLP) [12], an iterative

nonlinear optimization method. As we will see, our approach

provides a systematic way to fix an EM-lifetime violation by

factoring in both the grid design, both locally and globally,

and the randomness in EM degradation.

Fig. 2. TTF distributions for original and resized grids.

A. Overview

Starting from the original grid, one would like to find an s
that increases the MTF(s). Strictly speaking, it may be enough

to only increase the TTFs of some, but not all, sample grids.

However, when we find a new s to “fix” one grid sample,

this will also affect the TTFs of all other samples, so they

have to be checked or updated as well. For this reason, and to

get full confidence that the MTF will be improved, we search

for an s that increases TTF(i)(s) for every grid sample G(i)

which, in turn, would increase MTF(s). This can be done by

searching for an s that reduces the voltage drop of every grid

sample, by enough to achieve v(i)(t, s) ≤ Vth, ∀t ≤ T ∗, ∀i.
As an example of what is possible, Fig. 2 shows the TTF

distribution of an original grid and the TTF distribution of the

grid after being resized using our approach.

Ideally, one would like to find the shortest distance to a

“safe point” in the space of s. In other words, one would

like to find an s that ensures the voltage drop at the nodes of

every grid sample remain within the threshold value until time

t = T ∗ while requiring minimal increase in the total metal

area. Mathematically, this can be formulated as the following

nonlinear optimization problem:

Minimize aT s
s.t. v(i)(t, s) ≤ Vth, ∀t ≤ T ∗, ∀i

s ∈ S
(8)

where a = [w1l1 · · · wnt
lnt

]T is an nt × 1 vector which

consists of the metal areas of each interconnect tree, and S
is the linearly bound domain given in (38) which represents

the feasible space of s based on the design rules. Note that,

for any s ∈ S , we have s ≥ 1 so that the above optimization

problem only widens the interconnect trees relative to their

original size. The above nonlinear optimization problem is

solved by means of an iterative stepping strategy, which we

will implement using a linearization of the voltage drop around

the latest solution point - this leads to a linear program (LP)

formulation in every iteration. The following provides a high-



level description of the proposed stepping strategy:

while an EM-lifetime violation exists, do

1. Find the MTF at the latest solution point, and quit

if the MTF is within specificaion.

2. Linearize the voltage drop of all grid samples

around that point.

3. Determine a descent direction that reduces the

voltage drop of all grid samples (solve an LP).

4. Update the solution point based on a step in the

descent direction.

end

This stepping strategy benefits from the result of the following

lemma, which provides a descent direction for the voltage

drop. The lemma applies to any grid sample G(i) and so we

will drop the superscript (i) to simplify the notation. Under

the standard assumption that the original undamaged grid (i.e.

before any void nucleation) is connected and has at least

one voltage source, the conductance matrix of the original

grid G(0,1) is non-singular [11] so that G−1(0,1) exists.

As voids nucleate over time, the conductance of a branch

does not quite go to zero, so that the grid remains connected

and its conductance matrix remains non-singular. Furthermore,

widening the grid metal lines also keeps the grid connected, so

G−1(t, s) exists for any t ≥ 0 and s ≥ 1. Here is the lemma.

Lemma 1. For any s ≥ 1, we have:

∂v(t, s)

∂sk
= −G−1(t, s)

∂G(t, s)

∂sk
G−1(t, s)u (9)

Proof: For any s ≥ 1, we can write:

v(t, s) = G−1(t, s)u (10)

so that:
∂v(t, s)

∂sk
=

∂G−1(t, s)

∂sk
u (11)

where we used the fact that u is independent of s. Starting

with:

G(t, s)G−1(t, s) = I (12)

where I is the n×n identity matrix, we can differentiate both

sides with respect to sk to get:

G(t, s)
∂G−1(t, s)

∂sk
+

∂G(t, s)

∂sk
G−1(t, s) = 0 (13)

or equivalently,

∂G−1(t, s)

∂sk
= −G−1(t, s)

∂G(t, s)

∂sk
G−1(t, s) (14)

Substituting (14) in (11), we get:

∂v(t, s)

∂sk
= −G−1(t, s)

∂G(t, s)

∂sk
G−1(t, s)u (15)

and the proof is complete.

B. Stepping Strategy

This section introduces a linearization of the voltage drop

which allows us to provide a linearization of (8) into an LP

around the latest solution point. Given a grid sample G(i), the

first-order Taylor’s expansion of v(i)(t, s) in the neighborhood

of s = s(r), denoted as v(i)(t, s), is:

v(i)(t, s)
△

= v(i)(t, s(r)) + J (i)(t, s(r))(s− s(r)) (16)

where J (i)(t, s(r)) is the n×nt Jacobian matrix of v(i)(t, s(r)),
defined as follows:

J (i)(t, s(r))
△

=

[

∂v(i)(t, s(r))

∂s1
· · ·

∂v(i)(t, s(r))

∂snt

]

(17)

The columns of J (i)(t, s(r)) can be computed using Lemma 1.

With this, at each step r where an EM-lifetime violation

exists, we can construct the linearized voltage drop v(i) around

the latest solution point s(r), as in (16), to determine a

descent direction that guarantees the linearized voltage drop

of all grid samples remain within specifications until time T ∗,

while requiring minimal increase in metal area. This can be

formulated as the following LP:

Minimize aT s

s.t. v(i)(t, s) ≤ Vth, ∀t ≤ T ∗, ∀i
s ∈ S

(18)

Clearly, the number of constraints in (18) is intractable because

of the continuous t domain. In the following, we will make

a simplifying assumption that simplifies the constraints space

of (18) and allows us to get rid of the ∀t ≤ T ∗ requirement.

This assumption is not really a limitation to our work. It is

used to guide our optimization but it does not invalidate the

result if the assumption does not hold, because in our flow

we always check the MTF before we exit. But the assumption

provides significant speed-up when it holds, and we will show

an empirical result that confirms the validity of this assumption

in the majority of cases.

Assumption 1. (Monotonicity) For a grid sample G(i), the

voltage drop v(i)(t, s) is a monotonically increasing function

with respect to time, i.e. v(i)(t1, s) ≤ v(i)(t2, s), ∀t1, t2, such

that 0 ≤ t1 ≤ t2.

In other words, the creation of voids always causes the

voltage drop to increase. This intuitively makes sense, because

void nucleation causes a resistance increase, but an increase in

branch resistance does not necessarily lead to a voltage drop

increase. Generally, however, the assumption holds most of

the time. In fact, empirical results for a 37k-node grid show

that the assumption holds in ≈ 90% of the cases. Based on

this assumption, for any s ∈ S , we have:

v(i)(t, s) ≤ v(i)(T ∗, s) (19)

for any t ≤ T ∗. As a result, it is enough to search for an s ∈ S
that decreases the voltage drop at time T ∗. With this, we can

simplify (18) into:

Minimize aT s

s.t. v(i)(T ∗, s) ≤ Vth, ∀i
s ∈ S

(20)



Note that the LP in (20) still has a large number of constraints

(on the order of Nmc × n, where Nmc is the number of grid

samples) and, thus, solving (20) is computationally expensive.

However, one does not have to solve an LP that includes all

the constraints at once, because we have found that fixing one

grid sample will often automatically fix many others. Instead,

we start by solving the LP (20) using the EM constraints of

a single grid sample (e.g., the grid sample with the smallest

TTF). The solution of this LP, denoted as ŝ, is then used to

check whether v(i)(T ∗, ŝ) ≤ Vth is satisfied for other grid

samples. If not, we add the constraints of the most violated grid

sample (the one for which (v
(i)
j − Vth,j) is largest); we solve

the resulting (larger) LP, and repeat until the constraints of all

grid samples are satisfied. It is possible for this incremental

approach (as we will refer to it) to become more expensive

than solving the original LP (20), however, our experience is

that this approach is much faster in general.

C. Step-size Selection

Let ŝ denote the vector that solves the above LP (20),

found using our incremental approach. Because the LP is

a linearization of the original nonlinear problem (8) around

the latest solution, taking a large step-size towards ŝ may be

overkill for two reasons. First, the farther we go from the

current solution, the less accurate the linearization becomes.

Second, taking a large step may result in an MTF that is

much larger than the target lifetime, leading to over-design

of the grid. One typical way [13] of taking a partial step in a

specific direction is to enforce a fraction of the full-step that

would respect some user criterion, e.g.

s(r+1) = s(r) + λ(r)(ŝ− s(r)) (21)

where the unitless λ(r) ∈ [0, 1] represents the fractional step-

size at iteration r that is chosen based on user criteria. Note

that λ(r) ≥ 0 because we should move in the direction found

by the LP, and λ(r) ≤ 1 because there is no reason to take a

larger step than the one returned by the LP.

The following lemma establishes that if we start with an

original grid that satisfies the design constraints in Section V,

i.e. s(0) ∈ S , then the “scaled” grid, at every step r, also

satisfies the design constraints, i.e. s(r) ∈ S . Thus, the final

grid satisfies the design constraints.

Lemma 2. Given s(0) ∈ S , and with reference to (21), with

λ(r) ∈ [0, 1], ∀r ≥ 0, it follows that s(r) ∈ S , ∀r ≥ 0.

Proof: The proof is by induction. Notice that s(0) ∈ S ,

due to the statement of the lemma. In the following, we will

show that, given an s(r) ∈ S , we have s(r+1) ∈ S , which

would complete the proof. Because s(r) ∈ S , and ŝ ∈ S due

to (20), then s(r) ≥ 1 and ŝ ≥ 1. And due to λ(r) ∈ [0, 1],
we have λ(r) ≥ 0 and (1 − λ(r)) ≥ 0, so that λ(r)ŝ ≥ λ(r)

1

and (1− λ(r))s(r) ≥ (1− λ(r))1. This leads to

s(r+1) = s(r) + λ(r)(ŝ− s(r)) = λ(r)ŝ+ (1− λ(r))s(r) (22)

≥ λ(r)
1+ (1− λ(r))1 = 1 (23)

so that s(r+1) ≥ 1. Likewise, because s(r) ∈ S and ŝ ∈ S ,

due to (20), then

dlb ≤ Ds(r) ≤ dub (24)

and

dlb ≤ Dŝ ≤ dub (25)

Due to λ(r) ∈ [0, 1], we have λ(r) ≥ 0 and (1− λ(r)) ≥ 0, so

that multiplying (24) with (1− λ(r)) gives

(1− λ(r))dlb ≤ (1− λ(r))Ds(r) ≤ (1− λ(r))dub (26)

and multiplying (25) with λ(r) gives

λ(r)dlb ≤ λ(r)Dŝ ≤ λ(r)dub (27)

Adding (26) and (27) gives:

dlb ≤ D
(

(1− λ(r))s(r) + λ(r)ŝ
)

≤ dub (28)

or equivalently,

dlb ≤ Ds(r+1) ≤ dub (29)

so that s(r+1) ∈ S , and the proof is complete.

In our work, we choose λ(r) such that the incremental

increase in the total metal area is within a user-specified value

δ > 0, i.e.
aT s(r+1) − aT s(r)

aT s(r)
≤ δ (30)

Note that the left-hand side of the above inequality can be

negative, in which case, step r + 1 tries to reduce an unnec-

essary additional metal area that was introduced at step r. In

the following, Lemma 3 provides a necessary and sufficient

condition on λ(r) so that (30) is satisfied. In fact, Lemma 3,

combined with the fact that λ(r) ∈ [0, 1], provides a range of

feasible values of λ(r) as follows:

0 ≤ λ(r) ≤ min(γ(r), 1) (31)

where the scalar γ(r) is defined below:

γ(r) △

=

{

δaT s(r)

aT ŝ−aT s(r)
if aT ŝ > aT s(r),

1 otherwise.
(32)

Lemma 3. For any λ(r) ∈ [0, 1], then γ(r) > 0 and, with

reference to (21)-(30), we have:

aT s(r+1) − aT s(r)

aT s(r)
≤ δ ⇐⇒ λ(r) ≤ γ(r) (33)

Proof: First, we will show that γ(r) > 0. Notice that if

aT ŝ ≤ aT s(r), then γ(r) = 1, due to (32), so that γ(r) > 0.

Otherwise, if aT ŝ > aT s(r), then aT ŝ − aT s(r) > 0 which,

combined with δ > 0 and aT s(r) > 0, because a > 0 and

s(r) > 0, gives γ(r) > 0. Next, we will prove (33). Notice

that, because aT s(r) > 0, then

aT s(r+1) − aT s(r)

aT s(r)
≤ δ (34)

⇐⇒ aT s(r+1) − aT s(r) ≤ δaT s(r) (35)

⇐⇒ aT
(

s(r) + λ(r)
(

ŝ− s(r)
))

(36)

− aT s(r) ≤ δaT s(r)

⇐⇒ λ(r)
(

aT ŝ− aT s(r)
)

≤ δaT s(r) (37)



We will now show that (37) ⇐⇒ λ(r) ≤ γ(r) by separately

considering the two cases: aT ŝ > aT s(r) and aT ŝ ≤ aT s(r).
Considering first the case aT ŝ > aT s(r), we have by definition

γ(r) = δaT s(r)/(aT ŝ− aT s(r)) and, with aT ŝ− aT s(r) > 0,

then (37) ⇔ λ(r) ≤ δaT s(r)/(aT ŝ − aT s(r)) = γ(r).

Considering now the case aT ŝ ≤ aT s(r), recall that, if p and

q are two statements then p ⇔ q is true if and only if the

logical statement (pq + p̄q̄) is always true (where + denotes

the boolean OR operator), so that p and q are always either

both true or both false. In this case, with aT ŝ ≤ aT s(r), then

γ(r) = 1 so that λ(r) ≤ γ(r) and, with aT ŝ − aT s(r) ≤ 0,

then λ(r)(aT ŝ−aT s(r)) ≤ 0 ≤ δaT s(r). With both statements

always true, it follows that (37) ⇐⇒ λ(r) ≤ γ(r) in this case

as well, and the proof is complete.

Due to Lemma 3, it will always be possible to choose a

λ(r) in the feasible range (31). So, in every step, we will

start with λ(r) as the largest value in this range because it

already satisfies all the requirements and there is no reason

to take a smaller step, i.e. λ(r) = min(γ(r), 1). However, it

is possible that taking such a step from the latest solution

point s(r) would overshoot the target lifetime beyond a certain

acceptable margin ∆, i.e. MTF(s(r) + λ(r)(ŝ − s(r))) >
T ∗+∆. In this case, we have “bracketed” a solution, because

MTF(s(r)) < T ∗ and MTF(s(r) + λ(r)(ŝ − s(r))) > T ∗, and

so, we will perform a line search to find a 0 ≤ λ(r) ≤
min(γ(r), 1) (referred to as a bracketed region) such that

MTF(s(r) + λ(r)(ŝ − s(r))) ∈ [T ∗, T ∗ + ∆]. The process of

finding such a λ(r) can be posed as a root finding problem

because basically we are searching for a root to the nonlinear

function f(λ(r))
△

= MTF(s(r) + λ(r)(ŝ − s(r))) − T ∗. There

are many common methods in the literature to find a root in

a bracketed region, such as bisection method, false position

method, secant method, etc. The reader is referred to [14]

for details on such methods. Some of these methods preserve

the “bracketing of a root” property while tracking down a

root, such as the bisection and the false position methods,

while other methods do not preserve this property, such as the

secant method. In our work, we use a method that preserves

this important property, namely the false position method, as

it guarantees convergence to a root.

V. DESIGN RULES

Several design rules must be considered when resizing the

metal lines of the grid. These rules are constraints on how the

grid may be modified, e.g., which interconnect trees can be

scaled, and by how much. In this section, we discuss some

of these design rules and show how they boil down to linear

constraints on s which can be compactly represented as dlb ≤
Ds ≤ dub. Every interconnect tree in the grid has a minimum

width limit that it should satisfy, usually derived based on the

technology node and other design considerations. We assume

that the width of each tree in the original grid is already set

to its minimum, so that trees can only be scaled up relative

to their original width, which defines a linear constraint on s,

namely s ≥ 1. As mentioned earlier, these linear constraints

will define a feasible space for s, denoted as S , i.e.

S
△

= {s ∈ R
nt : s ≥ 1, dlb ≤ Ds ≤ dub} (38)

All the constraints discussed below, along with any additional

similar constraint specified by the user, can be handled by

our approach as long as they can be represented as linear

inequalities on s.

A. Maximum Metal Area Usage

The design team might have specifications on the maximum

allowable increase (relative to the original grid) in the total

metal area. This specification can be expressed as

(aT s)

(aT1)
≤ β (39)

where β > 0 is the user-specified maximum allowable increase

in the total metal area, or equivalently, aT s ≤ βaT1, because

aT1 > 0.
B. Minimum Spacing

Typically, each metal layer consists of a set of alternating

supply and ground interconnect trees. Of course, supply and

ground interconnect trees within the same layer must not

overlap. In fact, there is a minimum allowable spacing between

supply and ground interconnect trees. Suppose that a supply

interconnect tree j is adjacent to a ground interconnect tree

within metal layer p with original spacing of κ between the

two trees. Notice that after the interconnect tree j of original

width wj is scaled by sj , it will have a width of sjwj , so that

the tree width will increase by (sjwj−wj)/2 at each of its two

sides. Thus, under scaling factors s, the space between the two

trees is κ−
sjwj−wj

2 . Let κ̂p be the minimum allowable spacing

between a supply and ground interconnect tree in metal layer

p, then s should satisfy κ −
sjwj−wj

2 ≥ κ̂p, or equivalently,

sjwj ≤ 2(κ− κ̂p) + wj .

VI. EXPERIMENTAL RESULTS

The approach discussed in Section IV has been implemented

in C++. We verified our approach using two types of test

grids: IBM power grids [15] and our own (internal) grids.

The internal grids were generated based on user specifications,

including grid dimensions, metal layers, number of blocks,

number of metal layers in the global grid, pitch and width per

layer, and C4 and current source distributions. The technology

specifications were consistent with 1V 45 nm CMOS technol-

ogy. The grids named PG1-PG5 are internal grids. All results

were obtained using a hyperthreaded 12-core 3GHz Linux ma-

chine with 128GB of RAM. The optimizations were performed

using the MOSEK optimization package [16]. All the linear

systems are solved using Cholmod [17], except for the voltage

drop updates required to compute the MTF which were done

using the Preconditioned Conjugate Gradient (PCG) method

described in [18]. In our implementation, we use Pthread to

parallelize the MC simulations and to take advantage of the

12-core machine. All power grids are assumed to have a target

MTF of 12 years, an acceptable overshoot margin of 1 year

(i.e. ∆ = 1 year), and the incremental increase in the total

metal area between two consecutive steps is required to be

within 0.2% (i.e. the δ parameter in (30) is 0.2%).



TABLE I
SUMMARY OF RESULTS

Power Grid Proposed Approach

Name Nodes Trees
Original Final Metal area Num of Num of Num of

Total time
MTF MTF increase scaled trees steps MTF evaluations

ibmpg1 6K 709 7.1 yrs 12.6 yrs 0.688% 3 4 6 11.6 min

ibmpg2 62K 462 9.6 yrs 12.3 yrs 0.600% 15 3 4 13.0 min

ibmpg4 475K 9.6K 9.8 yrs 12.9 yrs 0.061% 8 1 4 44.3 min

ibmpg6 404K 10.2K 10.2 yrs 12.8 yrs 0.010% 2 1 4 3.9 hrs

ibmpgnew1 316K 19.5K 9.8 yrs 12.7 yrs 0.006% 2 1 3 34.6 min

PG1 37K 0.7K 9.3 yrs 12.3 yrs 0.134% 27 1 3 1.0 min

PG2 560K 2.6K 10.0 yrs 12.9 yrs 0.010% 10 1 8 25.1 min

PG3 1.2M 5.6K 10.5 yrs 12.2 yrs 0.021% 14 1 4 1.2 hrs

PG4 2.6M 12.2K 6.4 yrs 12.2 yrs 0.007% 6 1 8 2.9 hrs

PG5 4.1M 12.6K 8.8 yrs 13.0 yrs 0.018% 4 1 4 1.9 hrs

Table I summarizes the results. In columns 4–5, we show

the MTF of the original grid and the MTF of the grid after

widening the interconnect trees, respectively. Furthermore,

columns 6-7 show the percentage increase in the total metal

area of the grid as well as the number of trees that were

scaled to fix the EM-lifetime violation. For example, on a

1.2 million nodes grid, we were able to increase the MTF of

the grid from 10.5 years to 12.2 years using 0.02% metal area

increase and by scaling 14 interconnect trees. It is important

to note that 7 out of the 14 scaled trees did not have either a

void nucleation or a voltage drop violation. This shows that

fixing an EM-lifetime violation might not be intuitively easy

or obvious, and demonstrates the value of our optimization

based approach that factors in the behavior of the whole grid.

The total runtime of our approach, i.e. the total wall clock

time of the whole parallel Pthread implementation, including

both the MTF evaluations and the incremental LP solving ,

is shown in column 10. Furthermore, columns 8–9 show the

number of steps taken and the number of MTF evaluations

required to fix an EM-lifetime violation, respectively. For

example, on a 1.2 million nodes grid, our approach fixed the

violation using a single step and 4 MTF evaluations, which

took 1.2 hrs. It is important to note that about 70% of the

total runtime to fix any of the grids in Table I was spent on

the MTF evaluations.

VII. CONCLUSION

We proposed a power grid fixing scheme that fixes an EM-

lifetime violation. Subject to design rules and other design

considerations, the proposed approach iteratively improves the

EM-lifetime of the grid, by factoring in both the grid design

and the randomness in EM degradation, to meet a target EM-

lifetime.
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