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Abstract

With the advent of portable and high-density mi-
croelectronic devices, the power dissipation of very
large scale integrated (VLSI) circuits is becoming a
critical concern. Accurate and efficient power estima-
tion during the design phase is required in order to
meet the power specifications without a costly redesign
process. Recently, ¢ variety of power estimation tech-
niques have been proposed, most of which are based on:
1) the use of simplified delay models, and 2) modeling
the long-term behavior of logic signals with probabili-
ties. The array of available techniques differ in subtle
ways in the assumptions that they make, the accuracy
that they provide, and the kinds of circuits that they
apply to. In this tutorial, I will survey the many power
estimation techniques that have been recently proposed
and, in an attempt to make sense of all the variety, I
will try to explain the different assumptions on which
these techniques are based, and the impact of these as-
sumptions on their accuracy and speed.

1. Introduction

The continuing decrease in feature size and the
corresponding increase in chip density and operating
frequency have made power consumption a major con-
cern in VLSI design [1, 2]. Modern microprocessors
are indeed hot, with typical power dissipation values
ranging from 8 Watts to 60 Watts, for large chips.
Excessive power dissipation in integrated circuits is
undesirable for two reasons: 1) High power dissipa-
tion causes overheating, which degrades performance
and reduces chip lifetime. To control their tempera-
ture levels, high power chips require specialized and
costly packaging and heat-sink arrangements. 2) The
demand for portable electronics has created a need for
very low-power chips to help prolong the battery life
of portable equipment. Thus, there is a need to limit
the power consumption in many chip designs. Indeed,
the Semiconductor Industry Association has identified
low-power design techniques as a critical technological
need [3].

Managing the power of an Integrated Circuit (IC)
design adds to a growing list of problems that IC de-
signers have to contend with. Computer-Aided Design
(CAD) tools are needed to help with the power man-
agement tasks. Indeed, the overall design methodology
needs to be modified to account for power during the
design process by helping designers to make trade-offs
that reduce the power dissipation. In the same way
that testability became an up-front design concern in
the 80s, power is now the up-front design concern in
the 90s. In the same way that scan design became
part of mainstream design methodologies to guarantee
testability, we now need general, easy to apply, auto-
matic design techniques for low-power design.

To address these needs, many researchers have
responded in various ways, such as by proposing
power estimation techniques, low-power library devel-
opment, low-power optimization techniques, and low-
power synthesis tools.

Power estimation is needed at different points in
the design process. Ideally, one would like to estimate
the power of the design very early on, such as when
only a high level (behavioral) description of the design
is available. Such a capability would save precious de-
sign time and would provide designers with power es-
timation at a time when the design is still sufficiently
flexible that major design changes can be made rather
cheaply. I refer to this as high-level power estimation.
While power estimation from a truly behavioral de-
scription is not feasible today, some techniques have
been proposed that work with a (moderately) high-
level design description. Specifically, some proposed
techniques work at the Register Transfer Level (RTL),
i.e., when the circuit is described in terms of mem-
ory elements and combinational black bozes (described
only with Boolean equations).

While it is highly desirable, high-level power esti-
mation is also inevitably inaccurate, or approximate.
Thus, it is also important to accurately estimate the
power once the low-level details of the circuit become
available, such as its gate-level or switch-level descrip-
tion. This low-level power estimation problem has re-
ceived much more attention in the literature, and many
estimation techniques at this level have been proposed.

After a more detailed description of the power es-
timation problem, in the next section, the rest of the
paper will provide a discussion of many recently pro-
posed estimation techniques.

2. Detailed problem description

By power estimation I will generally refer to the
problem of estimating the average power dissipation of
a digital circuit. This is different from estimating the
worst case instantaneous power [4-6, 10], also referred
to as the voltage drop problem. Another related prob-
lem is that of providing an upper bound on the average
power without necessarily bounding the instantaneous
power [20]. These techniques will not be discussed in
this paper. Instead, I will focus on average power es-
timation, which is directly related to chip heating and
temperature and to battery lifetime.

A simple and straight-forward method of average
power estimation is to simulate the circuit, say using a
circuit simulator, to obtain the power supply voltage
and current waveforms, from which the average power
can be computed. Techniques of this kind were the first
to be proposed [11, 12]. Since they are based on circuit
simulation, these techniques can be quite expensive.
In order to improve computational efficiency, several
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other simulation-based techniques were also proposed
using various kinds of RTL, gate-, switch-, and circuit-
level simulation [13-18, 46-50]. Given a set of input
patterns or waveforms, the circuit is simulated, and
a power value is reported based on the simulation re-
sults. Almost all of these techniques assume that the
supply and ground voltages are fixed, and only the
supply current waveform is estimated.

Even though these simulation-based techniques
can be efficient, their utility in practice is limited be-
cause the estimate of the power which they provide
corresponds directly to the input patterns that were
used to drive the simulation. This points to the central
problem in power estimation, namely that the power
dissipation is input pattern-dependent. Indeed, in most
modern logic styles, the chip components (gates, cells)
draw power supply current only during a logic transi-
tion (if we ignore the small leakage current). While this
is considered an attractive low-power feature of these
technologies, it makes the power-dissipation highly de-
pendent on the switching activity inside these circuits.
Simply put, a more active circuit will consume more
power. Since internal activity is determined by the
input signals, then the circuit power is input pattern-
dependent.

In practice, the pattern-dependence problem is a
serious limitation. Often, the power dissipation of a
circuit block may need to be estimated when the rest
of the chip has not yet been designed, or even com-
pletely specified. In such a case, very little may be
known about the inputs to this block, and exact infor-
mation about its inputs would be impossible to obtain.
Furthermore, for a microprocessor or a Digital Signal
Processing (DSP) chip, the exact deta inputs can not
be determined a priori, because they depend on how
the chip is deployed in the field.

Recently, several techniques have been proposed
to overcome this problem by using probabilities as a
compact way to describe a large set of possible logic
signals, and then studying the power resulting from
the collective influence of all these signals. In order
to use these techniques, the user only specifies typical
behavior at the circuit inputs, in the form of transi-
tion probability, or average frequency. If typical in-
put pattern sets are available, then the required input
probability or frequency information can be easily ob-
tained by a simple averaging procedure. The rest of
this paper is devoted to discussing these techniques.

I will classify power estimation techniques as be-
ing either probabilistic or statistical. I call an approach
probabilistic when it is based on propagating a proba-
bility measure directly through the logic. To perform
this, special models for circuit blocks (gates) must be
developed and stored in the cell library. In contrast,
other techniques, that I will refer to as statistical, do
not require specialized circuit models. Instead, they
use traditional simulation models and simulate the cir-
cuit, using existing simulation capabilities, for a lim-
ited number of rendomly generated input vectors while
monitoring the power. These vectors are generated
from user-specified probability information about the
circuit inputs. Essentially, these techniques are based
on statistical mean estimation resulting from a Monte
Carlo procedure. Using statistical estimation tech-
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niques, one can determine when to stop the simulation
in order to obtain certain user-specified accuracy and
confidence.

In the next section, I will discuss power estimation
techniques that operate at the gate level, while sec-
tion 4 presents techniques that work at a higher level
of abstraction. Whenever possible, I will comment on
the accuracy and speed of the different approaches.
However, accuracy comparisons are often hard to do
because the published techniques were not all tested
on a common set of benchmark designs.

3. Low-level power estimation

Most techniques in this class simplify the problem
by assuming a simplified circuit model, as follows:
(1) It is assumed that the power supply and ground
voltage levels throughout the chip are fixed.
(2) It is assumed that the circuit is built of CMOS
logic gates and edge-triggered flip-flops (FFs), and
is synchronous, as shown in Fig. 1.
Only the charging/discharging current is con-
sidered, so that the short-circuit current during
switching is neglected [7].
Therefore, the average power dissipation of a cir-
cuit can be broken down into (a) the power consumed
by the flip-flops and (b) that consumed by the com-
binational logic blocks. Correspondingly, one way to
estimate the power is to use the following two-step ap-
proach:

1. Solve for the FF power by examining the behav-
ior of the whole circuit as a finite state machine
(FSM), and measure statistics of the FF outputs.

2. Use the statistics at the FF outputs, resulting
from the FSM analysis, to compute the power for
the combinational circuit block.
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Figure 1. A combinational circuit embedded
in a synchronous sequential design.

This process is easily formulated using probabili-
ties, by defining probability measures that characterize
the transitions made by a logic signal. We start with
the following two:



Definition 1. (signal probability): The signal
probability P;(z) at a node z is defined as the aver-
age fraction of clock cycles in which the steady state
value of z Is a logic high.

Definition 2. (transition probability): The iran-
sition probability P;(z) at a node z is defined as the
average fraction of clock cycles in which the value of z
at the end of the cycle is different from its initial value.

The signal probability is a relatively old concept
that was first introduced to study circuit testability [9].
In what follows, we will see how probabilities are rele-
vant to power estimation as we consider separately the
computation of the FF power and the combinational
circuit power.

3.1. Flip-flop power

Whenever the clock triggers the FFs, some of
them will make a transition and will draw power. Thus
FF power is drawn in synchrony with the clock. If the
transition probabilities P;(z) at the FF outputs are
known, then the average power consumed by one flip-
flop is simply:

1
ﬁvdzdcmpt(m)

where T is the clock period and C; is the total capac-
itance at the FF output.

Thus the computation of the FF power reduces
to finding the FF transition probabilities. However,
computing the probabilities P;(z;) from the FSM input
signal and/or transition probabilities is not trivial. In
fact, it can be shown that finding these probabilities
ezactly is N'P-hard. Even finding them approzimately
is not easy, because the feedback creates the difficult
situation where future signal values are related to their
past and present values.

3.1.1. Probabilistic techniques

In trying to compute the probabilities at the state
bits of the FSM, it is tempting to consider finding
the state occupation probability, for every state in the
FSM’s state transition graph (STG), or the state tran-
sition probability associated with every edge in the
STG. This, however, gets very expensive due to the
exponential explosion in the number of states, even for
FSMs of moderate size. One technique, given in [28],
completely ignores this problem and assumes that all
states (of the FSM) are equally probable, which is not
true in practice.

Other techniques [40-43] have been proposed that
are based on the simplifying assumption that the FSM
is Markov [34] (so that its future is independent of
its past once its present state is specified). This as-
sumption is somewhat restrictive because it is only
true when the sequence of input vectors at the FSM
primary inputs are independent. Some of these tech-
niques compute only the probabilities (signal and tran-
sition) at the FF outputs, while others also compute
the power. The approach in [40] solves directly for the
transition probabilities on the present state lines using
the Chapman-Kolmogorov equations [33, 34], which
is computationally too expensive. Another approach
that also attempts a direct solution of the Chapman-
Kolmogorov equations was given in [41]. While it is
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more efficient, it remains quite expensive, so that the
largest test case presented contains less than 30 FFs.

Better solutions are offered by two recent pa-
pers [42, 43], which assume the FSM primary inputs
are independent, and which are based on solving a non-
linear system that gives the present state line proba-
bilities, as follows. Let a vector of present state sig-
nal probabilities P;, = [p1,p2,...,Pn] be applied to
the combinational logic block and let the n present
state signals be independent. At the outputs of the
combinational logic, let the corresponding next state
node probability vector be P,,;. The mapping from
P;, to P,,;: 1s some non-linear function that is deter-
mined by the Boolean function implemented by the
logic. We denote this vector-valued function by F(.),
so that P,,; = F(P;,) (assuming, for now, the FSM
primary input probabilities are fixed).

If we now assume that P;, = P is the vector of
present state probabilities, then we should also have
P,,: = P, because the state line probabilities are con-
stant in steady-state. If we assume that the state lines
are independent, this translates to P = F(P). The
solution of this non-linear system gives the required
state line probability vector P. It is solved using the
Newton-Raphson method in [42], and using the Picard-
Peano iteration method in [43].

Both techniques also try to correct for the state
line independence assumption. In [42], this is done by
accounting for m-wise correlations between state bits
when computing their probabilities. This requires 2™
additional gates and can get very expensive. Never-
theless, they show good experimental results. The ap-
proach in [43] is to unroll the combinational logic block
k times. This is less expensive than [42], and the au-
thors observe that with & = 3 or so, good results can
be obtained.

In order to avoid the problem of assuming that
the FSM inputs are independent, the technique in [21]
makes use of a user-specified input sequence. A new
FSM is constructed that automatically generates the
user input sequence, called an Input Modeling FSM
(IMFSM). The combination of IMFSM and the origi-
nal FSM are solved together as one autonomous FSM,
using [42].

3.1.2. Statistical techniques

An alternative type of method was proposed
in [27] that eliminates many of the shortcomings of
the above probabilistic techniques. This is a statisti-
cal method in which the circuit is simulated repeatedly
under randomly generated input vectors while moni-
toring the FF outputs, essentially a Monte Carlo ap-
proach. The simulation is stopped when the required
FF probabilities have converged with user-specified ac-
curacy and confidence.

The technique has many advantages: 1) it makes
no assumptions about the FSM behavior (Markov or
otherwise), 2) it makes no independence assumptions
about the state lines, 3) it allows the user to specify
the desired accuracy and confidence, and 4) it does
not use large Binary Decision Diagrams [35] (BDDs),
so that memory usage is not a problem.

For nodes inside the combinational block, only the
steady state values (inside a clock cycle) are required.
Therefore, a logic simulation using a zero-delay tim-



ing model may be safely used for the combinational
block. In fact, the combinational block may be simu-
lated at a higher level of abstraction, say as a single
Boolean black box. The advantage of this is that the
simulation can proceed much faster, which is impor-
tant because the number of cycles to be simulated can
be large. As aresult, this approach has good speed and
takes ~4.5 hours to solve a ~1500-latch/20k-gate cir-
cuit, on a SUN sparc-10, with 5% accuracy and 95%
confidence. On small/moderate FSMs, the time re-
quired is in the seconds or minutes.

3.2. Combinational circuit power

Whereas flip-flop power is drawn in synchrony
with the clock, the same is not true for gates inside
the combinational logic. Even though the inputs to
a combinational logic block are updated by the FFs
(in synchrony with the clock), the internal gates of the
block may make several transitions before settling to
their steady state values for that clock period.

These additional transitions have been called haz-
ards or glitches. Although unplanned for by the de-
signer, they are not necessarily design errors. Only
in the context of low-power design do they become a
nuisance, because of the additional power that they
dissipate. It has been observed [8] that this additional
power dissipation is typically 20% of the total power,
but can be as high as 70% of the total power in some
cases such as combinational adders. We have observed
that in a 16-bit parallel multiplier circuit, some nodes
make as many as 20 transitions before reaching steady
state. This component of the power dissipation is com-
putationally expensive to estimate, because it depends
on the timing relationships between signals inside the
circuit. Consequently, many proposed power estima-
tion techniques have ignored this issue. We will refer
to this elusive component of power as the glitch power.
Computing the glitch power is one main challenge in
power estimation. This and other challenging prob-
lems that are specific to combinational circuit power
estimation will be discussed below. In the second and
third sub-sections, a survey of probabilistic and statis-
tical techniques will be given.

3.2.1. Challenges

Recall the signal and transition probabilities, de-
fined above, and suppose they are computed for every
gate output node in the combinational block. It is
important to note that the resulting values are unaf-
fected by the circuit internal delays. This is because,
by definition, they depend only on steady state signal
values in a clock cycle. Indeed, these values would re-
main the same even if a zero-delay timing model were
used. If this is done, however, the glitch power would
be automatically excluded from the analysis. This is
a serious shortcoming of techniques that are based on
these measures, as we will point out below.

If a zero-delay model is assumed and the transi-
tion probabilities are computed, then the power can
be computed as:

1 n
Py = ﬁvdzdzcipt(mi) (1)
¢ =1

where T, is the clock period, C; is the total capaci-
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tance at node z;, and n is the total number of circuit
nodes that are outputs of logic gates or cells. Since
this assumes at most a single transition per clock cycle,
then this is actually a lower bound on the true average
power. Nevertheless, the results of a zero delay anal-
ysis may be useful as a rough technology-independent
indication of the power requirements of a circuit, using
estimated or nominal gate capacitances.

In order to compute the internal transition prob-
abilities, it is common to start by finding the signal
probabilities. This, by itself, is not easy and can be
shown to be A"P-hard. The problem has to do with
whether the input signals to a logic gate (viewed as
random variables) are independent or not. In practice,
logic signals may be correlated so that, for instance,
two of them may never be simultaneously high, or they
may never (or always) switch together. Primary inputs
to the combinational block may be correlated due to
the feedback. And even if these inputs are assumed
independent, other internal signals may be correlated
due to reconvergent fanout (a gate fans out into two
signals that eventually recombine as the inputs of some
gate downstream). However, it is computationally too
expensive to compute these correlations.

Some have argued that the correlations do not
seriously affect the final result, so that circuit input
and internal nodes may be assumed to be independent.
We refer to this as a spatial independence assumption.
It leads to a significant simplification in computing the
internal signal probabilities. If y = ab is an AND gate
output, and @ and b are independent, then P;(y) =
PsEa;Ps(b). For an OR gate, we have P;(y) = P;(a) +
P,(b). Thus the internal node probabilities are simply
computed from those of the input nodes. The primary
input node probabilities can be obtained as results of
the analysis of the FSM, carried out previously.

To find the internal ¢ransition probabilities, we
must deal with another independence issue of whether
the values of the same signal in two consecutive clock
cycles are independent or not. If assumed independent,
then the transition probability can be easily obtained
from the signal probability according to:

P.(z) = 2P.(2)P,(z) = 2P:(x)[1 - Pi(a)]  (2)

We refer to this as a temporal independence assump-
tion. If this assumption is not made, then one must
somehow represent the correlation between successive
input vectors and internal signals. Given our for-
mulation of power estimation as a two- step process,
the correlation between two consecutive primary in-
put bit values (on the same input line) can be obtained
as transition probabilities computed during the FSM
analysis. But that does not account for all input corre-
lations. Correlations across more than one clock edge
are not available, and correlations between one signal
and previous values of other signals are also not avail-
able. In principle, the required correlation information
is infinite, and only a finite amount of correlation can
be considered in practice. Not only is computing the
(limited) correlations too expensive, but making use
of them during the computation of the combinational
circuit power is also difficult.

The above problems become even worse in the
case of non-zero delays. In this case, more detailed



probability measures are required to properly formu-
late the power dissipation problem. One such measure
is the transition density [25]. The transition density at
node z is the average number of transitions per second
at node z, denoted D(z). Formally:

Definition 3. (transition density) If a logic sig-
nal ©(t) makes n,(T) transitions in a time interval of
length T, then the transition density of z(t) is defined
as:

D(z):= lim # (3)

The density provides an effective measure of
switching activity in logic circuits in the presence of
any delay model. If the density at every circuit node
is made available, the overall average power dissipation
in the circuit can be computed as:

1 n
P,, = EdedZC’iD(mi) (4)

=1
In a synchronous circuit, with a clock period T, the
relationship between transition density and transition

probability is:
Py(z)
T,

D(z) > (5)

where equality occurs in the zero-delay case. Thus
the transition probability gives a lower bound on the
transition density.

In order to complete the density formulation, an-
other measure is required: Let P(z) denote the equi-
librium probability [25] of a logic signal z(¢), defined
as the average fraction of time that the signal is high.
Formally:

Definition 4. (equilibrium probability) If (t) is
a logic signal (switching between 0 and 1), then its
equilibrium probability is defined as:

P(a) = Jim % / T a(t)t (6)

In contrast to the signal probability, the equilib-
rium probability depends on the circuit internal delays
since it describes the signal behavior over time, not
only its steady state behavior per clock cycle. In the
zero-delay case, the equilibrium probability reduces to
the signal probability.

If all correlations are completely ignored, so that
any two signals are completely independent both in
space and time, we say that we have a spatio-temporal
independence assumption. If this is assumed, then the
transition density at the output y of a Boolean logic
cell (gate) can be easily computed [25] from the density
at its inputs, 1, ..., z,, according to:

o) =37 (52) ptes) @

where dy/8z is the Boolean difference of y with re-
spect to z, defined as 8y/dz := y|z=1 D y|z=0 where ®
denotes the exclusive-or operation.
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3.2.2. Probabilistic techniques

Recently, several probabilistic power estimation
techniques have been proposed for combinational cir-
cuits. These techniques all use simplified delay models
for the circuit components and require user-supplied
information about typical input behavior. Thus, their
accuracy is limited by the quality of the delay models
and of the input specification. Throughout the discus-
sion below, primary inputs and primary outputs will
refer to inputs and outputs of the combinational circuit

block.

3.2.2.1. Using signal probability

In [19], a zero-delay model is used and temporal
as well as spatial independence is assumed. The user is
expected to provide signal probabilities at the primary
inputs. These are then propagated into the circuit to
provide the probabilities at every node. In the paper,
the propagation of probabilities is performed at the
switch-level, but this is not essential to the approach.
It is easier to propagate probabilities by working with
a gate-level description of the circuit. Once the signal
probabilities are computed at every node in the circuit,
the power is computed by making use of (1) and (2),
based on the temporal independence assumption.

In general, if the circuit is built from Boolean com-
ponents that are not part of a pre-defined gate library,
the signal probability can be computed on the fly by
using a BDD [35] to represent the Boolean functions,
as proposed in [25] and [37]. Since it uses a zero-delay
timing model, this method does not account for the
glitch power.

3.2.2.2. Probabilistic sstmulation

A probabilistic power estimation approach that
does compute the glitch power and does not make
the zero-delay or temporal independence assumptions,
called probabilistic stmulation was proposed in [22].
This approach requires the user to specify typical sig-
nal behavior at the circuit inputs using probability
waveforms. A probability waveform is a sequence of
values indicating the probability that the signal is high
for certain time intervals, and the probability that it
makes low-to-high transitions at specific time points.
The transition times themselves are not random. This
allows the computation of the average, as well as the
variance, of the current waveforms drawn by the indi-
vidual gates in the design in one simulation run. The
average current waveforms can then be used to com-
pute the average power dissipated in each gate and
the total average power of the circuit. Improvements
on this technique were proposed in [23, 24], where the
accuracy and the correlation handling were improved
upon.

3.2.2.3. Transition density

In [25, 26], an efficient algorithm is presented to
propagate the density values from the inputs through-
out the circuit, according to (7). The required input
specification is a pair of numbers for every input node,
namely the equilibrium probability and transition den-
sity. In this case, both signal values and signal transi-
tion times are random.

BDDs can be used [25] to compute the Boolean
difference probabilities, which are required in order to
use the propagation algorithm (7). Recently, special-



ized BDD-based techniques have been proposed to fa-
cilitate this [39]. Improvements on this basic technique
have also been proposed in [31, 51], providing more ac-
curate gate models and improved correlation handling.

3.2.2.4. A symbolic technique

The technique proposed in [28] attempts to han-
dle both spatial and temporal correlations by using
a BDD to represent the successive Boolean functions
at every node in terms of the primary inputs, as fol-
lows. The circuit topology defines a Boolean function
corresponding to every node that gives the steady state
value of that node in terms of the primary inputs. The
intermediate values that the node takes before reach-
ing steady state are not represented by this function.
Nevertheless, one can construct Boolean functions for
them by making use of the circuit delay information,
assuming the delay of every gate is a specified fixed
constant. As a result, the Boolean value at internal
nodes is symbolically represented in terms of the pri-
mary inputs at all time points inside a clock cycle.
In order to compute the probabilities of internal tran-
sitions, one can use the BDD [36] to construct the
exclusive-OR function of two consecutive intermediate
states.

One disadvantage of this technique is that it is
computationally expensive. Since the BDD is built
for the whole circuit, there will be cases where the
technique breaks down because the required BDD may
be too big.

3.2.2.5. Using correlation coefficients

Another probabilistic approach that is similar to
probabilistic simulation was proposed in [24] whereby
the correlation coefficients between steady state signal
values (inside a clock cycle) are used as approxima-
tions to the correlation coeflicients between the inter-
mediate signal values (at any time during the clock
cycle). This allows spatial correlation to be handled
approximately, and is much more efficient than try-
ing to estimate the dynamic correlations between in-
termediate states. The steady state correlations are
estimated from the BDD by constructing the function
for the AND of two signals. The reported results have
good accuracy, but the technique does require building
the BDD for the whole circuit, which may not always
be feasible.

3.2.2.6 Handling spatio-temporal correlation

Finally, a probabilistic technique [52, 53] has been
recently proposed that improves on the basic signal
probability propagation method. This is done by us-
ing transition probabilities to account for temporal cor-
relation (across one clock edge) and also using corre-
lation coefficients in order to handle (approximately)
the spatial and temporal correlation inside the circuit
and improve the accuracy. The delay model remains
zero delay, so that the glitch power is not included.
Although this method uses BDDs, they only have to
construct local BDDs in terms of the immediate fan-
in inputs of every gate, so that there are no speed or
memory problems.

3.2.3. Statistical techniques

The idea behind these techniques is quite simple
and appealing: simulate the circuit repeatedly, using
some timing or logic simulator, while monitoring the
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power being consumed. Eventually, the power will con-
verge to the average power, based on (3) and (4). The
issues are how to select the input patterns to be applied
in the simulations and how to decide when the mea-
sured power has converged close enough to the true av-
erage power. Normally, the inputs are randomly gen-
erated and statistical mean estimation techniques [38]
are used to decide when to stop - essentially a Monte
Carlo method.

3.2.8.1. Total power

This approach [29, 30] uses Monte Carlo simula-
tion to estimate the total average power of the circuit.
It consists of applying randomly-generated input pat-
terns at the primary inputs and monitoring the energy
dissipated per clock cycle using a simulator, until the
cumulative power measured has converged to the true
average power. In practice, this technique was found
to be very efficient. Typically, as few as 10 vectors
may be enough to estimate the power of a large circuit
with thousands of gates. But perhaps the most useful
feature of this technique is that the user can specify
the required accuracy and confidence level up-front. It
also does not require an independence assumption for
internal nodes. It only requires the primary inputs to
be independent, but the approach can be extended to
model and take into account the correlations between
input nodes.

Perhaps the only disadvantage of this approach
is that, while it provides an accurate estimate of the
total power, it does not provide the power consumed
by individual gates or small groups of gates. It would
take many more transitions to estimate (with the same
accuracy) the power of individual gates, because some
gates may switch very infrequently.

3.2.2.2. Power of individual gates

This technique [32] is a modification of the above
approach that provides both the total and individual-
gate power estimates, with user-specified accuracy and
confidence. One reason why one may want to estimate
the power consumed by individual gates is to be able
to diagnose a high power problem, and find out which
part of the circuit consumes the most power. Other
reasons have to do with the fact that estimating the
individual gate power values is essentially equivalent
to estimating the transition density values at all the
nodes, which can then be used to estimate circuit relia-
bility, considering a variety of failure mechanisms [25].

A weakness of this approach may be its moderate
speed. For a circuit with 16000 gates, about 2 cpu
hours are required on a SUN sparc ELC.

4. High-level power estimation

As pointed out in the introduction, it would be
very advantageous if one could estimate power dis-
sipation from a design description at a high level of
abstraction. This would provide designers with an
early measure of power dissipation, before much de-
sign effort has been spent. To date, some techniques
have been proposed that work at the structural RTL
level. At this level of abstraction, the memory ele-
ments (register files, flip-flops, etc) are assumed to
have been completely specified, but all other (com-
binational) logic remains at the (Boolean) functional



level. Essentially, the design description consists of
flip-flops and Boolean black boxes.

In some cases, the high-level description of a de-
sign may be in terms of major circuit blocks that were
used in previous designs. In this case, the detailed
implementation of the combinational black boxes will
be completely known. This is, for example, the case
in DSP designs, where the circuit blocks come from
a library of well characterized adders, multipliers, etc,
and where the design task might be to determine which
type of adder or multiplier to use in a given chip de-
sign. In this case, it is still advantageous to carry out
the analysis at a high level of abstraction, because the
analysis can be done much faster. I refer to techniques
of this kind as being bottom-up approaches - the low-
level details are known, but we choose to ignore them
and use instead a simplified high-level model of the
block behavior. This is essentially a macro-modeling
for power approach. Bottom-up techniques have been
proposed in [54, 55], where black-box models (macro-
models) are built for circuit blocks by a process of char-
acterization that models the block power as a function
of the input/output signal statistics (probabilities) of
the block. Other details are also included, such as the
bus width, average capacitance, etc.

In other cases, the low-level details of the circuit
blocks may be truly unknown yet, because such a cir-
cuit block my never have been designed before. This
presents a harder problem to solve of extracting power
out of pure (Boolean) functionality. I refer to such
techniques as being top-down. Top-down techniques
have been proposed in [44, 45], and make use of en-
tropy of a logic signal as a measure of the amount of
information that can be carried by that signal. The
rationale for this is that the power requirements of a
circuit must be related to the amount of computational
work that the circuit performs, which has traditionally
been modeled with the entropy measure. The entropy
is directly related to the signal probability, so that the
probabilities at the flip-flop outputs are used to com-
pute the entropy input to the combinational blocks.

All these techniques are fairly recent, and it is
not clear yet how useful they will be in practice, or
how their performances compare/contrast in a practi-
cal setting.

5. Summary

Most proposed power estimation techniques op-
erate at a low level of abstraction and use simplified
delay models, so that they do not provide the same
accuracy as, say, circuit simulation. But they are fast,
which is very important because VLSI designers are
interested in the power dissipation of large designs.
Within the limitations of the simplified delay mod-
els, some of these techniques, e.g., the statistical tech-
niques, can be very accurate. In fact the desired ac-
curacy can be specified up-front. The other class of
techniques, i.e., the probabilistic techniques, are not as
accurate but can be faster.

From an implementation standpoint, one major
difference between statistical and probabilistic tech-
niques is that statistical techniques can be built around
existing simulation tools and libraries, while prob-
abilistic techniques cannot. Typically, probabilistic
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techniques require specialized simulation models.

Other, more recent, techniques have been pro-
posed for high-level power estimation. Given a descrip-
tion of the design at the structural RTL level, these
methods try to predict the power requirements that
an implementation of this design would have.
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