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Abstract — We will present a power estimation
technique for digital integrated circuits that oper-
ates at the register transfer level (RTL). Such a
high-level power estimation capability is required
in order to provide early warning of any power
problems, before the circuit-level design has been
specified. Our estimator is based on the use of en-
tropy as a measure of the average activity to be
expected in the final implementation of a circuit,
given only its Boolean functional description. This
technique has been implemented, and empirical re-
sults will be presented that demonstrate the feasi-
bility and utility of this approach.

I. INTRODUCTION

The high device count and operating frequency
of modern integrated circuits has led to unacceptably
high levels of chip power consumption. For exam-
ple, the PowerPC microprocessor from Motorola con-
sumes 8.5 Watts, the Pentium chip from Intel con-
sumes 16 Watts, and DEC’s Alpha chip consumes
30 Watts. Due to limited battery life, high power con-
sumption is a major problem in the design of portable
or mobile electronics. Even in line-powered equipment,
such high power levels require expensive packages and
heat-sinks. Thus, there is a need for CAD tools to help
with the power management problem.

In order to avoid costly redesign steps, power es-
timation tools are required that can assess the power
dissipation early in the design process, before the final
circuit-level design has been specified. This allows the
designer to explore design trade-offs at a higher level
of abstraction than was previously possible, reducing
design time and cost.

t This work was supported in part by Intel Corp.,
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While several approaches have been proposed for
schematic-level power estimation (see [1] for a recent
survey), there has been little work on power estimation
for general logic circuits at higher levels of abstraction,
such as when the circuit is represented only by Boolean
equations.

We propose that a way of providing this capa-
bility is to make use of the concept of computational
work, based on the use of entropy from information
theory. This concept was introduced in the early 70s,
as researchers were looking for a measure of the area
complexity of a computational process (computer pro-
gram). It was felt that, by somehow measuring the
computational work being performed, one should be
able to predict the aree cost of an implementation.
While this sounds reasonable, it turned out to be very
difficult to quantify computational work. In 1972,
Hellerman [2] proposed the use of eniropy as a measure
of computational work. Entropy will be discussed at
length in the next section.

These efforts were mostly unsuccessful [3] for a
general computational process, but were reasonably
successful [4-8] in the limited context of a combina-
tional logic circuit implementing a Boolean function.
Thus, it seems plausible to apply these concepts to per-
form power estimation of a combinational circuit at a
point in the design process where only the Boolean
functionality of the circuit, but not its gate-level im-
plementation, is known. The circuit representation
at this level of abstraction is usually called a (struc-
tural) register-transfer-level (RTL) description. In this
description, the circuit is described in terms of well-
defined flip-flops or latches and other combinational
logic blocks, described only by Boolean functions.

In this paper, we will present a technique for esti-
mating the average switching frequency inside a com-
binational circuit, given only its input/output Boolean
functional description. This represents a first step to-
wards a high-level power estimation capability. The
technique is based on properties of the entropy func-
tion and a few simplifying assumptions and approxi-
mations whose validity will be demonstrated with em-
pirical results.

ACM/IEEE International Symposium on Low Power Design, 1995.



II. ENTROPY IN LoGIC CIRCUITS

Entropy is a characterization of a random vari-
able or a random process. It is used in information
theory [9] as a measure of information-carrying capac-
ity. If z is a random Boolean variable with probability
p of being high, i.e., P{z = 1} = p, then the entropy
of = is defined as:

1
(1-p)

where log, is the logarithm to base 2. A plot of H(z)
is shown in Fig. 1.
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Fig. 1. The entropy of a Boolean variable.

The function H(z) has a maximum value of 1 at
p = 0.5. Intuitively, if a signal has p = 0.5 then it
can make the maximum number of transitions and can
carry the most information. In general, if a discrete
variable can take n different values then its entropy is:

" 1
H(z) =Y pilog, o (2)
i=1 v

where p; is the probability that  takes the ith value
L.

Thus every Boolean variable (or vector) has an
associated entropy function, whose value is determined
by the probability value assigned to the variable (or
vector). Let Y = f(X) be a Boolean function where
X is a Boolean vector with n bits and Y is a Boolean
vector with m bits, i.e., f(-) can be implemented by
an n-input m-output logic circuit. Then X can take
2™ values and the input entropy of f(-) is:

-

1

H(X) =) pilog, o (3)
=1 °
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And Y can take 2™ values and the output entropy of
f(o) is:

gm
H(Y)=Y pilogy (4)
i=1 P

With Y = f(X) it can be shown (see [9], page 43) that
H(Y) < H(X), so that the entropy at the output of a
combinational circuit is always less than at its input.

Previously, the entropy associated with a Boolean
function has been used to predict the silicon area re-
quired to implement that function, without knowing
its schematic-level implementation. Given input prob-
abilities of 0.5, the output eniropy of a Boolean func-
tion has been used to predict the area of its average
manimized tmplementation, according to:

2n
Ax —H(Y)

n

(5)

This was shown to be theoretically valid in the limit
(as n — 00) [5]. For small circuits (n < 10), it was
empirically observed [8] that 2" H(Y) provides a good
measure of area.

ITII. POWER ESTIMATION

We restrict ourselves to the commonly used static
CMOS technology. Consider a combinational logic cir-
cuit, composed of N logic gates, whose gate output
nodes are denoted z;, ¢ = 1,2,...,N. If D(z;) is the
transition density [10] of node z; (average number of
logic transitions per second), then the average power
consumed by the circuit is:

N
1
P(w_q = Eded Z CZD(:LI’Z)

=1

(6)

where C; is the total capacitance at node z. This
expression accounts only for the capacitive charg-
ing/discharging component of power, and not for the
so-called short-circuit power which is known to be only
around 10% of the total power in well-designed cir-
cuits. The transition density is a measure of circuit
switching activity. We will be using the terms “den-
sity” and “activity” interchangeably.

Given that the internal details of the logic cir-
cuit are not known in a high-level representation, then
a few approximations seem inevitable for high-level
power estimation. The impact and utility of these ap-
proximations will be demonstrated through empirical
results in section IV. We start with:

N N

Pugoc Yy CiD(z;) =D  C

=1 =1

(7)



where D is the average node transition density, defined

by:

1 N
D= > D(z:) (8)
=1
so that:
Pryyx AxD (9)

where A is an estimate of the circuit aree that is rep-
resentative of the capacitance Efvzl C;.
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Fig. 2. A general synchronous sequential circuit.

It also seems inevitable that both D and A will be
estimated only from knowledge of the input/output be-
havior. As mentioned above, some studies have shown
that the area A is related to entropy. The objective
of this paper is to illustrate the relationship between
the average density D and entropy. We will assume
throughout that we are dealing with a combinational
circuit block that is part of a synchronous sequential
circuit, as shown in Fig. 2. If both area and average
density are successfully related to entropy, then a vi-
able high-level power estimation methodology would
be as follows:

1. Run a structural RTL simulation of the sequential
circuit to measure the input/output entropies of
the combinational block.

2. From the input/output entropies, estimate D, A,
and P,,, for the combinational block.
3. Combine with latch and clock power to get the

total average power.

In the two sub-sections below, we discuss the es-
timation of entropy from an RTL simulation trace
(step 1), and the estimation of average density from
entropy (missing part of step 2). Step 3 is easy, given
the clock frequency and the results of steps 1 and 2.

A. Entropy from RTL Trace
If X = [z1,22,...,2,] is a Boolean vector (say,
the nezt state vector or present state vector) then it is
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obviously too expensive to estimate its entropy from
the definition:

om

1

H(X)=) pilog, o (10)
=1 v

Instead, we can efficiently estimate an upper bound on
the entropy based on the fact H(X) < Y7, H(z;),
where equality occurs when the signals #; are inde-
pendent [9], and where H(z;) is the entropy of z; eval-
uated using the probability of z; (these probabilities
can be computed as in [13, 14], or in [11]). We will
therefore assume that the nodes in a cross-section of
the circuit are not too correlated, and will make the

approximation: "

> H(:)

=1

H(X) (11)
whose impact has been found to be acceptable, as will
be shown by experimental results. In any case, us-
ing the upper bound is a conservative approximation,
because it never underestimates the entropy and thus
errs on the side of higher activity.

B. Average Actwity from Entropy

Consider one of the present state bit signals, and
let p be its signal probability (average fraction of clock
cycles in which it is high). If the signal values in two
consecutive cycles are assumed independent, then its
average activity per clock cycle is 2p(1 — p) transitions
per cycle (the transition density is 2p(1 — p)/T. tran-
sitions per second, where T is the clock period [1]). It
so happens that the plot of 4p(1 — p) is very close to
that of the entropy function, as shown in Fig. 3.
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Fig. 3. The relation between activity and entropy.

Thus it makes sense to use entropy as a measure

of activity, so that if /{ is the average value of H(z;)

over all nodes z; in the circuit, then (with some ap-
proximation):

(12)

Prygx AXH



This formulation is useful because it makes it possi-
ble to use special properties of the entropy such as
“output entropy is always less than input entropy” to
help predict the average internal node entropy of a
combinational block from its input/output entropy, as
follows.

A combinational circuit can always be levelized so
that its gates are tagged with level values that repre-
sent their distance from the primary inputs. Thus ev-
ery gate whose inputs are all primary inputs is said to
have level 1. Every other gate whose inputs are either
outputs of level 1 gates or are primary inputs is said
to have level 2, etc. The levelization algorithm [12]
has linear time complexity and is standard in most
logic/timing simulation systems.

The largest level number K used in levelizing a
circuit is called the circuit depth. For every level i =
1,2,..., K, the output nodes of the gates at level 7 are
said to form a cross-section of the circuit. We define
H (%) to be the entropy of the Boolean vector consisting
of the nodes at the cross-section at level . Thus H(K)
is the entropy of the vector of primary output nodes
(next state vector + output vector, in the case of a
sequential circuit), denoted by H,. We define H(0) to
be the entropy of the vector of primary input nodes
(present state vector + primary inputs vector, in the
case of a sequential circuit), denoted by H;. As pointed
out above, we always have H, < H; and, in general,
H(j) < H;,forj=1,2,...,K.

It has been empirically observed [8] that output
entropy of a circuit decreases quadratically with cir-
cuit depth. We therefore assume that the entropy of
a cross-section decreases quadratically with level num-
ber, so that the entropy at a cross-section at level j,
H(j), may be written as:

1G) = (- 1) (

L4

K)2+H° (13)

where K is the number of levels in the circuit. We will
use this to derive an expression for the average node
entropy H, starting with the approximation:

1 1 &
= N H(z)~ =S H(j
H N; (2:) N; (7)

which is based on the conservative approxima-
tion (11) that the entropy of a cross-section is approx-
imately equal to its upper bound (the sum of its con-
stituent node entropies). And, as usual, N is the total
number of gates in the circuit.

Let W(z) be the number of nodes in cross-section
1, which we will call the circuit width at that cross-
section. If m is the number of primary output nodes,
then W(K) < m. We define W(0) to be the number

(14)
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of primary input nodes, also denoted by n. Let W be
the average width of the circuit, defined as:

1l . N
W= E;W(z): = (15)

From the above, it follows that:

HWEK = H(j)

K . 2
J
=KH,+ (H; — H, -
- w0y (1- 1)
j=1
1 K
= KH,+ (H; — H(,)F > (K —j5)?
j:l
1 K-1
:KHo—i—(Hi—HO)F k?
k=1
_ , (K —1)K(2K — 1)
—KH0+(H1_H0) 6K2

K
~ KH, + ?(HZ - H,)

(16)
where the last approximation is conservative because
actually (K — 1)(2K — 1) < 2K?, so that, again, we
err on the side of higher activity. This leads to:

Hi + 2H0

HW =~
w 3

(17)
which does not depend on circuit depth (a must, so
as to be applicable to a high-level representation). If
we further approximate the average circuit width by
W = (n + m)/2, which is approximately the average
of the widths at the input and output sides, then we

~
~

arrive at the simple final expression:

2/3

m

H ~

(H; +2H,) (18)

which depends only on the input and output entropies
and on the input and output node counts, all of which

n

are obtainable from a high-level representation.

In spite of the approximations made above, we
have found that the resulting simple expression for H,
(18), works quite well for a broad range of circuits. The
empirical results presented in the next section will be
based on this expression.

IV. EMPIRICAL RESULTS

As a first step towards a high-level power esti-
mation capability, we have implemented a technique
for estimating the average node activity of a combi-
national circuit, based on the average entropy mea-
sure (18). To use this technique, we estimate H; and
H, from their upper bounds, according to (11) and



then use (18) to predict the average activity. We tested
the technique on isolated combinational circuit blocks
whose input probabilities are user-specified. Normally,
the input probabilities would be obtained from an ex-
amination of the behavior of the sequential circuit as
in the established techniques [13, 14] or [11]. The in-
put probabilities are enough to compute H;, but H,
depends on the output probabilities. These can be
computed using BDDs as explained in [10], but this
can be memory intensive. Instead, we compute them
using a Monté Carlo approach, as described in [15].

In order to assess the accuracy of the technique,
we need an accurate measure of average node activ-
ity, obtained from a schematic-level view of the same
circuit. This can be obtained by first finding the tran-
sition density at every node and then averaging the
results. Accurate transition density values were ob-
tained by simulation in two ways, depending on the
timing model chosen:

1. Using a zero-delay timing model: In this case, one
is interested only in the final steady state node val-
ues in a clock cycle, and any additional toggles due
to unequal delay paths are ignored. In this case,
also, the density is easily obtained from the signal
probability [1] as D(z) = 2p(1 — p)/T, and the
probabilities were obtained using the technique
in [15].

2. Using a general-delay timing model: In this case,
the delays are obtained from a gate library and an
event driven simulation is performed as in [16].
The delay model did not enter into the derivation

of (18), as is probably to be expected in a high-level
model. Therefore, in order to check the impact of the
approximations made in the derivation, it is important
to check the accuracy of (18) against the zero-delay
simulation results.
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Fig. 4. Comparison with zero-delay results.

The results of testing against the zero-delay anal-
ysis results are shown in Fig. 4 for 56 different circuits,
with sizes ranging from 100 to about 22,000 gates, and
with input probabilities ranging from 0.1 to 0.9. These
circuits include all the ISCAS-85 and ISCAS-89 cir-
cuits. As shown in Fig. 3, the average entropy should
correlate well with twice the average activity per clock
cycle. Thus the “activity from simulation” shown on
the horizontal axis in Fig. 4 is actually normalized to
give the average value of 4p(1—p) for each circuit. The
agreement is quite good, with an error of less than 0.09,
with 90% confidence. We consider this to be strong in-
dication that the technique is feasible and constitutes
a reasonable approach to high-level power estimation.
The approach is also very fast. Our implementation,
which includes reading the circuit, estimating the out-
put entropy, and evaluating (18), requires only 14 cpu
seconds for a 20,000 gate circuit (on a SUN sparc-10).
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Fig. 5. Comparison with zero-delay power/area results.

The effect of capacitance is not included in the
data shown Fig. 4 (only activity values were mea-
sured, and not activity x capacitance). Therefore,
before moving to the case of the general delay timing
model, we tested the impact of the approximation (7)
which is equivalent to an independence assumption be-
tween the node capacitance and node density distri-
butions. To do this, we checked if the average en-
tropy correlates with the power per unit area, accord-
ing to D o« P/A. We used gate count as a measure
of area, and estimated power using a zero-delay tim-
ing model, accounting for fanout capacitance. Average
entropy is compared to power per unit area, in units
of uW/MHz/gate, in Fig. 5. The results shown are for
the same circuits used in Fig. 4, but only for an in-
put probability value of 0.5. The results show slightly
more spread than Fig. 4, due to the effect of the node
capacitance distribution.
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Fig. 6. Comparison with general-delay results.

Finally, we measured the power under a general
timing model. The power in some circuits increases ap-
preciably due to multiple transitions/cycle. We com-
pare the average activity measured from entropy to
the power/area, in pW/MHz/gate, as shown in Fig. 6.
For one circuit (iscas-85:c6288), the deviation was very
large, as shown by the point at the far right in the fig-
ure. Hence more work is needed to predict situations
like this. Furthermore, the comparisons for the other
circuits are not as good as before and show increased
spread, as shown in Fig. 7.
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Fig. 7. Comparison with general-delay results.

V. CONCLUSIONS

There is a need for high-level power estimation,
and the RTL level seems the reasonable place to start.
We proposed to use computational work, based on en-
tropy, as a high-level measure of power. Preliminary
investigation shows that entropy is a viable measure of
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circuit activity, but needs improvement to account for
general delay and capacitance distribution.
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