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Abstract—The CMOS image sensor computes two-dimensional
convolution of video frames with a programmable digital kernel
of up to 8 8 pixels in parallel directly on the focal plane. Three
operations, a temporal difference, a multiplication and an accumu-
lation are performed for each pixel readout. A dual-memory pixel
stores two video frames. Selective pixel output sampling controlled
by binary kernel coefficients implements binary-analog multiplica-
tion. Cross-pixel column-parallel bit-level accumulation and frame
differencing are implemented by switched-capacitor integrators.
Binary-weighted summation and concurrent quantization is per-
formed by a bank of column-parallel multiplying analog-to-digital
converters (MADCs). A simple digital adder performs row-wise ac-
cumulation during ADC readout. A 128 128 active pixel array
integrated with a bank of 128 MADCs was fabricated in a 0.35 m
standard CMOS technology. The 4.4 mm 2.9 mm prototype
is experimentally validated in discrete wavelet transform (DWT)
video compression and frame differencing.

Index Terms—Block-matrix image transform, CMOS image
sensor, focal-plane image processing, multiplying algorithmic
ADC.

I. INTRODUCTION

I N THE LAST decade CMOS image sensors have become
the dominant video acquisition technology. Due to their

moderate cost, CMOS imagers are an attractive choice for
multi-sensor applications such as wireless sensor networks. In
such applications the high amount of data generated by imagers
is expensive to transmit or store. Video processing tasks such as
image compression and pattern recognition reduce the output
data rate, but are computationally expensive as they employ
real-time block-matrix and convolutional image transforms.
Various techniques for realizing such transforms in sensory
systems have been developed.

Conventionally, dedicated digital signal processors (DSPs)
perform spatial image transforms in hand-held digital cameras
and camcorders on the focal plane [1], [2] or off it [3]–[6].
They rely on high-throughput architectures to compute spatial
weighted sums needed in block-matrix and convolutional trans-
forms. This comes at the cost of dissipated power or silicon area.
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To overcome the problems associated with dedicated DSPs,
block-matrix and convolutional transforms have also been
implemented in the analog domain [7]–[11]. The intrinsic par-
allelism of analog imaging and signal processing architectures
yields high computational energy efficiency and integration
density, often beyond those of modern digital processors.
Capacitor bank analog implementations use charge sharing to
compute weighted sum and difference [7]–[9]. Current-mode
weighted averaging implementations use zero-latency cur-
rent-mode addition [10]. Current-mode vector-matrix mul-
tiplication [11] architectures employ floating-gate arrays for
block-matrix storage and achieve high power efficiency. Purely
analog focal-plane image transform implementations require an
extra analog-to-digital converter (ADC) to provide the output
in the convenient digital format and may suffer from limited
accuracy.

A number of versatile digital or analog visual processors have
been reported that perform general-purpose video processing,
with the generality of computation beyond that of block-ma-
trix and convolutional image transforms [12]–[15]. Digital gen-
eral-purpose vision processor implementations generally utilize
large peripheral silicon area. For example, the pixel array and
the ADC in [12] occupy only approximately seven percent of
the total die area. Analog implementations necessitate a large
pixel size. The pixel pitch in the designs in [13]–[15] is over
70 m.

Mixed-signal CMOS imaging and spatial image processing
combine the benefits of both analog and digital domains [16],
[17]. Analog circuits perform area-efficient and low-power
computation directly on the focal plane. Digital components
provide the output in the digital format and sustain the accuracy
and configurability of such systems. The mixed-signal VLSI
implementation in [17] employs a current-mode processing
unit and a pipelined MADC in order to efficiently implement
block-matrix and convolutional transforms such as discrete
cosine transform (DCT), low-pass filtering, and color inter-
polation and correction, but requires a large FIFO memory
which adds a significant overhead to the power dissipation and
integration area.

The presented CMOS mixed-signal image sensor computes
block-matrix and convolutional transforms of each video frame
with programmable digital kernels of up to 8 8 pixels as
well as performs frame differencing [18]–[20], both directly on
the focal plane, with a compact scalable VLSI implementation.
Our approach combines digital-analog multiplication, accumu-
lation and quantization in a single algorithmic analog-to-dig-
ital conversion cycle. Therefore, it makes focal-plane computing
an intrinsic part of the quantization process and eliminates the
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Fig. 1. An illustration of a block-matrix transform computation.

need for a peripheral DSP. In 8 8 block-matrix transforms,
the mixed-signal approach yields three computations per pixel
readout while power dissipation is almost equivalent to that of
a conventional digital imager performing no computation.

The remainder of the paper is organized as follows. Section II
gives an overview of block-matrix and convolutional transforms
for image processing. Section III presents the top-level VLSI
architecture of the algorithmically-multiplying CMOS compu-
tational image sensor. Sections IV and V discuss in detail the
architectures to perform focal-plane computing in the first and
second spatial dimensions. In Section VI the VLSI circuit im-
plementation is presented. Section VII demonstrates the exper-
imental results obtained from a 0.35 m CMOS prototype of
the computational image sensor. Section VIII demonstrates the
benefits of the proposed approach over a digital imager em-
ploying conventional algorithmic ADCs. Section IX concludes
the paper.

II. BLOCK-MATRIX AND CONVOLUTIONAL TRANSFORMS

Block-matrix and convolutional transforms correlate a seg-
ment of an image with a spatial kernel in order to extract certain
features of the image such as horizontal, vertical and diagonal
edges and identify statistical redundancies. In the example of
image compression these redundancies are eliminated to obtain
a lower imager output data rate. In pattern recognition appli-
cations the image features are utilized to form a more precise
description of the object in order to enhance the classification
performance.

To transform an image into the transformed image , the
kernel is tiled vertically and horizontally across the image.
The kernel is tiled in non-overlapping or overlapping fashion
corresponding to block-matrix and convolutional transforms, re-
spectively. For the block-matrix transform case shown in Fig. 1,
coefficients of are obtained by computing the two-dimen-
sional dot product of and at each tile location as follows:

(1)

(2)

(3)

where are the block-matrix coefficients comprising a
spatial kernel; and are the image horizontal and vertical di-
mensions, assumed for simplicity to be multiples of the kernel
sizes and ; and are the horizontal and vertical block-

matrix indices, and and are the indexes of the block-trans-
formed image. Convolutional transforms employ the same com-
putation as in (1) with a different formulation of indexes in (2)
and (3). For simplicity, in the remainder of this paper, we will
focus on block-matrix transforms.

III. TOP-LEVEL ARCHITECTURE

The block-matrix transform of the form (1) can be decom-
posed as follows

(4)

with partial sums

(5)

where the notation is consistent with that of (2), (3), and is
the noise-compensated output of a pixel at location .

The proposed mixed-signal VLSI architecture efficiently im-
plements computations (5) and (4), in that order, as depicted in
Fig. 2. An array of photodiode-based pixels performs the image
acquisition. Row control logic supplies the digital signals nec-
essary for pixel timing and readout. The pixel array is described
in detail in Section VI-A. Image fixed-pattern noise (FPN) is
suppressed by column-parallel difference circuits.

The computation in (5) corresponds to the most computa-
tionally intensive part of the block-matrix transform in (4). It
involves pixel-wise signed multiplication and cross-pixel addi-
tion in the vertical dimension. This computation is efficiently
performed in the mixed-signal VLSI domain in a column-par-
allel fashion by a sign unit, a binary-analog multiplier, an ac-
cumulator and an algorithmic MADC. The sign unit, the bi-
nary-analog multiplier, and the accumulator reuse the ampli-
fier of the difference circuit resulting in an area-efficient imple-
mentation. Computation and quantization are intrinsically in-
terleaved within a single algorithmic ADC cycle. The MADC
output in Fig. 2 is the digital representation of in (5).

The switch matrix routes the kernel coefficients and their cor-
responding sign values bit-serially from two sets of shift regis-
ters, with a sequence period of values and spatial period of
columns, synchronously with the image readout clock RowScan
to the multiplication and sign units, respectively. The operation
of the switch matrix is discussed in Section V-A.

The summation in the horizontal dimension in (4) is of low
computational complexity and is implemented in the digital do-
main. A simple digital delay-adder loop performs spatial ac-
cumulation over adjacent MADC outputs during readout to
yield , which is the digital representation of in (4). The
digital accumulation is discussed in more detail in Section V-B.

IV. ONE-DIMENSIONAL COMPUTING

This section describes the procedure to compute the inner
product in the vertical dimension described by (5), the most ex-
pensive computation in the block-matrix transform in (4), on the
focal plane of the image sensor in a column-parallel fashion. To
simplify the notation, in this section we consider a single image
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Fig. 2. Top-level architecture of the focal-plane algorithmically-multiplying
CMOS computational image sensor. (Digital accumulation is implemented off-
chip.)

column segment and the corresponding column of the spatial
kernel (i.e., for given , and ). This simplifies (5) to

(6)

The signed coefficients in (6) have arbitrary values with a
resolution of bits and can be represented in the binary format
as

(7)

Substituting (7) into (6) and changing the summation order
results in

(8)

where

(9)

(10)

and

(11)

In the equations above, is the sign-transformed pixel
output, is the pixel output multiplied by the corre-
sponding coefficient bit , and the partial product is
the sum of the binary-analog multiplication outputs over
adjacent pixels in a column for the same binary weight, . In
the block diagram depicted in Fig. 2, , , and are
the outputs of sign, binary-analog multiplier and accumulator
units, respectively. Quantization of the partial products is
efficiently performed by the algorithmic MADCs.

It is worth mentioning that the mixed-signal multiplication of
the analog pixel values by the respective digital coefficients

in (6) yields the same result as in the case where the pixel
values are first quantized by an ADC and the multiplication is
performed in the digital domain. The output resolution is equal
to that of the MADC.

A. Algorithmic Multiplying ADC

To describe how multiplication in (6) is efficiently imple-
mented in the mixed-signal VLSI domain, in this section we
assume a single image row (i.e., ) and unsigned coeffi-
cients, . In this case, the transform in (6) simplifies to

(12)

with

(13)

Equation (8) becomes

(14)

with the partial products in (9) simplifying to

(15)

One approach to perform the digital-analog multiplication of
(12) in the mixed-signal domain is to multiply by , the
bits in , sequentially from MSB to LSB and generate a se-
quence of analog values with a decrementing binary weight.
This approach yields a simple VLSI implementation of a multi-
plier utilizing one two-input multiplexer. As the binary weight
of the analog partial products has a descending order, a mod-
ified algorithmic quantization scheme is introduced to perform
the binary-weighted accumulation in (14), concurrently with the
quantization of the inner product in (12).

Fig. 3(a) shows the block diagram and the transfer character-
istic of a conventional algorithmic ADC. It samples the input
signal during the first cycle, extracts a single bit and feeds back
the residue cyclically until all the required bits are extracted.
Since each residue is one binary weight less than the previous
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Fig. 3. Block diagram and transfer characteristics of (a), conventional algo-
rithmic ADC; and (b), algorithmic multiplying ADC. (c) Implementation of the
digital–analog multiplication and concurrent quantization utilizing the architec-
ture in (b).

one, a gain-of-2 block is used to maintain the comparator input
signal range.

The partial algorithmic ADC architecture shown in Fig. 3(b)
was first proposed in [21]. In this architecture, binary-weighted
discrete analog inputs are assumed, which limits the utility
of the architecture. They are summed with the residue of the
same binary weight. The most significant partial product
is sampled in the first cycle and one bit is extracted. The
residue has half the binary weight of and therefore
can be directly summed with the second most significant partial
product . This relationship holds for all the remaining con-
version cycles. Adding the two signals causes the comparator
input signal to have a doubled range. Hence, an additional
residue modulator is introduced as highlighted by a dashed
outline in Fig. 3(b) to maintain the signal range, and two bits
are generated in every cycle.

In the proposed architecture, the multiplication of the analog
input signal by the digital kernel coefficient is implemented
by selective sampling of the input controlled by the bits in
sequentially fed in from MSB to LSB as depicted in Fig. 3(c).
This results into a sequence of binary-weighted analog signals,

, and extends the partial ADC architecture in [21] to an algo-
rithmic MADC architecture.

Assuming MADC resolution, , equal to the binary depth of
, , the residue in the first cycle is

(16)

The residue in the remaining cycles is

(17)
Binary-weighted summation of (16) and (17) over results in

(18)
where

(19)

is the digital representation of . This operation yields multipli-
cation of the pixel output with the unsigned digital coefficient

, with an output resolution of bits

(20)

where

(21)

is the quantization noise.
When all of the partial products are fed into the MADC, the

conversion can be continued (i.e., if ) by operating on
the signal residue as in a conventional algorithmic ADC until all
the required bits are extracted. In this mode the input signal
is zero, and the output of the first comparator is zero.

B. Algorithmic Signed Weighted-Averaging ADC

To compute the inner product in (6), each column-parallel
MADC is further extended to include signed multiplication and
cross-pixel accumulation. As illustrated in Fig. 4, the outputs of

adjacent pixels in one column are multiplied by coefficients
of one column of the programmable spatial kernel stored in a
shift register. First, the pixel outputs are multiplied by the MSB
bits of the respective coefficients, . This binary-analog mul-
tiplication is performed by the two-input multiplexer at the input
of the accumulator. Signed multiplication is achieved by con-
trolling the sampling order of the pixel signal and reset values
by the corresponding sign bits, . The results of the
signed binary-analog multiplications for pixels are summed
by the accumulator to form the most significant partial product,

. This procedure is repeated for all the remaining bits from
MSB-1 to LSB.

Binary-weighted summation and quantization of the par-
tial products is performed by the MADC, as explained in
Section IV-A. The two output bit streams and are
combined utilizing two -bit shift registers and an -bit
accumulator as shown in Fig. 4. This yields the signed
weighted-average of the pixel outputs in the digital domain
with -bit resolution

(22)

where is the quantization noise.
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Fig. 4. Architecture of one column of the computational image sensor.

V. TWO-DIMENSIONAL COMPUTING

Section IV described an efficient implementation of (5) in
the mixed-signal VLSI domain. This section presents a digital
implementation of the addition in the second spatial dimension
of the block-matrix transform described by (4).

A. Switch Matrix

Fig. 5 shows the block diagram of the switch matrix which
routes the digital coefficients to the respective columns. It
takes the block-matrix coefficients and their corresponding
sign bits from two sets of shift registers and routes them to
groups of adjacent analog-multipliers and sign units, respec-
tively. A total of kernel coefficients each in a binary format
of length -bits are stored in the coefficient shift registers and
shifted out, MSB first.

While sampling each pixel row, the corresponding sign bits
are also synchronously applied to the sign units. To maintain the

-row time period, the sign and coefficients values are looped
back to the input of the shift registers. Therefore, column-par-
allel correlation of the block with the image is realized se-
quentially in time. The switch matrix size and complexity have
a linear dependence on . The switch matrix integration area
overhead scales linearly with the horizontal imager size and
becomes small for high resolution imagers.

B. Digital Accumulation

The quantized signed weighted average of pixel values in (22)
can be expressed in the general form analogous to the analog
formulation in (5) as

(23)

where is the column-wise signed weighted-averaging
quantization noise.

Fig. 5. Switch matrix block diagram.

Spatial accumulation over adjacent ADC outputs is per-
formed by a simple digital delay-adder loop during readout sim-
ilar to the analog formulation in (4)

(24)

where is the transformed image quantization noise.
This two-dimensional mixed-signal VLSI implementation re-

alizes any type of block-matrix or convolutional transform with
.
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Fig. 6. Dual frame memory active pixel sensor circuit.

VI. VLSI CIRCUIT IMPLEMENTATION

A. Pixel Circuit

An array of 128 128 active pixel sensors acquires the
video data. The pixel circuit is depicted in Fig. 6. Each pixel
comprises a resetable -diffusion– -substrate photodiode,
and two signal paths consisting of two pMOS electronic shutter
switches, two frame memories, two column-shared output
source followers and readout switches [20]. Use of pMOS
reset and shutter switches rather than nMOS increases the pixel
voltage dynamic range by one of the nMOS transistor
with body effect at the cost of slightly reduced fill factor. The
reset and shutter switches are of the minimum size to reduce
the channel charge injection and clock feedthrough errors.

The in-pixel dual frame memory enables multiple sampling
of the same pixel, as required in the MADC architecture to com-
pute spatial video transforms. This is achieved by storing the
reset voltage and the integrated photocurrent on the two capac-
itors as illustrated in the timing diagram of Fig. 7(a), so that
both are available for subsequent resampling. Non-destructive
pixel readout enables not only non-overlapping (block-matrix)
but also overlapping (convolutional) spatial image transforms.
Two frame memories also allow for frame differencing which
can be utilized in temporal video processing. The timing dia-
gram for temporal difference mode is shown in Fig. 7(b). The
in-pixel frame memories are implemented as MOS capacitors
to allow for a higher density of integration inside the pixel and
consequently a larger fill factor. The size of the MOS capacitors
is chosen to strike a balance between achieving a higher pixel
sensitivity and lowering the errors due to channel charge injec-
tion as well as junction leakage. In the experimental prototype
the frame memories are approximately 15 fF.

Fig. 7. Timing diagrams of (a) intraframe and (b) frame difference modes of
operation.

A metal light shield covers the whole pixel area except the
photodiode area in order to eliminate photo response from other
regions of the pixel [22]. The pixel has a fill factor of 28 per-
cent. FPN is reduced by taking the difference between the two
pixel outputs. Through careful and symmetric pixel layout, the
mismatch between the two signal paths is minimized as limited
by local parameter variations. Digital signals , ,

, and are for pixel reset, exposure time
control and readout timing control respectively, and are gener-
ated by the row control logic as described in Section III.

B. Difference-Sign-Multiplier-Accumulator Circuit

Fig. 8 depicts the circuit diagram of the column-parallel
switched-capacitor gain stage following the pixel array. It
combines four functionalities in a single amplifier: difference
computation, sign transformation, binary-analog multiplication
and accumulation.

The amplifier is a single-stage cascoded common-source
nMOS amplifier. The clocks and are non-overlapping.
The size of the input capacitor, , is 125 . Switches
controlled by signals , , and are nMOS tran-
sistors. Transmission gates are used for switches , ,
and to maintain the output signal swing. The amplifier bias
current is 8 A and the simulated DC gain is approximately
77 dB.

The circuit computes the difference of the pixel signal and
reset levels to suppress FPN. When the sensor is configured to
perform spatial video processing, two signal paths are used. In
this case, difference circuits reduce only FPN limited by the
mismatch of the two signal paths. Thermal noise and source
follower 1/f noise increase. When the sensor is utilized in the
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Fig. 8. Single-amplifier gain stage which performs difference computation,
sign transformation, binary-analog multiplication, and accumulation over ad-
jacent pixels in one column.

raw-image readout mode, the pixel values need to be sampled
only once and one signal path can be used. In this case, differ-
ence circuits suppress FPN, 1/f noise, and reset noise.

Sign multiplication is performed by selecting the appropriate
sequence order of and in Fig. 6 according to the
corresponding sign bit to sample the differential pixel
outputs. In the case of positive sign, and in the case of
negative sign are slightly delayed with respect to , so
that charge injection errors are signal-independent and appear
simply as an offset at the end of the sampling phase.

Binary-analog multiplication is performed by the two-switch
multiplexer controlled by and . When the bit is one, the
two pixel outputs are applied to the input capacitor during
and (the pixel signal is multiplied by one). When the bit is
zero, the input capacitor is driven by a constant reference voltage
during both phases (the pixel signal is multiplied by zero).

Accumulation over adjacent pixels is performed on the pro-
grammable feedback capacitor bank. As voltage-domain out-
puts of pixels are sampled sequentially in time, the input of the
accumulator is always of the full dynamic range. To maintain the
output of the accumulator within the same dynamic range, the
gain is programmed to be inversely proportional to the vertical
size of the spatial kernel, . In this case, the weighted average
of pixels achieves a maximum signal-to-noise ratio (SNR)
improvement of , at the cost of lower spatial resolution.
This implies that the pixel SNR can be less than the SNR of the
accumulator by the same value.

C. Algorithmic Signed Weighted-Averaging ADC

Algorithmic ADC architectures require a small amount of
analog circuitry as they employ the same stage circuitry to
perform the quantization cyclically in time. This is also true
for the modified algorithmic MADC architecture described
in Section IV-A. Fig. 9 illustrates how the architecture of the
MADC is optimized to reduce the number of gain stages for
minimum power dissipation. The adders and multipliers are

Fig. 9. (a) Amplifier merging in the multiplying ADC architecture. (b) Ampli-
fier sharing in the multiplying ADC architecture.

Fig. 10. Three-input adder circuit that does not rely on the capacitor ratio
matching.

combined in two groups as shown with the dashed outlines in
Fig. 9(a).

The active stages within each group are combined and imple-
mented with a single-amplifier three-input switched-capacitor
adder shown in Fig. 10, which is reused twice in the MADC
architecture. The inverting amplifier is a cascoded common-
source amplifier with a bias current of 15 A and a DC gain
of approximately 78 dB. The size of capacitors and is
chosen to be 300 fF.

To perform the addition over three inputs four clock phases
are utilized. The four phases of operation for each of the ADC
amplifiers are denoted in Fig. 9(b). Two of the eight phases
needed for the two stages are shared which results in a total of
six phases through .

Fig. 11 illustrates the four-phase clocking scheme that
adds/subtracts three inputs. In phase one depicted in Fig. 11(a),

is sampled on the input capacitor . In phase two
shown in Fig. 11(b), the second input, , is applied to
the input of the adder. Therefore, the difference of the two
corresponding charges is integrated on the feedback capacitor

, and appears on the output. In the third phase
depicted in Fig. 11(c), is sampled on while the charge
on is preserved. Finally, in phase four the charges on both
capacitors are recombined on the input capacitor which is
then connected in feedback as shown in Fig. 11(d).

A four-phase clock is commonly utilized to implement a two-
input adder which is insensitive to the capacitor ratio mismatch
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Fig. 11. The four-phase clocking scheme to add/subtract three inputs. (a)
Sample the first input on � while resetting � . (b) Sample the second input
and transfer the charge difference to � . (c) Sample the third input on �
while preserving the charge on � . (d) Dump the charge of � back on � and
connect � to the output.

Fig. 12. The MADC comparator circuit.

[23]. Therefore, addition of three inputs has a zero power over-
head over conventional two-input addition for ADCs with accu-
racy beyond capacitor matching where four-phase clock is uti-
lized.

Another important block in the MADC architecture is the
comparator. The two-stage comparator circuit is shown in
Fig. 12. The two-stage implementation lowers the input-re-
ferred offset voltage of the comparator due to channel charge
injection errors. The channel charge injection of the switch
controlled by is stored on the coupling capacitor between
the first and second stage and therefore is eliminated. The
channel charge injection of the second stage is not cancelled;
however when referred back to the input, it is effectively
divided by the gain of the first stage [24]. The clock timing is
such that the pulsewidth of is shorter than that of . Thus,
the first stage leaves the reset (closed-loop) mode earlier than
the second stage. The two switches at the inputs of the inverters
ensure zero static power dissipation during the four phases of
ADC operation when the comparator is not utilized.

VII. EXPERIMENTAL RESULTS

This section presents experimental results measured
from a 128 128-pixel integrated prototype fabricated in
a 0.35 m standard CMOS process. The micrograph of the
4.4 mm 2.9 mm computational image sensor die is shown in
Fig. 13.

Fig. 14(a) shows a test image (portrait of Audrey) projected
onto the imager pixel array through a lens mounted on the
package. Fig. 14(b) shows the image acquired and digitized
by the fabricated prototype when it was configured in the
raw-image readout mode. The integration time used for image

Fig. 13. Die micrograph of the focal-plane algorithmically-multiplying CMOS
computational image sensor. The integrated 4.4 mm � 2.9 mm prototype was
fabricated in a 0.35 �m standard CMOS technology.

Fig. 14. (a) Test image (portrait of Audrey) projected onto the pixel array. (b)
Digital output of the CMOS imager obtained with on-chip algorithmic ADC.

acquisition was 25 ms. Column-parallel FPN was removed by
subtracting a dark frame from the acquired signal frame. Some
temporal noise, due to interference from digital circuits on the
test board, was observed and can be seen in Fig. 14(b).

The computational functionality of the image sensor was val-
idated in on-chip spatial video compression. Focal-plane video
compression yields an imager output data rate which is pro-
portional to the mere information rate of the video, not the di-
mensions of the pixel array. Therefore, it relaxes the imager
output bandwidth or storage capacity requirements in applica-
tions where a low-power wireless transmitter or small storage
capacity are desired.

One approach to perform image compression is to filter
out redundant and localized gradient values of the image ac-
cording to a threshold bias. The threshold is set based on the
required compression ratio and the reconstructed image quality
specifications. Another compression technique is non-uniform
quantization of the block-matrix transformed image, where
the more significant low-frequency spatial information is
quantized with a higher resolution compared to the less impor-
tant high-frequency information. Discrete wavelet transform
(DWT) and DCT are computationally intensive block-matrix
transforms used in image and video compression algorithm
standards such as JPEG, JPEG2000, H.261, and MPEG [25].
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Two-dimensional one-, two-, and three-level Haar DWTs
were computed on the chip. The spatial kernels used for the
one-level Haar wavelet transform are

(25)

(26)

(27)

(28)

where 1/4 coefficient ensures the transformed image values stay
within the image intensity range. Correlation of the above spa-
tial kernels with the image can be expressed as the block-matrix
transform of (1), where are the block-matrix
coefficients. Correlation with low-pass filters the acquired
frame signal, while , and extract the relationship
between intensities of neighboring pixels in the horizontal, ver-
tical and diagonal directions, respectively. -level Haar trans-
form is obtained by using Haar wavelet kernels of size

, with . For larger kernels where
, the matrices are obtained by replacing each el-

ement of the first-level Haar matrices of (25)–(28) with square
matrices of size corresponding to that element.

In order to compute the one-level Haar transforms, the size of
the kernel window is set by the switch matrix to two. This re-
quires the gain of the accumulator stage in front of the MADC
to be 1/2. Also, the accumulator has to be reset once every
two rows of the pixel array have been scanned. For the experi-
ments, the resolution of the coefficients of the kernels is set to
be four bits. Therefore, analog partial products are applied to
the MADCs during the first four conversion cycles. The MADC
outputs within each block are combined off-chip to yield the ap-
propriate Haar transform.

Fig. 15(a) shows the experimentally recorded outputs from
the chip for the three levels of the transform. To achieve
compression, the transformed image pixels are compared to
a threshold value. Transformed image details which have a
magnitude below the threshold are filtered out. Fig. 15(b) shows
the corresponding off-chip reconstructed results. For the same
threshold, a higher-level Haar transform yields more compres-
sion at the cost of reduced reconstructed image quality. The
resulted compression ratios for the first, second and third-level
transforms are 3.85, 14.63 and 30.12, respectively.

Fig. 16 demonstrates the experimentally measured trade-off
between the peak signal-to-noise ratio (PSNR) and the compres-
sion ratio for the first-level Haar transform obtained by varying
the compression threshold. The inset images correspond to the
experimentally recorded images that were compressed on the
chip and subsequently decompressed off-chip by computing the
inverse Haar transform.

As stated in Section VI-A, the dual in-pixel frame memo-
ries enable non-destructive pixel readout, which is required by
the MADC circuits to perform analog-digital multiplication. Al-
though the focus of this architecture is on spatial video pro-
cessing, the dual frame memories also allow the architecture to

Fig. 15. (a) Experimentally recorded one-level (top), two-level (center), and
three-level (bottom) Haar wavelet transforms computed on the CMOS computa-
tional image sensor chip. (b) Reconstructed images for one-level (top), two-level
(center), and three-level (bottom) Haar wavelet transforms for the same com-
pression threshold. Compression ratios from top to bottom are: 3.85, 14.63, and
30.12.

Fig. 16. Reconstructed images obtained by decompression of the experimen-
tally computed one-level Haar discrete wavelet transform of the original image
for varying compression thresholds.

perform forward frame differencing at no additional cost. This is
achieved by storing two consecutive frame data on the two frame
memories rather than the pixel reset and signal values. Frame
differencing is a technique commonly employed in motion de-
tection and temporal video compression algorithms [18]–[20].

To perform the frame difference experiments, an image of a
rotating, radial disk was projected onto the pixel array. The in-
tegration time for each video frame in this mode was 12.5 ms.
The difference circuit was biased such that only a positive dif-
ference was recorded, and the quantization was performed off-
chip. Fig. 17(a) and (b) shows the still and rotating disk images
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Fig. 17. (a) Still disk image in the raw-image readout mode. (b) Rotating disk
image in the raw-image readout mode. (c) Rotating disk image in the frame-
difference mode.

TABLE I
SUMMARY OF CHARACTERISTICS

respectively acquired in the raw-image readout mode. Fig. 17(c)
shows the disk image in the frame-differencing mode.

In some applications, spatial and temporal image processing
can be combined, for example to reduce the imager output data
rate and increase the video compression rate further.

Table I presents a summary of electrical and optical charac-
teristics experimentally measured on the fabricated prototype.
In a real-time single-scan block-matrix transform computation,
the imager delivers three operations per pixel during readout.
These three operations correspond to the frame difference, mul-
tiplication and addition. At HDTV 1080i imager resolution and
30 fps frame rate, the imager is projected to yield a readout com-
putational throughput of 187MOPS. Based on a quantizer sam-
pling rate of 52 ksps, the image sensor yields a maximum sus-
tained computational throughput of 160MOPS which scales up
to 20GOPS at HDTV 1080i resolution.

VIII. COMPARATIVE ANALYSIS

This section compares the presented computational imager
architecture with a conventional digital imager where column-
parallel algorithmic ADCs are utilized for raw-image quanti-
zation and no computation is performed. Comparison is made

for the case when the accumulator and MADC circuits perform
focal-plane 8 8 block-matrix transform computation.

In the conventional approach, algorithmic ADCs quantize the
raw-image frames. The ADC sampling rate is directly propor-
tional to the imager vertical resolution. For the MADC architec-
ture performing 8 8 block-matrix transform computation, the
sampling rate of the MADCs is effectively reduced by a factor
of 8, as there is one ADC sample per 8 pixels in any column.
Assuming amplifier static power consumption is dominant in
both ADCs’ power, and the amplifiers in the two architectures
drive equal load capacitances, this translates to a factor of 8
savings in the MADC power. Since the MADC amplifiers op-
erate off a six-phase clock, there is a factor of 3 overhead in
power compared to the conventional algorithmic ADC which
utilizes a two-phase clock. Therefore, if the conventional al-
gorithmic ADC power is denoted as , the total MADC static
power dissipation is equal to , divided equally between the
two three-input adders.

The power consumption of the accumulator amplifier can also
be estimated under the assumption of having equal capacitive
loads for the accumulator and the MADC amplifiers. In the case
of 8 8 kernels, 8 pixels have to be sampled during each con-
version cycle. This operation requires 8 clock cycles or 16 clock
phases. Therefore, the accumulator amplifier has to be faster
than each ADC amplifier by a factor of 16/6, which results in a
power consumption of for the accumulator. Therefore, the
total power consumption of one MADC channel in the compu-
tational imager is . Considering the small overhead power
required to bias the in-pixel source followers during multiple
pixel sampling, we can conservatively assume equal power dis-
sipation for the two cases being compared.

As discussed in Section VII, the computational imager
delivers three operations per pixel during readout, which cor-
responds to hundreds of millions of operations per second
or higher computational throughput in high-resolution or
high-frame-rate applications. In a single 8 8 block-matrix
transform, this throughput is delivered while dissipating ap-
proximately the same power as a conventional digital imager
performing no computation. To perform the same image
processing task, the conventional approach also requires a
peripheral DSP. The equivalent throughput is delivered by a
DSP at the cost of additional power and integration area. In the
proposed approach, there is no need for such a DSP.

IX. CONCLUSION

A mixed-signal VLSI implementation of a digital CMOS im-
ager is presented. It computes block-matrix and convolutional
transforms as well as frame difference on the focal plane for
real-time spatio-temporal video processing. The approach com-
bines weighted spatial averaging and algorithmic quantization
in a single analog-to-digital conversion cycle, making focal-
plane computing an intrinsic part of the quantization process.
In 8 8 block-matrix transforms, the approach yields power
dissipation almost equal to that of a conventional digital im-
ager while the need for a peripheral DSP is eliminated. The
experimental results obtained from a 0.35 m 128 128-pixel
CMOS prototype validate the utility of the design in large-scale
focal-plane video processing.
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