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Abstract—We present a fully differential 128-channel integrated
neural interface. It consists of an array of 8 16 low-power
low-noise signal–recording and generation circuits for electrical
neural activity monitoring and stimulation, respectively. The
recording channel has two stages of signal amplification and
conditioning with and a fully differential 8-b column-parallel
successive approximation (SAR) analog-to-digital converter
(ADC). The total measured power consumption of each recording
channel, including the SAR ADC, is 15.5 W. The measured
input-referred noise is 6.08 V��� over a 5-kHz bandwidth, re-
sulting in a noise efficiency factor of 5.6. The stimulation channel
performs monophasic or biphasic voltage-mode stimulation, with
a maximum stimulation current of 5 mA and a quiescent power
dissipation of 51.5 W. The design is implemented in 0.35- m
complementary metal–oxide semiconductor technology with the
channel pitch of 200 m for a total die size of 3.4 mm 2.5 mm
and a total power consumption of 9.33 mW. The neural inter-
face was validated in in vitro recording of a low-Mg��/high-K�

epileptic seizure model in an intact hippocampus of a mouse.

Index Terms—Brain, extracellular recording, hippocampus,
implantable, multichannel neural recording, multichannel neural
stimulation, neural amplifier, SAR analog-to-digital converter
(ADC).

I. INTRODUCTION

T HERE is a great demand for miniature implantable
integrated microsystems that treat neurological disor-

ders, such as epilepsy, depression, and Parkinson’s disease.
Recording brain neural activity facilitates diagnosis. Neural
stimulation may prevent the onset of detrimental neural activity
such as that resulting in a tremor.

A conceptual implantable neural recording and stimulation
microsystem vision is shown in Fig. 1(a). In this microsystem,
the recording and stimulation interface circuits require multi-
channel operation to record from multiple areas of the brain, a
small overall form factor to ensure implantation is feasible, and
low-power dissipation to avoid thermal damage of the tissue.
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Fig. 1. (a) Implantable system for cortical recording and stimulation. (b) Block
diagram of the implanted components of the system.

Fig. 1(b) shows a system-level block diagram of a desired neural
recording and stimulation interface. Multichannel neural inter-
faces are needed for simultaneous neural recording and simul-
taneous neural stimulation at multiple sites in the brain. The
recording channel, which consists of recording amplifiers and
ADCs, performs signal acquisition through the microelectrode
array. The recorded signals are transmitted wirelessly through
the telemetry unit. The wireless telemetry unit can also receive
stimulation waveform data for the stimulation channel. Local
signal processing can also be implemented for automated neural
disorders treatment.

Extracellular action potentials have a wide dynamic range
with signal amplitudes approximately between 20 V to 5 mV
[1]–[3]. Most of the neural activity lies within the frequency
range of 0.1 Hz to 5 kHz. The dynamic range of the neural
recording interface is typically limited by the input signal noise
[3]. The total noise at the input of a neural recording interface
consists of the background thermal noise of the neural potential
field and the thermal noise of the recording electrode. The
resulting total input noise is approximately 20 [3],
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[4]. This corresponds to a dynamic range of approximately
48 dB requiring 8 b of resolution. Other nonidealities that
affect the performance of a neural recording interface are
common-mode noise and interference from digital circuitry.
Fully differential architectures are required since they provide
high common-mode rejection ratio (CMRR) and power-supply
rejection ratio (PSRR) to suppress common-mode noise and
interference from the power-supply and on-chip digital circuits.

Since neural signal amplitudes can be very small, the input-
referred noise of the recording interface has to be minimized
in order to achieve a large dynamic range. In order to prevent
damage at the electrode tissue interface, the maximum temper-
ature increase in the cortex has to be smaller than 1 C. This
corresponds to a maximum power density of 0.8 mW/mm of
exposed tissue area [5], [6]. For implantable neural interfaces,
low-power dissipation is also desired for wireless power har-
vesting or prolonged battery life. The small form factor is an-
other important design constraint for neural recording and stim-
ulation interfaces. High-density integrated neural interfaces fa-
cilitate implantation and reduce fabrication costs. Noise and
gain requirements determine the size of the capacitors and am-
plifiers of the recording and stimulation circuits. A channel pitch
of 200 m is chosen based on the gain and noise requirements of
the channel. This channel pitch also facilitates integration with
existing microelectrode arrays, such as the Utah electrode array
(UEA) [7]. In order to ensure neural activity is recorded and
modulated in a 2-D plane, it is important to organize a large
number of channels into an array and then directly bond the mi-
croelectrodes to the top of the chip. This minimizes the form
factor of the microsystem, simplifies integration, and minimizes
routing from the electrodes to the integrated circuit (IC).

In recent years, there has been significant progress in devel-
oping low-noise low-power integrated neural interfaces. Gen-
erally, single-ended designs [1], [8]–[17] suffer from interfer-
ence by any digital circuits implemented on the same chip or by
other sources of interference in the brain tissue. Fully differen-
tial architectures [18]–[23] are advantageous as they suppress
common-mode noise and interference.

A number of single-channel fully differential neural
recording interface implementations have been reported
where the channel area is not a significant constraint [18], [19].
A one-stage recording channel with a programmable cutoff
frequency in [18] minimizes signal distortion. A two-stage
recording channel in [19] achieves high gain by employing one
OTA in the first stage and three OTAs in the second stage.

Multichannel fully differential designs allow for spatial
neural recording at multiple sites [20]–[23] but require dense
integration. A 16-channel neural recording interface without an
ADC is presented in [20]. The design in [21] has 16 channels
of bandpass amplifiers with -modulated ADCs that occupy
an area of 3 mm 3 mm and consume 1.8 mW of power. A
100-channel recording interface consisting of chopper am-
plifiers, an ADC, and a wireless transmitter is described in
[22] where up to 50 channels can record simultaneously. Low
input-referred noise of 3.2 W is achieved at the expense of a
total power consumption of 8.5 mW. A 128-channel wireless
neural recording interface is reported in [23] where signal quan-
tization, spike detection, and sorting, and wireless telemetry

are performed on-chip. A low power consumption of 6 mW is
obtained within the die area of 8.8 mm 7.2 mm.

Neural stimulation is an effective means for the treatment of
many neurological disorders. Extracellular neural stimulation is
performed in two modes: 1) current mode and 2) voltage mode.
In the current-mode stimulation, the stimulator output is a cur-
rent whose amplitude is directly controlled. Current-mode stim-
ulators are extensively employed. A high-voltage compliance
current-mode stimulator is presented in [24] where constant cur-
rent levels are achieved by the high-output impedance. The de-
sign in [25] implements a programmable current-mode stimu-
lator with voltage and current monitoring circuits. Studies show
that applying prolonged constant current may cause electrol-
ysis at the electrode-tissue interface which leads to permanent
damage of the central nervous system [26]. In order to prevent
such permanent damage of the tissue, additional safety features
are required as detailed in [27] and [28]. These safety features
add more area and complexity to the circuits.

Current-mode stimulation requires significant power [29].
Typically, voltage-mode stimulation delivers higher output
current to the tissue for a given supply voltage. The voltage
stimulator also has a small area in comparison to a current
stimulator of the same output current, making it suitable for
a system with a large channel count. However, the tissue
impedance is often unknown, making it difficult to control how
much charge is delivered to the tissue when using voltage-mode
stimulation.

Several reported multichannel fully differential neural
interfaces provide neural recording and stimulation [30],
[31]. A 64-channel programmable deep brain stimulator with
eight-channel neural amplifiers and a logarithmic ADC is pre-
sented in [30]. A 6.5 mm 6.5 mm 128-channel array in [31]
with column-parallel ADCs performs recording and stimulation
with a total power consumption of 120 mW.

We present a 128-channel fully differential neural interface
array which performs simultaneous recording and simultaneous
stimulation on all channels first reported in [32]. It has a fully
digital interface including on-chip SAR ADCs and biphasic
neural stimulators. Voltage stimulation is chosen as it prolongs
the battery life and allows for future integration with a wireless
power transmitter as the one described in [33]. The neural
recording interface has an input-referred noise of 6.08
over a 5-kHz bandwidth, occupies an area of 3.4 mm 2.5 mm
and has a total power consumption of 2.4 mW and 7 mW for
the recording and stimulation modes, respectively. The rest
of this paper is organized as follows. Section II describes the
system architecture of the neural interface. Section III presents
the neural recording channel including the neural amplifiers
and the ADC. Section IV describes the stimulation circuit. Sec-
tion V explains the artifact removal methodology. Section VI
demonstrates the experimental validation of the integrated
neural recording and stimulation interface in applications.

II. SYSTEM ARCHITECTURE

The neural recording and stimulation interface consists of
an array of 8 16 channels with column-parallel ADCs. The
128-channel fully differential digital recording and stimulation
neural interface was fabricated in a standard 0.35- m double-
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Fig. 2. Micrograph of the neural recording and stimulation interface.

Fig. 3. Architecture of one column of the neural recording and stimulation in-
terface. Each recording amplifier and stimulator is in-channel and the ADC is
column parallel.

poly CMOS technology. Fig. 2 shows the micrograph of the
die. The die dimensions are 2.5 mm 3.4 mm. Low power dis-
sipation, low noise, and small channel area are the key design
constraints.

Fig. 3 depicts the column architecture of the array. The
recording channel has two stages of fully differential low-noise
amplifiers that also implement a bandpass filter. Both the
low-pass and high-pass frequencies are adjustable. The gain
can be digitally tuned from 54 dB to 73 dB with eight pro-
grammable gain modes. Simultaneous recording among all
channels is achieved by sampling and storing the analog
output onto the in-channel memory. The analog outputs of
each row are sequentially fed into the column-parallel ADCs
for on-chip signal digitization. The column-parallel ADCs are
fully differential SAR ADCs. The in-channel stimulation circuit
performs voltage-mode monophasic or biphasic stimulation.
The in-channel memory enables simultaneous stimulation on
all channels. Artifact removal functionality is included to allow
neural activity recording shortly after stimulation by improving
the slow transient response of the saturated recording amplifier.

III. NEURAL RECORDING CHANNEL

A. Channel Architecture

Each recording channel combines two stages of fully dif-
ferential signal amplification. A sample-and-hold (S/H) circuit

[34] is included in each channel in order to ensure simultaneous
recording among all array channels. Fig. 4 illustrates the archi-
tecture of the recording channel.

Signal amplification is performed in two stages in order to
achieve high gain without degrading the signal linearity. Fully
differential signaling is utilized to reduce common-mode noise
and interference from on-chip digital circuitry.

The first stage is implemented as a high-pass filter (HPF) with
dc rejection in order to remove the dc offset that typically ap-
pears at the electrode tissue interface. The large input capac-
itance of the first stage rejects dc offset signals and prevents
the amplifier from saturation. The closed-loop gain of the first
stage is determined by the ratio . The midband gain is
designed to be 33 dB by selecting pF and
fF. The capacitor values are optimized based on gain accuracy,
noise, and area considerations. The HPF is implemented by uti-
lizing resistors and capacitors in the negative feedback. The HPF
cutoff frequency is determined by . As the low-fre-
quency content of the neural local action field potentials con-
tains important information, the HPF cutoff frequency needs to
be in the order of subhertz. In order to achieve these low HPF
cutoff frequencies, a large feedback resistor is required.

The large feedback resistance is implemented as PMOS tran-
sistors biased in the subthreshold region [1]. The HPF cutoff
frequency is tunable from 0.5 Hz to 50 Hz by changing the bias
voltage of the PMOS transistors. The PMOS transistors in the
feedback path also act as reset switches that periodically bring
the amplifier into a unity gain configuration in order to eliminate
dc drift caused by junction leakage [31]. The reset switches are
also employed for artifact removal as explained in Section V.

The first stage has a tunable low-pass filter (LPF) 3-dB
frequency between 500 Hz and 10 kHz which is controlled by
the bias current of the OTA. The LPF acts as an antialiasing
filter for the on-chip ADC. The first-stage OTA is a fully
differential telescopic amplifier as explained in more detail in
Section III-B.

The second stage is a variable-gain fully differential am-
plifier. The closed-loop gain is determined by , where

2.5 pF and is a programmable bank of four capacitors
with the values of 25 fF, 50 fF, 50 fF, and 75 fF. The second
stage provides a programmable closed-loop gain of 21 dB to
40 dB with eight different gain modes. Since the second stage
is capacitively coupled, its supply voltage is reset periodically
in order to compensate for drift at the input nodes of the OTA.
The LPF cutoff frequency of the second stage can be adjusted
by changing the bias current of its OTA. A second-order
antialiasing filter is implemented by setting the LPF cutoff fre-
quency of the second stage equal to that of the first stage. The
second-stage amplifier requires a high output signal swing but
its noise requirement is relaxed. A folded-cascode topology is
employed in the second stage OTA as explained in Section III-B
in more detail.

The second-stage amplifier is followed by a S/H circuit in
order to ensure simultaneous sampling of signals among all
recording channels. The sample-and-hold is a switched capac-
itor circuit with bottom-plate sampling in order to eliminate
input signal-dependent charge injection. Its design is explained
in detail in [35].
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Fig. 4. Recording channel architecture.

B. Neural Amplifier

The design of the first-stage OTA is of particular importance.
The first stage determines the overall noise of the recording
channel as its noise contribution is significantly higher than
that of the following stages. The main design requirements for
the first-stage OTA are low noise, low power consumption, and
small area. The first stage does not require high-output signal
swing as the amplified output signal is in the range of tens of
millivolts to a few hundred millivolts. Several fully differential
OTA topologies with low power consumption and low noise
have been reported. A wide-swing current mirror transcon-
ductance amplifier in [20] achieves low noise at the expense
of high-power dissipation and large area. The designs in [18]
employ a wide-swing current mirror topology optimized for
low noise and low power, but occupy a large area. A folded-cas-
code architecture with low-noise contribution is reported in
[31] that has high-power dissipation and large integration area.
A two-stage amplifier is reported in [21] with low-noise and
low-power operation. The common topologies employed in
previous designs provide a high output dynamic range which
is not required for the first-stage amplifier. In this design, the
telescopic topology is chosen. Since high dynamic range is not
required at the output of the first stage, the telescopic topology
is suitable and reduces the power consumption due to a few dc
current branches. The fully differential telescopic OTA of the
first stage and its common-mode feedback (CMFB) circuit are
illustrated in Fig. 5. Table I lists the transistor sizing for the
telescopic amplifier.

The overall noise of the telescopic amplifier is composed of
a thermal noise component and a flicker noise component as
shown in (1). These noise sources can be modeled as voltages
sources in series with the input. The input-referred noise voltage
per unit bandwidth is given by

(1)

Fig. 5. Fully differential telescopic OTA.

TABLE I
TELESCOPIC OTA TRANSISTOR SIZING

where k is Boltzmann’s constant, T is the temperature in degrees
Kelvin, is the transconductance, is the metal–oxide
semiconductor (MOS) oxide capacitance, and and
are the 1/f noise coefficients of NMOS and PMOS transistors,
respectively. The first line of (1) represents the thermal noise,
and the second line refers to the flicker noise of the tele-
scopic OTA. The transistors that contribute to the thermal noise
are . The thermal noise component can be significantly
reduced by increasing so that . At a
fixed bias current, the thermal noise is minimized by selecting
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TABLE II
SIMULATED TELESCOPIC OTA ELECTRICAL CHARACTERISTICS

Fig. 6. Output of three different neural channels, with a 0.8-mV input (top
waveform).

so that are biased in weak inversion
and are in strong inversion. Increasing the bias current
leads to a further increase in and a subsequent decrease
in the thermal noise. Transistors are dominant in their
noise contribution. are chosen as large PMOS transistors
in order to reduce the noise component.

The CMFB circuit [36] draws the same bias current as the
first stage of the OTA. In order to increase the linear range of
operation for the CMFB circuit, the input transistors
should have a high gate-to-source effective voltage . At a
fixed bias current, high is achieved by selecting
at the minimum value of 1 m/20 m. Thus, sufficient output
dynamic range is achieved for the first-stage OTA.

Table II summarizes the simulated results for the telescopic
OTA. In order to achieve a gain accuracy of better than 0.1%, an
open-loop gain of higher than 94 dB is required. The open loop
of the telescopic amplifier is 101 dB which provides this gain ac-
curacy. The experimentally measured input-referred noise den-
sity of the first stage of the amplifier in the frequency range of
10 Hz to 5 kHz is illustrated in Fig. 7. Integrating the noise
over this bandwidth yields an rms noise voltage of 6.08 V.
The measured CMRR of the recording amplifier is 60 dB. Fig. 8
shows the experimentally measured frequency response of the
first-stage amplifier. The HPF cutoff frequency is adjusted by
changing the bias voltage of the feedback resistors. For
multichannel operation, a 0.7-mV sinusoid at 100 Hz was input

Fig. 7. Measured input-referred voltage noise density for the first stage of the
amplifier between 10 Hz and 5 kHz.

Fig. 8. Measured amplitude frequency response of the first-stage amplifier with
programmable HPF cutoff frequency adjusted by changing the bias voltage of
feedback resistors � .

into three different neural amplifiers on the chip. The gain from
the first stage of the three channels is 33.0 dB, 33.0 dB, and 33.4
dB as shown in Fig. 6.

Table III shows the performance of the fully differential first-
stage neural amplifier of this design in comparison to designs
reported in [20], [21], [30], [31], and [37]. The best noise effi-
ciency factor (NEF) was reported in [37] and [17] with NEF’s of
4.1 and 4.6, respectively. However, the large area for these de-
signs makes it difficult to integrate a large number of channels.
They also have low bandwidth not suitable for spike recordings.

The second stage has relaxed noise requirements since its
noise contribution is divided by the gain of the first stage. In the
second stage of signal amplification, a higher dynamic range is
required. A folded cascode topology is selected for the second-
stage OTA amplifier. Fig. 9 depicts the folded cascode OTA
with its CMFB circuit. Table IV lists the transistor sizing for
the folded cascode amplifier. Since the second-stage noise con-
tribution is small, its power consumption is reduced. The bias
current of the folded cascode OTA is set to be half that of the
telescopic OTA of the first stage. The LPF cutoff frequency of
the folded cascode amplifiers is set by the bias current to a nom-
inal value of 5 kHz, the same as that of the first stage in order
to provide an effective second-order filter. The load capacitance
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TABLE III
COMPARISON OF NEURAL AMPLIFIER CHARACTERISTICS

Fig. 9. Fully differential folded cascode OTA.

TABLE IV
FOLDED CASCODE OTA TRANSISTOR SIZING

seen by the second-stage folded cascode amplifier is the parallel
combination of feedback capacitors and S/H input capaci-
tance in series with the input capacitance of the folded cascode
amplifier. In order to achieve an LPF cutoff frequency of 5 kHz
without adding extra load capacitance, the current in the output
stage is made larger than that of the input stage by choosing

. Transistors are sized with a large
ratio equal to that of transistors . This results in

a small drain-to-source voltage drop across transistors
and increases the output voltage swing.

The CMFB circuit utilized in the first-stage amplifier [36]
limits the output signal swing. Since the second-stage OTA re-
quires a high output dynamic range, a capacitive divider is uti-
lized as its CMFB circuit. The capacitive divider functions sim-
ilar to the resistive dividers commonly used in CMFB circuits

TABLE V
SIMULATED FOLDED CASCODE OTA ELECTRICAL CHARACTERISTICS

where the average of the output signals is taken and subtracted
from a reference common-mode voltage. The capacitive divider
is reset to the reference common-mode voltage value once every
thousand cycles [38] in order to prevent floating nodes at the ca-
pacitor terminals.

Table V summarizes the simulated results for the folded cas-
code OTA. The second-stage amplifier has a variable capacitive
load. In the worst case, an open-loop gain of 80 dB is required
to achieve a closed-loop gain accuracy of better than 1%.

C. Analog-to-Digital Converter

Implantable neural interfaces require ultra-low power signal
digitization to ensure long battery life. In order to avoid an-
tialiasing, the sampling rate of the ADC has to be higher than
the Nyquist rate by a margin accounting for the antialiasing filter
pass-band rolloff. A sampling rate of 14 kHz per channel for
a 5-kHz bandwidth is achieved by designing column-parallel
ADCs sampling at 111 kSamples/s.

A number of ADC architectures, such as oversampling modu-
lators, algorithmic converters, and SAR ADCs meet our require-
ments in terms of the sampling rate, power consumption, and
resolution. Energy-efficient converters using the named archi-
tectures are reported in [38]–[41]. Oversampling modulators are
best suited for low-bandwidth applications. In order to achieve a
sampling rate of more than 100 kSamples/s, algorithmic or SAR
ADCs are required. The SAR architecture is selected in this de-
sign since it typically has lower power consumption, and it only
consists of one comparator, a capacitor array, and logic circuits,
without requiring an explicit S/H circuit.
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Fig. 10. (a) Self-timing successive approximation ADC architecture. (b) Sample timing diagram of the SAR ADC.

The column-parallel ADC is a fully differential successive
approximation (SAR) ADC. SAR ADCs offer low-power dissi-
pation for medium resolutions and medium sampling rates, 8 b,
and 100 kSamples/s, respectively, in this design. Column-par-
allel ADCs are advantageous over a single ADC as they enable
design scalability.

Fig. 10(a) shows the architecture of the ADC and Fig. 10(b)
illustrates the timing of the ADC. The differential input signal is
sampled when SAMPLE goes high and is applied to the differ-
ential capacitor array through the analog switch network. The
output of the capacitor array is fed to the comparator. The com-
parator consists of the preamplifier and the latch. Once the com-
parator makes a decision, its output is sent to the SAR register
where the digital output bits are evaluated after eight clock cy-
cles and fed back to the capacitor array. In order to further re-
duce the power dissipation, a self-timing methodology is incor-
porated to start bit-cycling immediately after the comparator
makes a decision [42], [43]. As illustrated in Fig. 10(b), the
asynchronous clock goes high and bit cycling starts
as soon as the comparator output voltages are resolved. Clocks
are generated off-chip using a field-programmable gate array
(FPGA).

Fig. 11(a) and (b) illustrates the circuit diagrams of the pream-
plifier and the regenerative latch, respectively. The preampli-
fier stage is employed in order to reduce the offset and pre-
vent kickback from the regenerative feedback to the sensitive
input signal [36]. The bias current is set to 1 A. The latch is
a sense-amplifier flip flop similar to the conventional design in
[44]. In [44], the drain terminals of transistors and are
shorted together during the reset phase. However, in this design,
these drain terminals are directly connected to during the

Fig. 11. (a) Preamplifier and (b) comparator circuits.

reset phase when is low. Two inverters are placed at the
latch output in order to restore the outputs to logic high and low
values. Transistor sizing of the preamplifier and the latch are
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TABLE VI
COMPARATOR TRANSISTOR SIZING

Fig. 12. Measured output spectrum of ADC for a 271-Hz sinusoid input sam-
pled at 111 kilosamples/s.

listed in Table VI. The layout of the preamplifier and latch input
pairs and utilize the common-centroid technique to re-
duce mismatch errors, thus minimizing the comparator offset
voltage.

The ADC was experimentally characterized. A 271-Hz full-
range sinusoid was applied to the ADC. The experimentally
measured output spectrum is depicted in Fig. 12. The second
harmonic reduces the effective number of bits (ENOB) of the
ADC to 6 b. The differential nature of the ADC suppresses the
second harmonic. Removal of the second harmonic yields an
ENOB greater than 7 b. Static dc testing revealed that there were
no missing codes for the ADC.

The functionality of the full 8 16 neural recording interface
was experimentally validated when recording an entire signal
frame with all channels connected to the same input. A neural
spike waveform was emulated with a signal generator to model
extracellular neural activity. An emulated neural spike with an
amplitude of 1 mV was the input signal to all channels. The
input signal was amplified and digitized using the on-chip am-
plifiers and ADCs. The digitized output corresponds to a differ-
ential output of 440 mV and is depicted in Fig. 13. In this figure,
the digitized output shows an amplitude of 22% of the ADC full
signal range.

IV. NEURAL STIMULATION CIRCUIT

As explained in Section II, each channel performs neural
recording and stimulation. The channel architecture of the
in-channel voltage-mode stimulator is illustrated in Fig. 14(a).
The voltage-mode stimulator consists of a sample-and-hold
circuit, a class AB buffer, and a switch network. The
sample-and-hold circuit is included in all 128 channels
and allows for simultaneous stimulation on all channels. A
128-sample stimulation frame is sequentially loaded onto the

Fig. 13. Measured digitized output of the full recording channel including the
amplifier and ADC with an emulated neural spike input of 1 m � .

Fig. 14. (a) In-channel voltage-mode biphasic stimulator. (b) Stimulator timing
diagram.

capacitor array when LOAD is high and is activated on all
channels at the arrival of an EN pulse. Charge injection is
minimized by opening the capacitor bottom plate slightly in
advance of the other two switches.

Voltage stimulation can be configured as a monophasic or
biphasic sequence. Monophasic stimulation leads to charge
accumulation at the electrode-tissue site and can damage the
tissue. Biphasic stimulation, where each pulse is followed
by a pulse of reversed polarity, ensures charge balancing
and prevents damage at the electrode-tissue interface. The
cross-coupled switches in Fig. 14(a) implement monophasic
and biphasic voltage stimulation [45]. The direction of the
stimulator’s output voltage is set by signals UP and DOWN.
Fig. 14(b) shows the timing diagram of the stimulator and
its output voltage. Both monophasic and biphasic sequences
are illustrated. Fig. 15 illustrates the experimentally measured
output voltage of the biphasic voltage stimulator.

The voltage-mode stimulator should be capable of providing
large currents since it has a variable load. The load of the stim-
ulation circuit changes based on the electrode-tissue site char-
acteristics and impedance. A buffer with low-output impedance
can drive a variable load. The buffer is implemented as a class
AB output stage where the negative input is tied to the output
voltage [31]. The design is described in detail in [46]. Fig. 16
shows the circuit diagram of the class AB output stage with
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Fig. 15. Experimentally measured biphasic voltage stimulator output.

Fig. 16. Class AB buffer output stage.

TABLE VII
STIMULATOR SIMULATED ELECTRICAL CHARACTERISTICS

transistor sizing listed in Table VIII. Table VII summarizes the
simulated electrical characteristics of the class AB output stage.
The quiescent current and total power consumption values are
found when no input signal is applied to the circuit. The stim-
ulator can deliver a maximum power of 16.5 mW at the supply
voltage of 3.3 V. In order to reduce the overall power consump-
tion of the neural interface, the stimulation circuit is turned on
only when a channel is selected for stimulation. The stimulation
circuit is powered down during recording or when a channel
is not selected for stimulation. The stimulator’s input can be
a digital or analog voltage. An off-chip DAC is used to gen-
erate analog voltage at the input of the stimulator. Analog input
voltage stimulation allows for stimulation with arbitrary-shaped
analog waveforms that are of particular importance in neurolog-
ical research applications.

Table IX shows the performance of the voltage stimulator of
this design in comparison to current- and voltage-mode neural

TABLE VIII
CLASS AB BUFFER TRANSISTOR SIZING

stimulators reported in [30], [31], and [47]–[49]. The voltage
stimulators are capable of providing higher maximum current
to the load for a given supply voltage. At a supply voltage of
3.3 V with a nominal load of 10 k , current stimulators can
theoretically provide a maximum current of 330 A. Voltage-
mode stimulation is chosen in order to provide higher output
current at the load. The voltage stimulator also has a small area
in comparison to the listed current stimulators.

V. ARTIFACT REMOVAL

One of the major obstacles in bidirectional neural recording
and stimulation interfaces is the presence of stimulation arti-
fact. Stimulation artifact is the transient signal distortion that
is generated near the stimulation site after the stimulation. The
stimulation artifact has a duration of tens to hundreds of mil-
liseconds [50]. The artifact may be large enough to saturate the
recording channel amplifiers for an extended period of time. In
order to record immediately after stimulation, the stimulation ar-
tifact has to be minimized. Several designs have addressed the
stimulation artifact removal. Among the common approaches
are postprocessing of the recorded data and spectral cancelation
of the artifact [51] as well as artifact subtraction by averaging
[52]. Postprocessing of the recorded data removes the distortion
caused by the artifact. However, the recording amplifiers would
still saturate within the duration of the artifact. Any neural ac-
tivity that takes place during this time is not recorded. Real-time
processing of the recorded data would be computationally ex-
pensive and the recording amplifiers would also be saturated and
have to be reset regardless. Another approach is to use an addi-
tional amplifier to provide a low-impedance path immediately
after the stimulation in order to discharge the electrode from the
trapped charge at the electrode-tissue interface [53].

In this design, the artifact removal is achieved by resetting
the recording channel immediately after stimulation takes place.
Artifact removal is performed by simultaneous reset of the feed-
back PMOS transistors of the first stage. The duration of the
reset signal depends on the amplitude and frequency of the stim-
ulation pulse. A longer reset pulse has to be applied for higher
values of stimulation voltage amplitude and slower stimulation
frequencies. The reset pulse is applied to the recording channel
in order to prevent the long-lasting transient response of the sat-
urated amplifiers. This is shown in Fig. 17(a) where the reset
signal is held low during and for 50 ms after the stimulation
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TABLE IX
COMPARATIVE ANALYSIS OF MULTICHANNEL CURRENT AND VOLTAGE-MODE NEURAL STIMULATORS

Fig. 17. (a) Stimulation pulse applied to the input of the recording amplifier
with a corresponding reset signal to minimize artifacts. (b) Output of the
recording amplifier with and without a reset signal applied to the feedback
transistor.

TABLE X
RECORDING CHANNEL EXPERIMENTAL CHARACTERISTICS

pulse. Fig. 17(b) plots the differential output voltage of the am-
plifier after a 500-ms, 1.5-V stimulation voltage is applied to the
input terminals. It takes approximately 1.5 s for the amplifier to
settle after the stimulation pulse is applied without artifact re-
moval and less than 0.1 ms when the reset pulse is applied to
the amplifier, as shown in Fig. 17(b).

VI. EXPERIMENTAL VALIDATION IN APPLICATIONS

The experimental results for the recording channel are sum-
marized in Table X. The experimental results for the whole chip

TABLE XI
SYSTEM-LEVEL EXPERIMENTAL RESULTS

are shown in Table XI. A custom printed-circuit board (PCB)
with an onboard Xilinx Virtex FPGA, off-the-shelf power reg-
ulators and digital-to–analog converters (DACs) were used to
supply power to the chip and set the proper voltage and current
biases. The FPGA synchronizes with a PC PCI card.

The neural interface is validated in in vitro recording of
a low-Mg /high-K epileptic seizure model in an intact
hippocampus of a mouse. Hippocampus is obtained from
C57/BL mice-aged P10-14. Animals are anesthetized with
halothane and decapitated in accordance with the Canadian
Animal Care Guidelines. The hippocampus is kept inside a
circulating-heated artificial cerebrospinal fluid (ACSF). The
off-chip electrodes are ultra-fine tungsten electrodes with
400- m-length tips that allow access to the cellular layer of the
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TABLE XII
COMPARATIVE ANALYSIS OF LOW-POWER NEURAL INTERFACES

Fig. 18. Experimentally measured epileptic seizure events that were
chemically induced in an intact hippocampus of a mouse by applying
low-Mg /high-K .

CA3 hippocampal region where seizure activity is recorded.
The epileptic seizure-like events are chemically induced in the
hippocampus by applying low-Mg /high-K to the circu-
lating ACSF. Neural activity is experimentally recorded and
digitized by the on-chip neural recording interface through
off-chip recording electrodes. Fig. 18 depicts the epileptic
seizure-like events recorded and digitized by the chip.

VII. SUMMARY

Table XII compares the presented bidirectional neural
recording and stimulation interface to the reported designs in

[20], [21], [30], and [31]. The neural interfaces in [30] and
[31] implement neural recording and stimulation. This design
is comparable to [30] in terms of recording channel power
consumption but there are major improvements to the recording
channel gain, ADC power consumption, stimulator maximum
output current, and the number of recording and stimulation
channels. This design also has the best reported NEF. The
improvement in the recording channel gain is a result of two
stages of signal amplification. The die area in [30] is smaller
due to the lower channel count, and newer technology and the
area per recording/stimulation channel are comparable to [30].

VIII. CONCLUSION

We have presented a 128-channel fully differential integrated
neural interface for neural recording and stimulation. In the
recording mode, the fully differential channels simultaneously
amplify neural signals and convert them to the digital domain.
In the stimulation mode, the buffered stimulation signal is
configured to perform simultaneous voltage-mode monophasic
or biphasic stimulation on some or all electrodes. The total
measured power dissipation of the recording and the stimula-
tion modes is 2.4 mW and 7 mW, respectively. The NEF of the
recording amplifier is 5.6.

ACKNOWLEDGMENT

The authors would like to thank the Canadian Microelec-
tronics Corp. (CMC) for their semiconductor fabrication ser-
vices.

REFERENCES

[1] R. R. Harrison and C. Charles, “A low-power low-noise CMOS am-
plifier for neural recording applications,” IEEE J. Solid-State Circuits,
vol. 38, no. 6, pp. 958–965, Jun. 2003.

[2] M. A. C. van Rijn, A. Peper, and C. A. Grimbergen, “Highquality
recording of bioelectric events,” Med. Biol. Eng. Comput., vol. 29, pp.
1035–1044, 1986.

[3] M. S. Chae, W. Liu, and M. Sivaprakasam, “Design optimization for
integrated neural recording systems,” IEEE J. Solid-State Circuits, vol.
43, no. 9, pp. 1931–1939, Sep. 2008.

[4] M. S. Fee, P. P. Mitra, and D. Kleinfeld, “Variability of extracellular
spike waveforms of cortical neurons,” J. Neurophysiol., vol. 76, no. 6,
pp. 3823–3833, Dec. 1996.



160 IEEE TRANSACTIONS ON BIOMEDICAL CIRCUITS AND SYSTEMS, VOL. 4, NO. 3, JUNE 2010

[5] S. Kim, R. Normann, R. Harrison, and F. Solzbacher, “Preliminary
study of the thermal impact of a microelectrode array implanted in the
brain,” in Proc. IEEE Engineering in Medicine Biology Conf., Aug.
30–Sep. 3, 2006, pp. 2986–2989.

[6] T. M. Seese, H. Harasaki, G. M. Saidel, and C. R. Davies, “Charac-
terization of tissue morphology, angiogenesis, and temperature in the
adaptive response of muscle tissue to chronic heating,” Lab. Invest.,
vol. 78, no. 12, pp. 1553–1562, Dec. 1998.

[7] R. Normann, “Microfabricated electrode arrays for restoring lost sen-
sory and motor functions,” in Proc. IEEE Int. Conf, Solid State Sensors,
Actuators and Microsystems, Jun. 2003, pp. 959–962.

[8] P. Mohseni and K. Najaf, “A fully integrated neural recording amplifier
with DC input stabilization,” IEEE Trans. Biomed. Eng., vol. 51, no. 5,
pp. 832–837, May 2004.

[9] W. Patterson, Y. Song, C. Bull, I. Ozden, A. Deangellis, C. Lay, J.
McKay, A. Nurmikko, J. Donoghue, and B. Connors, “A microelec-
trode/microelectronic hybrid device for brain implantable neuropros-
thesis applications,” IEEE Trans. Biomed. Eng., vol. 51, no. 10, pp.
1845–1853, Oct. 2004.

[10] R. H. Olsson and K. D. Wise, “A three-dimensional neural recording
microsystem with implantable data compression circuitry,” IEEE J.
Solid-State Circuits, vol. 40, no. 12, pp. 2796–2804, Dec. 2005.

[11] R. H. Olsson, D. L. Buhl, A. M. Sirota, G. Buzsaki, and K. D. Wise,
“Band-tunable and multiplexed integrated circuits for simultaneous
recording and stimulation with microelectrode arrays,” IEEE Trans.
Biomed. Eng., vol. 52, no. 7, pp. 1303–1311, Jul. 2005.

[12] R. A. Blum, J. D. Ross, E. A. Brown, and S. P. DeWeerth, “An inte-
grated system for simultaneous, multichannel neuronal stimulation and
recording,” IEEE Trans. Circuits Syst., vol. 54, no. 12, pp. 2608–2618,
Dec. 2007.

[13] B. Gosselin, M. Sawan, and C. A. Chapman, “A low-power integrated
bioamplifer with active low-frequency suppression,” IEEE Trans.
Biomed. Circuits Syst., vol. 1, no. 3, pp. 184–192, Sep. 2007.

[14] R. Sarpeshkar, W. Wattanapanitch, B. I. Rapoport, S. K. Arfin, M. W.
Baker, S. Mandal, M. S. Fee, S. Musallam, and R. A. Andersen, “Low-
power circuits for brain-machine interfaces,” in Proc. IEEE Int. Symp.
Circuits and Systems, May 2007, pp. 2068–2071.

[15] R. R. Harrison, P. T. Watkins, R. J. Kier, R. O. Lovejoy, D. J. Black,
B. Greger, and F. Solzbacher, “A low-power integrated circuit for a
wireless 100-electrode neural recording system,” IEEE J. Solid-State
Circuits, vol. 42, no. 1, pp. 123–133, Jan. 2007.

[16] T. Denison, K. Consoer, A. Kelly, A. Hachenburg, and W. Santa, “A
2.2 �W 94 nvrthz chopper-stabilized instrumentation amplifier for eeg
detection in chronic implants,” in Proc. IEEE Int. Solid-State Circuits
Conf. Dig. Tech. Papers, Feb. 2007, pp. 162–163.

[17] T. Denison, K. Consoer, W. Santa, A. T. Avestruz, J. Cooley, and A.
Kelly, “A 2 �W 100 nvrthz chopper-stabilized instrumentation am-
plifier for chronic measurement of neural field potentials,” IEEE J.
Solid-State Circuits, vol. 42, no. 12, pp. 2934–2945, Dec. 2007.

[18] M. Yin and M. Ghovanloo, “A low-noise preamplifier with adjustable
gain and bandwidth for biopotential recording applications,” in Proc.
IEEE Int. Symp. Circuits and Systems, May 2007, pp. 321–324.

[19] S. Farshchi, A. Pesterev, E. Guenterberg, I. Mody, and J. W. Judy, “An
embedded system architecture for wireless neural recording,” in Proc.
IEEE EMBS Conf. Neural Engineering, May 2007, pp. 327–332.

[20] R. R. Harrison, “A versatile integrated circuit for the acquisition of
biopotentials,” in Proc. IEEE Custom Intergrated Circuits Conf., Sep.
2007, pp. 115–122.

[21] M. Mollazadeh, K. Murari, G. Cauwenberghs, and N. Thakor, “Mi-
cropower CMOS integrated low-noise amplification, filtering, and dig-
itization of multimodal neuropotentials,” IEEE Trans. Biomed. Circuits
Syst., vol. 3, no. 1, pp. 1–10, Feb. 2009.

[22] T. Yoshida, T. Mashimo, M. Akagi, A. Iwata, M. Yoshida, and K. Ue-
matsu, “A design of neural signal sensing LSI with multi-input-chan-
nels,” IEICE Trans. Fundamentals, vol. E87-A, no. 2, pp. 376–383,
Feb. 2004.

[23] M. S. Chae, W. Liu, Z. Yang, T. Chen, J. Kim, M. Sivaprakasam, and
M. Yuce, “A 128-channel 6 mW wireless neural recording IC with
on-the-fly spike sorting and UWB transmitter,” in Proc. EEE Int. Solid-
State Circuits Conf. Dig. Tech. Papers, Feb. 2008, pp. 146–603.

[24] M. Ghovanloo and K. Najafi, “A small size large voltage compliance
programmable current for biomedical implantable microstimulators,”
in Proc. 25th Annu. Int. Conf. IEEE Engineering in Medicine and Bi-
ology Soc., Sep. 2003, vol. 2, pp. 1979–1982.

[25] J. Coulombe, M. Sawan, and J.-F. Gervais, “A highly flexible system
for microstimulation of the visual cortex: Design and implementation,”
IEEE Trans. Biomed. Circuits Syst., vol. 1, no. 4, pp. 258–269, Dec.
2007.

[26] N. N. Donaldson, D. N. Rushton, T. A. Perkins, D. E. Wood, J. Norton,
and A. J. Krabbendam, “Recruitment by motor nerve root stimulators:
Significance for implant design,” Med. Eng. Phys., vol. 25, no. 7, pp.
527–537, Sep. 2003.

[27] X. Liu, A. Demosthenous, and N. Donaldson, “A fully integrated fail-
safe stimulator output stage dedicated to fes stimulation,” in Proc. IEEE
Int. Symp. Circuits and Systems, May 2007, pp. 2076–2079.

[28] X. Liu, A. Demosthenous, M. Rahal, and N. Donaldson, “Recent ad-
vances in the design of implantable stimulator output stages,” in Proc.
IEEE Eur. Conf. Circuit Theory and Design, Aug. 2007, pp. 204–207.

[29] J. Simpson and M. Ghovanloo, “An experimental study of voltage, cur-
rent, and charge controlled stimulation front-end circuitry,” in Proc.
IEEE Int. Symp. Circuits and Systems, May 2007, pp. 325–328.

[30] J. Lee, H. Rhew, D. Kipke, and M. Flynn, “A 64 channel programmable
closed-loop deep brain stimulator with 8 channel neural amplifier and
logarithmic ADC,” in Proc. IEEE Symp. VLSI Circuits, Jun. 2008, pp.
76–77.

[31] F. Heer, S. Hafzovic, W. Franks, A. Blau, C. Ziegler, and A. Hierle-
mann, “CMOS microelectrode array for bidirectional interaction with
neuronal networks,” IEEE J. Solid- State Circuits, vol. 41, no. 7, pp.
1620–1629, Jul. 2006.

[32] F. Shahrokhi, K. Abdelhalim, and R. Genov, “128-channel fully differ-
ential digital neural recording and stimulation interface,” in Proc. IEEE
Int. Symp. Circuits and Systems, May 2009, pp. 1249–1252.

[33] S. K. Kelly and J. Wyatt, “A power-efficient voltage-based neural tissue
stimulator with energy recovery,” in Proc. IEEE Int. Solid-State Cir-
cuits Conf. Dig. Tech. Papers, Feb. 2004, pp. 228–229.

[34] J. N. Y. Aziz, R. Karakiewicz, R. Genov, B. L. Bardakjian, M. Der-
chansky, and P. L. Carlen, “Real-time seizure monitoring and spectral
analysis microsystem,” in Proc. IEEE Int. Symp. Circuits and Systems,
May 2006, pp. 2133–2136.

[35] J. Aziz, K. Abdelhalim, R. Shulyzki, R. Genov, B. Bardakjian, M. Der-
chansky, D. Serletis, and P. Carlen, “256-channel neural recording and
delta compression microsystem with 3D electrodes,” IEEE J. Solid-
State Circuits, vol. 44, no. 3, pp. 995–1005, Mar. 2009.

[36] D. A. Johns and K. Martin, Analog Integrated Circuit Design. New
York: Wiley, 1997.

[37] R. F. Yazicioglu, P. Merken, R. Puers, and C. V. Hoof, “A 200 uw
eight-channel eeg acquisition asic for ambulatory eeg systems,” IEEE
J. Solid-State Circuits, vol. 43, no. 12, pp. 3025–3038, Dec. 2008.

[38] V. Peluso, P. Vancorenland, A. M. Marques, M. S. J. Steyaert, and
W. Sansen, “A 900-mV low-power �� A/D converter with 770 dB
dynamic range,” IEEE J. Solid-State Circuits, vol. 33, no. 12, pp.
1887–1897, Dec. 1998.

[39] M. D. Scott, B. E. Boser, and K. S. J. Pister, “An ultralowenergy
ADC for smart dust,” IEEE J. Solid-State Circuits, vol. 38, no. 7, pp.
1123–1129, Jul. 2003.

[40] H. Y. Yang and R. Sarpeshkar, “A bio-inspired ultra-energy efficient
analog-to-digital converter for biomedical applications,” IEEE Trans.
Circuits Syst., vol. 53, no. 11, pp. 2349–2356, Nov. 2006.

[41] N. Verma and A. P. Chandrakasan, “A 25 �w 100 ks/s 12 b ADC for
wireless micro-sensor applications,” in Proc. IEEE Int. Solid-State Cir-
cuits Conf. Dig. Tech. Papers, Feb. 2006, pp. 222–224.

[42] G. Promitzer, “12-bit low-power fully differential switched capacitor
noncalibrating successive approximation ADC with 1 MS/s,” IEEE J.
Solid-State Circuits, vol. 36, no. 7, pp. 1138–1143, Jul. 2001.

[43] B. P. Ginsburg and A. P. Chandrakasan, “Dual scalable 500 MS/s, 5b
time-interleaved SAR ADCs for UWB applications,” in Proc. IEEE
Custom Integrated Circuits Conf., Sep. 2005, pp. 403–406.

[44] J. Montanaro, R. Witek, K. Anne, A. Black, E. Cooper, D. Dobberpuhl,
P. Donahue, J. Eno, W. Hoeppner, D. Kruckemyer, T. Lee, P. Lin, L.
Madden, D. Murray, M. Pearce, S. Santhanam, K. Snyder, R. Stehpany,
and S. Thierauf, “A 160-MHz, 32-b, 0.5-W CMOS RISC micropro-
cessor,” IEEE J. Solid- State Circuits, vol. 31, no. 11, pp. 1703–1714,
Nov. 1996.

[45] F. Mounaim and M. Sawan, “Miniature implantable system dedicated
to bi-channel selective neurostimulation,” in Proc. IEEE Int. Symp. Cir-
cuits and Systems, May 2007, pp. 2072–2075.

[46] F. Heer, W. Franks, A. Blau, S. Taschini, C. Ziegler, A. Hierlemann,
and H. Baltes, “CMOS microelectrode array for the monitoring of elec-
trogenic cells,” Biosensors Bioelectron., vol. 20, no. 9, pp. 358–366,
2004.



SHAHROKHI et al.: 128-CHANNEL FULLY DIFFERENTIAL DIGITAL INTEGRATED NEURAL RECORDING INTERFACE 161

[47] X. Liu, A. Demosthenous, and N. Donaldson, “An integrated
implantable stimulator that is fail-safe without off-chip blocking
capacitors,” IEEE Trans. Biomed. Circuits Syst., vol. 2, no. 3, pp.
231–244, Sep. 2008.

[48] M. Sivaparakasam, W. Liu, M. S. Humayun, and J. D. Weiland, “A
variable range bi-phasic current stimulus driver circuitry for an im-
plantable retinal prosthetic device,” IEEE J. Solid-State Circuits, vol.
40, no. 3, pp. 763–771, Mar. 2005.

[49] M. Ghovanloo and K. Najafi, “A modular 32-site wireless neural stim-
ulation microsystem,” IEEE J. Solid-State Circuits, vol. 39, no. 12, pp.
2457–2466, Dec. 2004.

[50] S. Mayer, L. Geddes, J. Bourland, and L. Ogborn, “Electrode recovery
potential,” Ann. Biomed. Eng., vol. 20, pp. 385–394, 1992.

[51] J. W. Gnadt, S. D. Echols, A. Yildirim, Z. Honglei, and K. Paul,
“Spectral cancellation of microstimulation artifact for simultaneous
neural recording in situ,” IEEE Trans. Biomed. Eng., vol. 50, no. 10,
pp. 1129–1135, Oct. 2003.

[52] T. Hashimoto, C. M. Elder, and J. L. Vitek, “A template subtraction
method for stimulus artifact removal in high-frequency deep brain stim-
ulation,” J. Neurosci. Meth., vol. 113, pp. 181–186, Sep. 2002.

[53] R. Blum, J. D. Ross, S. K. Das, E. A. Brown, and S. P. DeWeerth,
“Models of stimulation artifacts applied to integrated circuit design,”
in Proc. IEEE Engineering in Medicine and Biology Conf., Sep. 2004,
pp. 4075–4078.

Farzaneh Shahrokhi (M’09) received the B.A.Sc.
degree in electrical engineering from the University
of Waterloo, Waterloo, ON, Canada, in 2006 and
the M.A.Sc. degree from the University of Toronto,
Toronto, ON, Canada, in 2009.

Her research interests include the design of analog
and mixed-signal integrated circuits.

Ms. Shahrokhi is a recipient of the Industrial Post
Graduate Scholarship awarded by the Natural Sci-
ences and Engineering Research Council of Canada.

Karim Abdelhalim (GSM’09) received the B.Eng.
and M.A.Sc. degrees in electrical engineering from
Carleton University, Ottawa, ON, Canada, in 2005
and 2007, respectively, and is currently pursuing the
Ph.D. degree in electrical and computer engineering
at the University of Toronto, Toronto, ON, Canada.

His M.A.Sc. thesis focused on the implementation
of an ultra-low-power analog-to-digital converter for
biomedical applications. His research interests are in
the area of low-power-implantable integrated circuits
for neural interfaces.

Dr. Abdelhalim is a recipient of the Alexander Graham Bell Canada Grad-
uate Scholarship awarded from the Natural Sciences and Engineering Research
Council of Canada.

Demitre Serletis received the B.Sc. degree in
biological sciences and the M.D. degree from the
University of Calgary, Calgary, AB, Canada, and is
currently pursuing the Ph.D. degree in physiology
at the Institute of Biomaterials and Biomedical
Engineering with support through the Surgeon
Scientist and Clinician Investigator Programs at the
University of Toronto, Toronto, ON, Canada.

He is currently being trained as a Neurosurgery
Resident Physician at the University of Toronto. His
main research interests are the neurodynamical and

physiological complexity of rhythms and noise-like activity in the brain, and
the detection and prediction of epileptic seizures.

Peter L. Carlen is a Clinical Neurologist, special-
izing in epilepsy and neurodegenerative diseases
at the Toronto Western Hospital of the University
Health Network, Toronto, ON, Canada. He was
trained in Medicine and Neurology at the University
of Toronto. He studied cellular electrophysiology for
three years at the Neurobiology Department of the
Hebrew University of Jerusalem. He then returned
to Toronto where he was a Staff Neurologist and
Researcher at the Toronto Western Hospital and the
Addiction Research Foundation starting in 1975. In

1989, he was appointed Director of the Playfair Neuroscience Unit and Neuro-
science Research at the University Health Network for a ten-year term, where
he is now a Senior Scientist and Head of the Division of Fundamental Neuro-
science. He is also a Professor in the Departments of Medicine (neurology),
Physiology and the Institute of Biomaterials and Biomedical Engineering at
the University of Toronto. He has many peer-reviewed biomedical publications
and six patents. His main research interests are mechanisms of epilepsy and
neurodegeneration.

Roman Genov (SM’96–M’02) received the B.S.
degree (Hons.) in electrical engineering from the
Rochester Institute of Technology, Rochester, NY, in
1996, and the M.S. and Ph.D. degrees in electrical
and computer engineering from Johns Hopkins
University, Baltimore, MD, in 1998 and 2002,
respectively.

Dr. Genov held engineering positions at Atmel
Corp., Columbia, MD, in 1995 and Xerox Corp.,
Rochester, in 1996. He was a Visiting Researcher in
the Laboratory of Intelligent Systems at the Swiss

Federal Institute of Technology (EPFL), Lausanne, Switzerland, in 1998 and
in the Center for Biological and Computational Learning at the Massachusetts
Institute of Technology, Cambridge, in 1999. Currently, he is an Associate
Professor in the Department of Electrical and Computer Engineering at the
University of Toronto, Toronto, ON, Canada. His research interests include
analog and digital very-large scale integrated circuits, systems, and algorithms
for energy-efficient signal processing with applications in electrical, chemical,
and photonic sensory information acquisition, biosensor arrays, brain-silicon
interfaces, parallel signal processing, adaptive computing for pattern recogni-
tion, and implantable and wearable biomedical electronics.

Dr. Genov received the Canadian Institutes of Health Research (CIHR) Next
Generation Award in 2005, the Brian L. Barge Award for excellence in microsys-
tems integration in 2008, the DALSA Corporation Award for excellence in mi-
crosystems innovation in 2006 and 2009, as well as Best Paper Award on sensors
and Best Student Paper Award at the IEEE International Symposium on Circuits
and Systems in 2009. He is an Associate Editor of the IEEE TRANSACTIONS ON

BIOMEDICAL CIRCUITS AND SYSTEMS, IEEE TRANSACTIONS ON CIRCUITS AND

SYSTEMS-II: EXPRESS BRIEFS, and IEEE SIGNAL PROCESSING LETTERS.


