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Abstract—A spectral-multiplexed fluorescence contact imaging
microsystem for DNA analysis is presented. The microsystem in-
tegrates a filterless CMOS Color PhotoGate (CPG) sensor that ex-
ploits the polysilicon gate as an optical filter, and therefore does
not require an external color filter. The CPG is applied to fluo-
rescence-based transduction in a spectrally multiplexed format by
differentiating amongmultiple emission bands, hence replacing the
functionality of a bank of emission filters. A microsystem has been
quantitatively modeled and prototyped based on the CPG fabri-
cated in a standard CMOS technology. The multi-color
imaging capability of the microsystem in analyzing DNA targets
has been validated in the detection of marker gene sequences for
spinal muscular atropy disease and Escherichia coli (E. coli). Spec-
tral-multiplexing enables the twoDNA targets to be simultaneously
detected with a measured detection limits of 240 nM and 210 nM
for the two target concentrations at a sample volume of for
the green and red transduction channels, respectively.

Index Terms—Black hole quencher, CMOS image sensor, con-
tact imaging, DNA detection, fluorescence, point-of-care diagnos-
tics, quantum dot, spectral-multiplexing.

I. INTRODUCTION

T HE analysis of nucleic acids, such as deoxyribonucleic
acid (DNA), is invaluable to many areas of the life sci-

ences, for example, in cancer research, clinical diagnostics for
genetic diseases and for pathogen detection in food [1]. DNA-
based sensing technologies interrogate selective hybridization
of complementary DNA sequences and are conventionally de-
signed for parallel detection of multiple nucleic acid targets [2].
Although the conventional microarray technology employs

spatial registration to achieve unprecedented parallelism, it suf-
fers from disadvantages such as additional processing required
to print spots on a surface and the associated spatial variation in
terms of the quality of the probe immobilization across discrete
spots [2], [3]. Also, the hybridization chemistry requires the
washing away of samples after introducing them to the probes.
This renders real-time sensing difficult, often prohibitive.
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Therefore only the outcome rather than the dynamics of the
biological experiment can be observed. In addition, microarray
manufacturing typically involves time-consuming processes
and a laboratory environment. They often offer much greater
capabilities, such as parallelism, than required for many in-field
applications such as pathogen detection [4].
An alternative to spatial registration is spectral multiplexing.

In the case of fluorescence-based DNA detection, different
DNA target sequences can be tagged with fluorophores that
emit light at different wavelengths, which can be concurrently
detected and distinguished. Unlike other spectroscopic tech-
niques, such as Raman spectroscopy, where continuous fine
spectral resolution is required, fluorescent imaging requires
spectral differentiation among only a few discrete wavelengths
[5], [6].
Conventionally, differentiation between fluorescent emission

wavelengths has been achieved by using a set of optical band-
pass filters to select different parts of the emission spectrum.
The optics involved is bulky and expensive. To circumvent this
problem, other spectral methods have also been investigated.
Methods based on diffraction grating (the splitting of light) [7]
and Fabry-Perot etalon (tuned resonance cavity) [8] generally
offer high spectral resolution, but require micromachining and
post-processing such as wafer polishing and wafer bonding.
Eliminating the need for sophisticated optics and post-pro-
cessing is the ultimate remedy to the high design complexity
and fabrication cost.
Techniques that solely rely on integrated circuit process tech-

nology have been developed, most notably the buried junction
technology [9], [10] (on which the Foveon sensor [11] is based).
Since light absorption in a semiconductor varies across wave-
lengths in such a way that light of a longer wavelength can pene-
trate deeper, a photocurrent measured at a deeper depth consists
of stronger long-wavelength components. By sensing at several
depths, color information can be inferred. Although the buried
junction approach achieves high spatial density and is suitable
for photographic applications requiring three colors (e.g., blue,
green, and red), there is a limit to the number of diodes that can
be implemented, for example three for a dual-well process. This
limits its support for applications that require sensing at more
than three wavelengths. To overcome this limitation, a spec-
trally-sensitive photodiode that can potentially sense more than
three colors has been prototyped [12]. A biased poly-silicon gate
modulates the photo sensing region depth to effectively achieve
an equivalent of many buried diodes. However, the reliance on
the vertical dimensions of the CMOS process technology limits
scalability. The most recently reported prototype is fabricated
in a custom integrated circuit process [12].

1932-4545 © 2013 IEEE
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Fig. 1. CMOS fluorescent DNA contact imaging microsystem.

In recent years, point-of-care (POC) diagnostic devices have
become increasingly popular as they promise to bring diagnostic
technology from the standard laboratory setting to the patient
residence to facilitate early diagnosis [13]. Optical transduction
methods such as fluorescence-based detection have widespread
applications such as detection of nucleic acids, proteins and
small molecules. But despite the high sensitivity and selectivity
offered by this method, its incorporation into POC devices has
been limited due to the limited portability and high cost of the
instrumentation, as a fluorescence microscope is often required.
One emerging technique with a potential to overcome the lim-
itations of a fluorescence microscope is contact imaging [14],
which enables miniaturized biosensors [10], [15], [16]. Unlike
the conventional fluorescent microscope, in contact imaging as
depicted in Fig. 1, the object to be imaged is placed in close
proximity to the focal plane. In this technique, the resolution of
the imaging system is in the order of the pixel size. This tech-
nique eliminates the need for bulky and expensive optics such
as a system of lenses and mirrors, which enables miniaturization
to realize lab-on-a-chip platforms.
In this paper, we present a low-cost CMOS spectrally-mul-

tiplexed contact imaging microsystem for DNA analysis.
The core of the microsystem is a CMOS color photogate
(CPG) sensor, with an earlier generation prototype reported in
[17]–[19]. The pixel consists of the CPG to differentiate among
fluorescent biomarkers emission bands and a current-to-fre-
quency analog-to-digital converter (ADC) for digital readout.
Only one optical filter to attenuate the excitation light is re-
quired. The sensor is prototyped in a standard digital
CMOS technology and experimentally validated in the simul-
taneous detection of two DNA targets, the SMN1 and uidA
sequences, which diagnose the spinal muscular atropy disease
and the E. coli bacteria, respectively.
The remainder of the paper is organized as follows. Sec-

tion II discusses the DNA detection chemistry used in this work.
Section III and IV present a mathematical model and a proto-
type of a fluorescent contact imaging system, respectively. Sec-
tion V details the design and implementation of the CPG sensor.
Section VI reports experimental validation of the CPG-based

Fig. 2. Förster resonance energy transfer (FRET) based assay design for spec-
trally-multiplexed detection of DNA hybridization using multi-color QDs and
black hole quencher (BHQ) labeled DNA targets. (top) Green-emitting QDs
(gQDs) and red-emitting QDs (rQDs) are conjugated with SMN1 and uidA
probes respectively. (bottom) Expected changes in the emission of gQDs and
rQDs after hybridization. Note: a single excitation source can be used to excite
both colors of QDs.

biosensor in fluorescence-based DNA detection. Section VII
highlights key observations.

II. DNA DETECTION CHEMISTRY

In order to appreciate the requirements and functionality of
the microsystem, the chemistry and the schematics of the assay
design for a multiplexed detection of nucleic acid hybridiza-
tion are depicted in Fig. 2. To interrogate the probe-target
hybridization event, the assay employs multi-color colloidal
semiconductor nanocrystals or quantum dots (QDs) as energy
donors and targets labeled with black hole quenchers (BHQs)
as acceptors in the Förster resonance energy transfer (FRET)
process. FRET is a mechanism that transfers energy between
two molecules. A donor molecule may transfer energy to an
acceptor molecule, over a distance typically less than 10 nm,
through non-radiative dipole-dipole coupling [20].
QDs exhibit a number of unique optical properties that are

advantageous for spectral multiplexing. These unique proper-
ties include: narrow, symmetric and size-tunable emission pho-
toluminescence spectra (full width at half maximum, FWHM,
25–35 nm); strong and broad absorption spectra; high quantum
yields and long life times [21]. As com-
pared to organic fluorophores, QDs have greater resistance to
photobleaching that enables long-term monitoring. The broad
absorption spectra of QDs allows for multiple colors of QDs to
be excited efficiently with a single excitation source which is
not possible with organic dyes. These optical properties of QDs
make them suitable for optical multiplexing and as donors for
FRET-based applications [20].
In the proposed assay, green-emitting QDs (gQDs) and

red-emitting QDs (rQDs) are conjugated with the SMN1



HO et al.: CMOS SPECTRALLY-MULTIPLEXED FRET-ON-A-CHIP FOR DNA ANALYSIS 645

and uidA probes, respectively. The survival motor neuron 1
(SMN1) sequence is a diagnostic of neurodegenerative disease
called spinal muscular atrophy. The uidA sequence is a marker
for an E. coli bacteria. SMN1 targets are labeled with BHQ1
and uidA targets are labeled with BHQ2. Hence, the FRET pairs
relevant to this work are gQDs/BHQ1 (donor/acceptor) and
rQDs/BHQ2 (donor/acceptor). Upon introduction of labeled
targets, the hybridization event brings the acceptors (BHQ1
and BHQ2) in close proximity to the QD, which allows the
BHQs to absorb a portion of the QD emission via the FRET
process. This absorption of energy reduces or quenches the QD
emission. This serves as the analytical signal to be detected.
A higher target concentration implies more BHQs are present,
resulting in a reduction in the overall observable QD emission
signal.
The DNA probe and target sequences used are from Inte-

grated DNA Technologies [22] with the following nucleobase
composition for SMN1 and uidA, respectively

SMN1 probe: DTPA-5’-ATT TTG TCT GAA ACC CTG T-3’

SMN1-BHQ1 target: BHQ1–3’-TAA AAC AGA CTT TGG GAC A-5’

uidA probe: DTPA-5’-CTT ACT TCC ATG ATT TCT TTA ACT-3’

uidA-BHQ2 target: BHQ2–3’-GAA TGA AGG TAC TAA AGA AAT TGA-5’

where DTPA denotes dithiol phosphoramidite, a chemical
moiety used to immobilize the DNA probe sequences on the
surface of QDs. Since a donor QD and an acceptor BHQ form
a FRET pair for detecting a particular target DNA analyte, it
is possible to employ different colors of the QD/BHQ FRET
pair to detect multiple target DNA analytes concurrently. This
approach is referred to as spectral multiplexing.
Unlike a typical fluorophore that emits light at longer wave-

lengths upon optical excitation, the BHQs or dark quenchers
absorb excitation energy but dissipate the energy of excitation
via vibrational relaxation, hence have no associated emission
spectra [23]. The absorption and emission spectra of the two
FRET pairs used in this work, and the corresponding spectral
overlap is shown in Fig. 3. Fig. 3(a) and (b) depict gQDs
donor with BHQ1-labeled acceptors and rQDs donor with
BHQ2-labeled acceptors, respectively. The spectral overlap
for the two FRET systems is denoted by the shaded area.
The spectral overlap integrals for the gQDs/BHQ1 (donor/ac-
ceptor) and rQDs/BHQ2 (donor/acceptor) FRET pairs are

and , respec-
tively.

III. FLUORESCENT CONTACT IMAGING MICROSYSTEM

To enable small-form-factor, point-of-care DNA analysis, a
fluorescent contact imaging microsystem can be used to excite
the fluorescent markers and quantitatively detect their emission,
which is representative of the target concentration. In order to
aid microsystem design optimization, a quantitative model of
the fluorescent excitation, emission, and detection process is
first presented, followed by a description of a microsystem pro-
totype.

Fig. 3. Measured absorption and emission spectra of the two FRET pairs used
in this work (a) green QDs donor with BHQ1-labeled acceptors

and (b) red QDs donor with BHQ2-labeled acceptors
. The spectral overlaps are shown as the shaded area.

A. Microsystem Model

A physical model has been developed for the fluorescent con-
tact imaging microsystem shown in Fig. 1. The microsystem
consists of a light-emitting diode (LED) for excitation, an
optical filter for excitation light rejection, a fluidic structure
to hold the sample solution, and a sensor for photo detection.
The sample is assumed to be a solution containing fluores-
cent molecules, e.g., fluorophores. The formulation seeks to
estimate the amplitude and signal-to-noise ratio (SNR) of
the fluorescence emission light that is measured by the photo
sensor outputting a digital signal. Beginning the analysis with
the excitation light, the Beer-Lambert Law can be used to
describe the absorption of light traveling through a medium,
specifically

(1)

where is the transmissivity or fraction of the excitation light
that travels through the sample medium, in this case a layer of
fluorophore. It is defined as the ratio of the transmitted excitation
light to the intensities of the incident excitation light . is
the molar absorptivity of a fluorophore, is the fluorophore
molar concentration, and is the length of the light path through
the medium, i.e., the thickness of the medium, given by

(2)
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where and are the fluorophore sample solution volume
and the fluorophore footprint area that the solution occupies,
respectively.
The absorptivity or the fraction of the excitation light ab-

sorbed by the fluorophores can be expressed as

(3)

The excitation photon rate, , is the rate at which excitation
photons are successfully absorbed by the fluorophore sample,
given by

(4)

where is the power of the excitation light that falls onto the
fluorophore sample area , given by

(5)

where and are the power and the total illuminated area
of the excitation source, respectively. is the photon energy
of the excitation light, given by

(6)

where is Planck’s constant, is the speed of light and is
the wavelength of the excitation light.
The rate of the fluorophore emission light that reaches the

photo sensor pixel area can be estimated by

(7)

where is the fluorescent emission collection efficiency of
the pixel, is the filter transmissivity at the emission light
wavelength, and is the quantum yield of the fluorophore.

is given by

(8)

where is the fluorescent emission collection efficiency per
unit area and is the pixel area.
The photodetector current can be expressed as

(9)

where is the electron charge, is the responsivity of the
photodetector which is temperature-dependent, and is the
fill factor of the sensor pixel. The voltage developed at the end
of the integration time at the output of a direct-integration
photodetector can be expressed as

(10)

where is the pixel integration capacitance, often imple-
mented by the photodetector parasitic capacitance.
The voltage is often digitized by an ADC. For a self-reset

based current-to-frequency ADC [17], the digital output is given
by

(11)

where and are the reference voltage and reset voltage,
respectively. Finally, the SNR of the emission signal is given by

(12)

where is the standard deviation of at the background
level (i.e., when ). This standard definition of SNR
assumes noise is independent of the input amplitude. This as-
sumption is valid for a read noise dominate case, for example,
an imager fabricated in a standard CMOS technology sensing a
fluorescence signal typically of a low intensity [5], [24].
is the noise power, which is given by

(13)

where and are the noise power components attributed
to sensor electronics and non-electronic mechanisms, respec-
tively. consists of noise sources such as detector dark noise,
readout circuit thermal and flicker noise, and ADC quantization
noise. Noise associated with other non-electronic mechanisms
of the microsystem includes various well-studied effects such as
randomness in excitation scattering [25], autofluorescence [26],
and non-specific absorption [27]. The detection limit is conven-
tionally defined [28] as the signal that is equal to , i.e., the
signal at which (9.54 dB).
To summarize, (2), (5), and (7) are associated with the chem-

istry and optics of themicrosystem, whereas (9)–(11) are associ-
ated with VLSI circuit implementation. Equation (11) and (12)
are utilized to estimate the amplitude and SNR of the observed
fluorescence signal as it relates to various microsystem param-
eters.
For the measurement of noise parameters, can be obtained

by directly illuminating the sensor pixel by a controlled light
source whose intensity is calibrated to the level that produces

. The output noise can be obtained by using a
non-fluorescent buffer solution to represent the zero signal
(i.e., ) and captures the effects of non-idealities in the
microsystem. Noise associated with other non-electronic mech-
anisms of themicrosystem can be obtained by de-embedding the
electronic noise from the output noise, i.e., .

IV. MICROSYSTEM PROTOTYPE

Fig. 4 is a photograph of the prototyped microsystem. The
microsystem consists of a blue LED for excitation, a collimator
to ensure the excitation light reaching the sample and the filter
has a normal angle of incidence, an optical emission filter, a
fluidic structure for holding the sample solution, and the CMOS
CPG sensor for photo detection.
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Fig. 4. Fluorescence detection microsystem prototype.

A. Filter

The optical filter chosen for the microsystem is a discrete
thin-film interference filter for attenuating the excitation light
from the Philips Luxeon K2 450 nm blue LED excitation

[29]. It has been designed, fabricated
(Omega Optical) [30], and optically tested prior to integration
with the CMOS die. This approach is chosen over the direct
deposition of thin-film layers over the CMOS die to ensure that
proven methods for coating planar substrates can be used during
filter fabrication. Direct thin-film deposition over the CMOS
die involves higher costs due to complications in adjusting
the fabrication process to compensate for the temperature and
material differences between the surface of the optical filter and
the CMOS die. The encapsulation of bond wires for protection
during the coating process in the direct filter deposition method
requires additional costs.
In the proposed microsystem, a -thick,

optical filter is diced into several smaller
pieces to match the size of the CMOS pixel array. Fab-

ricating multiple filters by dicing a single filter significantly re-
duces the unit cost. The interference filter is fabricated using
60 layers of and . These materials are selected
for their durability and optical properties. The coatings are de-
posited onto a -thick microsheet of fused silica substrate
by vapor deposition. The coated substrate is then cut with a di-
amond saw to the size required to cover the pixel array. Finally,
the diced filter is attached to the CMOS die.
The long-pass interference filter has a cut-off wavelength of

. The cut-off wavelength is chosen to transmit the
emitted light from the gQDs and rQDs, with the peak emission
wavelengths of 520 nm and 620 nm, respectively. The transmis-
sion of the filter is greater than 90% at 520 nm and on average
greater than 85% from 520 nm to 700 nm, as depicted in Fig. 5.
The filter has been tested under laboratory conditions to provide
an optical density (OD) of six (e.g., attenuation) at the ex-
citation wavelength of 450 nm for an angle of incidence of up
to 20 degrees from the normal.

B. Fluidic Structure

To ameliorate the scattering effects caused by uneven drying
of the samples, the QDs are imaged in the solution phase as
opposed to solid phase. For a tight control of the geometry of
the QD solution to be sensed, a micro-reservoir is fabricated to

Fig. 5. Measured thin-film filter transmission characteristics.

Fig. 6. Sensor digital output for of red (620 nm) QD.

contain the solution instead of depositing the QD on a surface,
such as a glass slide.
To fabricate the reservoir, a circular volume is removed by

a metal punch from a piece of polydimethylsiloxane (PDMS),
which is subsequently plasma bonded to a glass cover slip. The
dimensions of the cover slip, which forms the bottom of the
reservoir, are (thick-
ness). The bottom of the reservoir is made as thin as possible to
minimize the distance between the sample and the focal plane.
The 4 mm-diameter reservoir, with a side wall height of 1 mm,
holds a sample volume of approximately .

C. Microsystem Model Validation

As a form of validation, the physical model is compared with
experimental results. In particular, the model has been used to
describe the effect of varying the excitation power on the sensor
output of the prototype depicted in Fig. 4. Fig. 6 depicts the
sensor output from measuring the emission of of
red (620 nm) QD solution. The values of model parameters used
are enumerated in Table I. Four measurements are performed
at 10 mW, 20 mW, 30 mW, and 40 mW of blue LED excita-
tion power. Sensor output has been calculated for several pixel
collection efficiencies and from correlating the model with
measurements, it is found that is approximately 6%.

V. CMOS COLOR-PHOTOGATE SENSOR

The complexity of the microsystem is significantly reduced
by the integration of a CMOS color sensor, which is based on
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TABLE I
MICROSYSTEM MODEL PARAMETERS AND PHYSICAL CONSTANTS

the color photogate (CPG). The CPG spectrally detects and
differentiates the multi-color emission, eliminating the need
to mechanically swapped filters. The CPG further performs
analog-to-digital conversion.

A. Principle of Operation

When multiple wavelengths of light are incident simultane-
ously, the intensities at these wavelengths can be determined by
measurements from several photo detectors with unique spectral
responses. For example, for a two-wavelength input, the photo
currents and measured by two photo detectors can be re-
lated to the input intensities and , at wavelengths and
respectively, by

(14)

(15)

where the -coefficients capture the responsivity of the detec-
tors at different wavelengths and can be obtained empirically.
The input intensities and can be obtained by solving the

system of equations, provided that the detectors have unique
spectral responses (i.e., equations are linearly independent).
This model can be extended to a finite set of wavelengths.
To determine the intensity of an input spectrum to a resolution
of distinct wavelengths, measurements are required from
the detectors (one measurement per detector), with each
detector having a unique spectral response.

B. VLSI Implementation

To create the equivalent of multiple photo detectors with
unique spectral responses, the CPG depicted in Fig. 7 has been
utilized [17]. It is comprised of the core and edge regions. The
core region of the CPG is covered by a polysilicon gate. A
diffusion, referred to as the edge region, forms the device

output. An diffusion fabricated in an -body forms the body
bias ohmic contact. The entire CPG is physically implemented
in an -well for isolation against the substrate noise and,
potentially, crosstalk from adjacent pixels in a sensor array.
The output diffusion is limited by readout circuit operation
to a voltage lower than the -well voltage to ensure a reverse
biased junction. The CPG has a structural resemblance to the
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Fig. 7. Cross-sectional view of the CMOS color photogate (CPG).

Fig. 8. pixel with a CPG in a
standard CMOS technology: (a) layout and (b) micrograph.

conventional CMOS monochromatic -body photodiode
and is an integrated approach to coarse color differentiation for
multi-color fluorescence detection.
The gate performs two key functions. First, it is a terminal for

the application of the electric field to modulate the efficiency of
photo-generated carrier collection in the core region, the area
under the gate. As the gate-to-body voltage changes, the
CPG transits throughmodes of operations, analogous to ametal-
oxide-semiconductor (MOS) capacitor. This mode change leads
to a change in the carrier collection efficiency, which ultimately
leads to a change in the device photocurrent.
When a high is applied so that no depletion region is

formed under the MOSFET gate, photocurrent generation only
takes place at the -body depletion region. For a low ,
majority carrier electrons in the -body are repelled from the sil-
icon surface thereby forming a depletion region under the gate,
which participates in photo sensing.
The gate also acts as an optical filter. Due to the optical prop-

erty of polysilicon, light experiences wavelength-dependent ab-
sorption as it travels through the gate, as illustrated in Fig. 7.
Since absorption is such that the gate provides greater attenua-
tion at shorter wavelengths, the CPG core region is responsible
for sensing longer (e.g., red) wavelengths. Since the core and
edge regions of the CPG have different spectral properties, by
using multiple gate-to-body voltages to activate the core region
to different extents, the equivalent of multiple detectors with
different spectral responses can be created, implementing (14)
and (15) for two gate-to-body voltages in a single device.
The CPG has been prototyped in a standard CMOS

technology, as depicted in Fig. 8. Each pixel
can be readily tiled to form an array for imaging. It consists
a CPG and an ADC for digital readout. The

Fig. 9. Measured CPG photocurrent for monochromatic light at 620 nm (red),
520 nm (green), and 450 nm (blue).

Fig. 10. System diagram of the CMOS color photogate (CPG) sensor.

CPG photocurrent measured across for three monochro-
matic illuminations using a semiconductor parameter analyser
is depicted in Fig. 9. For , the ratio of the
currents corresponding to each color changes significantly as a
function of . Therefore, gate voltages within this range are
used for the multiple measurements as required in (14) and (15).
Fig. 10 depicts the overall CPG-based sensor architecture.

To resolve colors, CPG responses at different values
of are passed through the ADC for digitization. The re-
construction algorithm that solves for the input spectrum in
(14) and (15) is implemented in software. LED based experi-
mental validation of the CPG design has been reported in [17].
Here we present system design validation in DNA detection ap-
plications.

VI. SYSTEM VALIDATION IN DNA DETECTION

The microsystem has been verified through both single-target
(single-color) DNA detection and simultaneous multi-target
(spectrally-multiplexed) DNA detection. For a two-color
system, as can be seen in Fig. 9, pairing red QDs with blue
instead of green QDs would produce greater linear-indepen-
dence in the -coefficients in (14) and (15). However, since
the blue QD requires ultraviolet excitation light, it is not a
widely-adopted fluorescent molecule. Therefore, green and red
QDs are chosen to demonstrate the microsystem.

A. Preparation of Quantum Dots

Oleic acid capped organic core/shell CdSeS/ZnS based
QDs from Cytodiagnostics [31] have been made water-sol-
uble by a ligand exchange reaction with 3-mercaptopropionic
acid [32]. The quantum yields of the mercaptopropionic acid
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Fig. 11. Single-color hybridization experiments. (a)-(b) FRET based transduction with gQDs for the detection of the survival motor neuron 1 (SMN1) sequence,
which is a marker sequence for a spinal muscular atrophy disease. (c)-(d) FRET based transduction with rQDs for the detection of the uidA sequence associated
with E. coli. (a) and (c) presents the measured response from the proposed sensor, whereas (b) and (d) represent the reference response from the commercially
available PTI QuantaMaster spectrofluorimeter (as a reference). The area under the curves in (b) and (d) are normalized to the CMOS sensor response in the
absence of target DNA (i.e., 0 nM concentration) and superimposed onto (a) and (c).

capped gQDs and rQDs are and ,
respectively. The peak emission of gQDs and rQDs are at
520 nm and 620 nm, respectively, with
for both colors of QDs. The molar absorptivity of quantum
dots has been measured by absorption spectroscopy using the
HP8452A diode-array spectrophotometer, with the values of

and at 450 nm for
gQDs and rQDs, respectively, which are typical for CdSe QDs
[33].

B. DNA Hybridization Assays

As depicted in Fig. 2, to produce a FRET-based fluorescent
light output, QDs are conjugated with the DNAprobes andDNA
targets are labeled with BHQs. The SMN1 and uidA sequences,
which are marker sequences for a spinal muscular atrophy dis-
ease and forE. coli respectively, are utilized as DNA targets. For
experiments involving single-color QD solutions, 250 nM of
gQD-SMN1 probe conjugates are incubatedwith 0 nM, 250 nM,
750 nM, 1250 nM, 1750 nM and 2250 nM concentrations of
BHQ1-labeled SMN1 targets. The hybridization has been done
overnight in 50mM borate buffer with 250mMNaCl at pH9.25.
Similarly, 250 nM of rQD-uidA probe conjugates are incubated

with various aforementioned concentrations of BHQ2-labeled
uidA targets.
For the multi-color experiments, gQD-SMN1 probe conju-

gates and rQD-uidA probe conjugates at 250 nM concentrations
each have been incubated with (0 nM, 0 nM), (250 nM, 250 nM),
(1250 nM, 1250 nM), (2250 nM, 2250 nM), (250 nM, 2250 nM)
and (2250 nM, 250 nM) concentrations of BHQ-targets. The
first number in the parentheses corresponds to the concentration
of BHQ1-labeled SMN1 target, whereas the second number cor-
responds to the concentration of BHQ2-labeled uidA target. The
hybridization condition is kept the same as that of single-color
hybridization experiments.

C. Single-Target DNA Detection

Fig. 11 shows single-color hybridization experiments with
both colors of QDs demonstrating the applicability of the assay
and the color photogate to quantitatively detect BHQ-labeled
DNA targets via FRET-based quenching of QD emission in-
tensity. A hybridization event between the immobilized probes
on the surface of QD and BHQ labeled targets provided prox-
imity necessary for FRET-based energy transfer between the
donors (gQDs and rQDs) and the acceptors (BHQ1 and BHQ2).
Fig. 11(a) and (b) depict measurements from a 250 nM solution
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of gQD-SMN1 probe conjugates, with 0 nM, 250 nM, 750 nM,
1250 nM, 1750 nM, and 2250 nM of BHQ1-labeled SMN1 tar-
gets. Fig. 11(c) and (d) depict measurements from a 250 nM
solution of rQD-uidA probe conjugates with 0 nM, 250 nM,
750 nM, 1250 nM, 1750 nM, and 2250 nM of BHQ2-labeled
uidA targets.
Fig. 11(a) and (c) depict intensity measurements from the

proposed CPG sensor for various DNA target concentrations,
for a 1 second integration time. A total of eight measurements
were taken for a total integration time of 8 seconds. The error
bars show one standard deviation of the variation across the
eight measurements. As a reference, Fig. 11(b) and (d) depict
QD emission intensities measured by the commercially avail-
able QuantaMaster PTI spectrofluorimeter in the presence of a
filter, with an optical density of 1 (i.e., attenuation), to at-
tenuate the excitation. For comparison, the area under the curves
in Fig. 11(b) and (d) are normalized to the CMOS sensor re-
sponse in the absence of target DNA (i.e., 0 nM concentration)
and superimposed onto Fig. 11(a) and (c).
Since there is only one emission band in single-color exper-

iments, emission intensity is the only quantity to be measured
as the wavelength is known. As a result, for single-color exper-
iments, the CPG sensor functions as a regular monochromatic
sensor, i.e., mathematical reconstruction is not necessary.
Fig. 11 shows that the measurements made using the CPG

sensor correlate well with the measurements made using the
commercial spectrofluorimeter. For both QD emission bands,
the intensity has been observed to decrease with increasing
target concentration. This is as expected since increasing the
target concentration allowed for a greater number of acceptors
(BHQs) to interact with the donors (QDs), resulting in an
increase in FRET-based energy transfer, hence a decrease in
the QD emission intensity.
The results of Fig. 11 exhibit the expected behavior of expo-

nential reduction in the fluorescence emission intensity of QDs
with increasing concentrations of targets. The exponential na-
ture of the response with increasing target concentrations is due
to the exponential changes in FRET efficiency with increasing
number of acceptors, i.e., the target concentration [34].
It is worth noting that since the signal transduction is based

on FRET, the quenching of the QD emission intensity only oc-
curs upon the hybridization of targets with probes on the QD
surface. As a result, a washing step requiring removal of excess
non-hybridized target from the solution is not necessary, which
provides an opportunity for real-time detection of hybridization
profiles.
It can also be observed from Fig. 11(a) and (c) that when the

DNA targets are not present (i.e., target concentration is zero),
sensor output signals of 200 codes and 230 codes

are present for the green and red transduction chan-
nels, respectively. Based on the conventional definition, the
detection limits of 170 nM and 80 nM are achieved for the tar-
gets associated with green and red channels, respectively. It is
worth noting that the ratio of these detection limits can be pre-
dicted by the model developed in Section III as the molar ab-
sorptivity of rQD is approximately that of the gQD at the
450 nm excitation wavelength. Also, since of sample
volume is used for each measurement with detection limits ex-

Fig. 12. Spectrally-multiplexed simultaneous two-target DNA detection. The
survival motor neuron 1 (SMN1) sequence is a marker for a spinal muscular
atrophy disease and the uidA sequence is a marker for E. coli (a) measured with
the proposed sensor, and (b) measured with a spectrofluorimeter (as a reference).

pressed in terms of concentration of 170 nM and 80 nM, the
microsystem is able to detect 1.7 pmol and 0.8 pmol of target
DNA for the green and red channels, respectively.

D. Simultaneous Two-Target DNA Detection

The single-color green and red QD systems have been
spectrally-multiplexed into a multi-color system for the si-
multaneous detection of SMN1 and uidA targets, with results
shown in Fig. 12. Fig. 12 depicts six trials each with different
combinations of two DNA target concentrations. The data
shown in Fig. 12(a) and (b) are obtained from the DNA bioas-
says by measuring the response with the proposed sensor and
a commercial spectrofluorimeter as a reference, respectively.
These trials are two-color experiments demonstrating the ability
of the CPG to concurrently detect two different DNA targets
via FRET-based quenching of QD emission. Each solution
contains gQD-SMN1 probe conjugates and rQD-uidA probe
conjugates at 250 nM concentrations each, and are incubated
with (0 nM, 0 nM), (250 nM, 250 nM), (1250 nM, 1250 nM),
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(2250 nM, 2250 nM), (250 nM, 2250 nM) and (2250 nM,
250 nM) concentrations of BHQ1-labeled SMN1 targets and
BHQ2-labeled uidA targets (denoted as the first and second
number in the parentheses, respectively). The integration time
for each trial is 1 second.
To invoke the spectral sensing capability of the sensor, the

input is sampled at multiple CPG gate-to-body voltages. In this
case of detecting two colors of QD emissions, two values of

are used. To improve detection accuracy, for each combi-
nation of DNA target concentrations, eight measurements are
performed at each of the two gate voltages ( ,

, with ). The data from each
set are then averaged, background subtracted, and fed into the
reconstruction algorithm to solve for the input intensities at each
of the twowavelength bands that indicate the respective concen-
trations of two targets in terms of the emission intensities from
both colors of QDs.
It is worth noting that the measurements shown in Fig. 12(a)

are based on measured QD emission intensities expressed in
terms of concentration from the intensity-to-concentration rela-
tionships established in Fig. 11(a) and (c) for the green and red
QDs based FRET systems, respectively. For example, for the
(0 nM, 0 nM) trial in Fig. 12(a), since the absence of both DNA
targets results in no quenching of QD emission in the green and
red channels, the CPG sensor output, which measures the QD
emission intensity is actually the highest of the six trials.
It has been observed that the QD emission intensity of

a certain transduction channel is affected by the degree of
quenching in a neighboring channel [e.g., in Fig. 12(b), com-
pare trials 2 and 5 for the green channel, and trials 2 and 6
for the red channel]. This form of crosstalk is attributed to
the effects of non-specific absorption [35] in the bioassay,
not the CPG sensor. For example, in trial 5, a large degree of
quenching in the rQD emission channel due to the presence of
high concentration of BHQ2-labeled uidA target also impacts
the gQD emission channel. This results in a signal reduction
in the gQD emission channel to a greater extent than in trial
2 despite the presence of the same amount of SMN1 targets
in both trials. This accounts for the overestimation in trials 5
and 6 of Fig. 12(a). Nonetheless, non-specific absorption can
be suppressed by using denatured bovine serum albumin to
passivate the surface of QDs [35].
It can be observed from Fig. 12(a) that when the DNA targets

are not present (i.e., target concentration is zero), the sensor
reports the expected averaged result of approximately zero
target concentration with and for the
green and red transduction channels, respectively. Based on
the conventional definition, the detection limits of 240 nM
and 210 nM are achieved for the targets associated with green
and red channels, respectively. Since of sample volume
is used for each measurement with detection limits in terms of
concentration at 240 nM and 210 nM, the microsystem is able
to detect 2.4 pmol and 2.1 pmol of target DNA for the green
and red channels, respectively.

VII. DISCUSSION

Although the CPG exploits the gate structure in stan-
dard CMOS technology, thus requiring no external filter, the

poly-gate nonetheless attenuate the incoming light before it
is sensed. In the CMOS process, the thickness of
the polysilicon gate is approximately 300 nm [36], leading
to an approximate attenuation of 65%, 30%, and 15% for
blue (450 nm), green (520 nm), and red (620 nm) light, re-
spectively. This results in a reduction in sensitivity especially
in short wavelengths. One possible solution is
to integrate a standard CMOS photodiode in the pixel, as
shown in Fig. 8. The -body photodiode can be used for
monochromatic measurements of fluorophores that emits in the
blue region, extending the range of fluorophores supported by
the microsystem.
In this work, eight samples from each have

first been averaged, then used in reconstruction. The advantages
of averaging images as opposed to making measurements at
bias voltages can be studied using a two-color example. In

the case of averaging, two bias voltages are used. The computa-
tions are in taking averages of samples, followed by solving
a system of two equations. In the case of using multiple bias
voltages, the question arises concerning the appropiate choices
of the bias voltages. According to Fig. 9, having evenly dis-
tributed biases that span across the entire axis would not
be a good choice as the use of multiple bias voltages in the ‘flat’
regions (i.e., and ) would yield poor
linear-independence in the -coefficient model. Therefore, the
eight samples should be chosen within .
In reconstruction, equations are solved for unknowns.
Assuming that the integration time per sample is much longer
than the computation time, as it is likely the case for biolog-
ical imaging, both cases have approximately the same total in-
tegration time. However, the latter case suffers from two prob-
lems. First, it has lower scalability to . Fitting bias voltages
within where is large would require very
precise electronics. Second, in general, the algorithmic com-
plexity is much higher for solving a system of equations

than a system of two equations. Therefore, the first
approach is preferred.
In conventional microscopes, light penetrates the filter at

normal incidence, where interference filters performs well.
However, in contact imaging the fluorescence light reaching
the detector covers a wide range of angles of incidence because
the light emitters are close to the detector. Although experi-
mental results from the prototype have not shown significant
background, it is worth noting that excitation rejection can be
further improved by filter structures that can tolerate a wide
angle of incidence while offering a high optical density, such
as a hybrid interference and absorption filter [16].
The range of non-zero target concentrations explored is

250 nM to 2250 nM. This corresponds to approximately 1.4
orders of magnitude of dynamic range in terms of detectable
DNA target concentration, which is typical of FRET-based
systems [20]. Since the nature of the assay involves decrease
in QDs fluorescence emission intensity with increasing tar-
gets concentration, the 250 nM concentration of QD-probe
conjugates have been chosen to provide sufficient initial QD
fluorescence emission intensity in the absence of BHQ-labeled
targets, to be subsequently quenched in the presence of targets.
It is worth noting that the dynamic range of the assay is tunable,
depending on the concentration of QD-probe conjugates, as
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previously reported [35]. Hence, target concentrations lower
than 250 nM or greater than 2250 nM can be quantitatively
determined by simply changing the concentration of QD-probe
conjugates. To illustrate, consider the case that nine DNA
probe strands are immobilized on a surface of a single QD in a
250 nM QD solution. This system can detect up to a maximum
of 2250 nM of target strands, because the total number of
probe molecules for 250 nM of QD is 2250 nM. Detecting a
higher target concentration is not possible because all probes
are bound to targets. Therefore, if 125 nM concentration of
QD-probe conjugates is used instead of 250 nM, the lower
limit of detection can be further brought down. However, this
also brings down the upper limit of detection, as a smaller
number of QD-probe conjugates have a smaller number of
probe molecules to hybridize with the targets, as only a cer-
tain number of probe molecules can be immobilized on the
surface of a QD. On the other hand, if 500 nM concentration
of QD-probe conjugates is used instead of 250 nM, the upper
limit of detection can be extended to 4500 nM.
It is often meaningful to characterize the detection limit in

terms of the required sample size, instead of solely based on the
analyte concentration [37]. Considering the of sample
volume used, the proposed microsystem achieves a detection
limit for DNA targets at the picomolar level. This is advanta-
geous especially for applications where the extraction or ampli-
fication of sample DNA in large quantities is difficult. As a fur-
ther benefit, reduction in the sample volume allows for samples
to be processed by microfluidic devices, which enables minia-
turized and integrated systems.

VIII. CONCLUSION

A spectrally-multiplexed fluorescence detectionmicrosystem
for DNA analysis is presented. The microsystem has been quan-
titatively modeled and prototyped, integrating a CMOS color
photogate sensor. The sensor detects and differentiates among
the emission light of green and red fluorescent biomarkers
without mechanical switching of emission filters. The entire
detection system utilizes only one long-pass optical filter for
excitation light attenuation. The microsystem has been exper-
imentally verified by the simultaneous detection of two DNA
targets with the detection limits of 240 nM and 210 nM for
the SMN1 and uidA sequences. The prototype is an enabling
technology for miniaturized, low-cost, and parallel gene-based
point-of-care diagnostics.
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