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Abstract—A CMOS tunable-wavelength multi-color photogate
(CPG) sensor is presented. Sensing of a small set of well-separated
wavelengths (e.g., 50 nm apart) is achieved by tuning the spec-
tral response of the device with a bias voltage. The CPG employs
the polysilicon gate as an optical filter, which eliminates the need
for an external color filter. A prototype has been fabricated in a
standard 0.35 � digital CMOS technology and demonstrates
intensity measurements of blue (450 nm), green (520 nm), and
red (620 nm) illumination with peak signal-to-noise ratios (SNRs)
of 34.7 dB, 29.2 dB, and 34.8 dB, respectively. The prototype
is applied to fluorescence detection of green-emitting quantum
dots (gQDs) and red-emitting quantum dots (rQDs). It spectrally
differentiates among multiple emission bands, effectively imple-
menting on-chip emission filtering. The prototype demonstrates
single-color measurements of gQD and rQD concentrations to
a detection limit of 24 nM, and multi-color measurements of
solutions containing both colors of QDs to a detection limit of
90 nM and 120 nM of gQD and rQD, respectively.

Index Terms—CMOS image sensor, contact imaging, fluores-
cence, microsystem, quantum dots, spectral-multiplexing.

I. INTRODUCTION

F LUORESCENCE-BASED transduction is a mature tech-
nology and finds a multitude of applications in the life

sciences. For many analytes, it provides the highest sensitivity
and selectivity amongst common transduction methods [1]. In
particular, laser-induced fluorescence is a prominent sensory
method for lab-on-a-chip devices [2]. Several groups have
focused on the development of integrated fluorescence-based
sensing platforms for applications ranging from cancer research
[3], [4] to nucleic acid detection [1], [5].

Conventional array based fluorescence sensing technologies,
such as DNA microarrays [6], rely on spatial registration of
probes to achieve space-multiplexed detection of target ana-
lytes. This requires additional steps for the preparation of sur-
face chemistry which is prone to spatial variation. One of the
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advantages of fluorescence-based sensing is its suitability for
spectral multiplexing, which can be exploited to eliminate the
need for spatial registration. To concurrently analyze multiple
target analytes without spatial registration, different target an-
alytes can be associated with different fluorescent markers that
can be distinguished by their emission wavelengths. By mea-
suring the emission intensity at each of these wavelengths, dif-
ferent targets, such as nucleic acid targets, can be simultane-
ously quantified [7].

Fluorescent markers, such as the green-emitting and
red-emitting quantum dots (QDs) [8], absorb light and emit
at a longer wavelength. Emission wavelengths are typically
between 500 nm to 700 nm and well-separated (e.g., 50 nm
apart). Therefore, unlike other spectroscopic applications
where continuous fine resolution spectroscopy techniques
(e.g., Raman spectroscopy) are required, fluorescence imaging
requires the detector to provide spectral differentiation among
only a small number of discrete wavelengths. Limits of de-
tection in the range of nano- to micro-molars in a nano- to
micro-liter sample volume have been reported for fluorescence
sensing microsystems using custom optics such as waveguides
and gratings in the last decade [9], [10]. Fluorescence emission
light intensity has been increasing due to improvements in
the quantum efficiency of fluorophores [10], [11]. Fluores-
cence detection is typically performed at room temperature
(i.e., ) [10].

Conventionally, differentiation between fluorescence emis-
sion wavelengths has been achieved by using a set of optical
bandpass filters to select different parts of the emission spectrum
[14] and subsequently sensing using a monochromatic photode-
tector. The optics involved is bulky and expensive. To circum-
vent this problem, filterless spectral sensing methods have also
been investigated. Methods based on diffraction grating (the
splitting of light) [15] and Fabry-Perot etalon (tuned resonance
cavity) [16] generally offer high spectral resolution, but require
micromachining and post-processing such as wafer polishing
and wafer bonding. Eliminating the need for sophisticated op-
tics and post-processing is the ultimate remedy to high design
complexity and fabrication cost.

Techniques that solely rely on integrated circuit process tech-
nology have been developed, most notably buried junction tech-
nology [12], [17]–[22], on which the Foveon sensor is based, as
shown in Fig. 1(a). Since light absorption in a semiconductor
varies across wavelengths in such a way that light of a longer
wavelength can penetrate deeper, a photocurrent measured at
a deeper depth consists of stronger longer-wavelength compo-
nents. By sensing at several depths, color information can be
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Fig. 1. Filterless integrated circuit spectral sensing approaches. (a) Buried
triple � � �-junction embedding diodes at three fixed depths [12]. (b) Photo
sensing region depth modulation enabling light collection at multiple electron-
ically-tunable depths in custom CMOS [13]. (c) Proposed standard-CMOS
tunable-wavelength multi-color photogate consisting two sensing regions, one
of which is tunable by a voltage bias and covered by a poly-Si gate.

inferred. Although the buried junction approach achieves high
spatial density and is suitable for photographic applications re-
quiring only three colors (e.g., blue, green, and red), there is
a limit to the number of diodes that can be implemented, for
example three for a dual-well process. This renders it unsuit-
able for applications that require sensing more than three wave-
lengths. To overcome this limitation, a spectrally-sensitive pho-
todiode that can potentially sense more than three colors has
been developed [23], as shown in Fig. 1(b). A biased poly-sil-
icon gate modulates the photo sensing region depth to effec-
tively achieve an equivalent of many buried -junctions.
However, the reliance on the vertical dimensions of the CMOS
process technology limits the scalability of the device dimen-
sions. The most recently reported prototype is fabricated in a
5 custom process [23].

The choices of the photodetector for conventional fluo-
rescence imaging systems have commonly been the photo
multiplier tube (PMT) and the charge-coupled device (CCD).
PMTs are amongst the most sensitive photodetectors, but are
bulky, expensive and require a high operating voltage, making
them unattractive to be integrated into a miniaturized system.
The throughput of PMT-based detection systems is relatively
low due to the lack of parallelism. CCDs can be employed in
an arrayed implementation, but do not allow for the on-chip
integration of peripheral circuits such as signal conditioning
circuits. This increases cost and limits miniaturization. CMOS
technology, on the other hand, has the advantages of low cost,
high integration density, and signal processing versatility.
Numerous recent designs based on the CMOS -junc-
tion photodiode have been reported including a time-resolved
fluorescence imager [24] and a lab-on-chip fluorometer [25].
The monochromatic photogate structure typically used in a
CCD has been demonstrated in CMOS [26]. However, the
exploitation of the polysilicon gate to perform color sensing
has largely been unexplored.

In this paper, we present a single-pixel tunable-wavelength
multi-color photogate (CPG) sensor implemented in a standard
digital 0.35 CMOS technology, validated in spectrally-mul-
tiplexed fluorescence contact sensing. Sensing of a small set of
well-separated wavelengths (e.g., 50 nm apart) is based on
tuning the spectral response of the CPG structure, as shown in

Fig. 2. The concept of tuning detector spectral responsivity with a control
parameter for (a) an ideal device, and (b) a non-ideal device.

Fig. 1(c). The structure consists of two sensing regions, one of
which can be modulated by a voltage bias to modify the overall
CPG spectral response. The CPG has a structural resemblance
to the conventional CMOS monochromatic photogate [26] but
it employs the polysilicon gate as an optical filter, thus requiring
no external optical color (i.e., band-pass) filters. The CPG is de-
signed to sense light intensity of multiple wavelengths which are
known a priori, hence, it is suitable for coarse color differentia-
tion in multi-color fluorescence applications as the fluorescence
emission colors are known before detection. The overall inte-
grated sensor consists of the CMOS tunable color photogate, an
on-chip analog-to-digital converter (ADC), and a software algo-
rithm to reconstruct the input light intensities at specific wave-
lengths. The CPG has been validated in quantum dot fluores-
cence measurements where only one long-pass optical filter to
attenuate the excitation light (but not to distinguish among emis-
sion light colors) is required. Preliminary results of the CPG
have been reported in [27].

The rest of the paper is organized as follows. Section II dis-
cusses the conceptual model of the CPG sensor. Section III de-
tails the principle of operation. Sections IV and V report experi-
mental results in light-emitting diode (LED) light measurements
and QD fluorescence measurements, respectively. Section VI
highlights key observations.

II. CONCEPTUAL MODEL

The tunable-wavelength multi-color photogate sensor mea-
sures the intensities of a small set of well-separated wavelengths
(e.g., 50 nm apart). The principle of operation is first illus-
trated by an example and is subsequently formulated analyti-
cally.

A. Concept of Tunable Spectral Responsivity

Unlike the buried junction approach [12] that employs mul-
tiple discrete photodiodes, the CPG creates the equivalent of
multiple photodetectors by tuning the spectral responsivity of
a single detector through modulating a control parameter, ,
which can be implemented as a bias voltage.

To illustrate, Fig. 2(a) presents a device whose response to
is ideal, for two colors. For example, to sense the green color, a
measurement can be performed by setting the control parameter

to P1. Similarly, to sense the red color, the control parameter
is set to P2.
In practice, a device response may resemble that depicted in

Fig. 2(b), where the device is sensitive to more than one color
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for any value of . Hence, the device output current contains a
mixture of color components. In this case, one method to deter-
mine the intensity at each wavelength is by analyzing multiple
measurements, each using a unique value of , then solving for
the input intensity for each color. For example, to sense the in-
tensities at the green and red wavelengths, two measurements
are required with the control parameter set to values P1 and P2.
As illustrated in Fig. 2(b), each measurement is a linear combi-
nation of scaled color intensities. Also, the change in the device
response with respect to can be small, which is the key reason
why in practice the device is restricted to the sensing of several
well-separated wavelengths.

There are three types of variables involved: the detector re-
sponsivity to a particular wavelength, the measured photocur-
rent, and the input light intensity. A model of detector respon-
sivity can be generated a priori, for example by measurement
with known inputs. The input light intensity can then be calcu-
lated based on the set of measured photocurrents and the stored
model.

B. Analytical Formulation

The above concept can be formulated analytically as follows.
When the CPG is illuminated, the absorption of light is de-
scribed by the Beer-Lambert law [28]. The absorbed photons
generate electron-hole pairs, giving rise to a photocurrent for a
single wavelength input that is given by

(1)

where is the radiation intensity, is the elementary charge,
is the area of the detector, is the wavelength, is Planck’s

constant, is the speed of light in vacuum, is the absorption
coefficient, is the effective depth of the sensing region, and

is the absorption of a polysilicon gate structure. The ab-
sorption coefficient is a function of . The aforementioned
control parameter determines the value of . For a given de-
tector size, (1) can be rewritten as

(2)

where is the responsivity of the CPG and can be obtained
empirically.

When light rays of multiple wavelengths are incident simul-
taneously, the photocurrent can be expressed as a linear combi-
nation of the CPG response at each wavelength. To determine
the light intensities at each wavelength, multiple measurements
are required. For example, for a two-wavelength input, the pho-
tocurrents and measured by the photodetector can be re-
lated to the input intensities and (at and , respec-
tively) by

(3)

(4)

where the -coefficients are such that is the detector respon-
sivity under -th control parameter to the -th wavelength for

, 2, and , 2. The input intensities and can
be obtained by solving the system of equations, provided that

the detectors have unique spectral responses (i.e., (3) and (4) are
linearly independent). This model can be extended to a finite set
of wavelengths. To determine the incident light intensity of
an input spectrum to a resolution of distinct wavelengths,
measurements are required, each with a different control param-
eter. Equations (3) and (4) thus extend to the -variable system
of equations

...
...

...
. . .

...
...

(5)

To empirically construct a -matrix model depicted in
the system of (5), each -coefficient is obtained by measuring
the CPG photocurrent using a known illumination and the cor-
responding control parameter. For example, is obtained by
inputting (a known intensity at wavelength 1) and measuring
the CPG photocurrent under the control parameter . Analo-
gously, is obtained from and , and is obtained from

and . This process is repeated times to build the en-
tire -matrix. This computation is only performed once so this
computation load is minimal. The model of (5) is then used to
solve for the unknown light intensities based on mea-
sured currents .

Provided that the wavelengths are well-separated, this method
offers the flexibility to tune to an arbitrary set of wavelengths
within the sensitivity range of the silicon photodiode. However,
one limitation of this approach is that it requires the complete
set of sensor input wavelengths be known a priori so that the ap-
propriate -coefficient model can be developed. As counterex-
amples, the sensor would report incorrect intensities if the input
wavelengths differ from that of the model used in reconstruc-
tion, or if three wavelengths are present at the input but only a
two-wavelength model is used.

III. PRINCIPLE OF OPERATION

A. Qualitative Analysis

In polysilicon, light is absorbed exponentially as a function
of penetration depth [28]. Optical transmittance , the portion
of light that passes through a layer of polysilicon with thickness

can be approximated as

(6)

where is the wavelength-dependent absorption coefficient,
with values 3.56, 1.35, and 0.45 for the wavelengths
of 450 nm (blue), 520 nm (green), and 620 nm (red), respec-
tively [28]. Fig. 3 depicts the optical transmittance of a polysil-
icon layer calculated based on the aforementioned absorption
coefficients. For example, in the 0.35 CMOS process, the
thickness of the polysilicon gate is approximately 300 nm [29],
leading to an approximate transmittance of 35% for blue light
(450 nm), 70% for green light (520 nm), and 85% for red light
(620 nm). This property of the polysilicon MOS gate is utilized
in the tunable color photogate design. It is worth noting that the
gate is a well-fabricated structure in the CMOS process, with
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Fig. 3. Simulated wavelength-dependent optical transmittance of polysilicon.

an intra-die thickness variation on the order of 3% [30]. The re-
sulting variation of the optical transmittance can be observed in
Fig. 3.

The tunable color photogate is schematically depicted
in Fig. 4(a), structurally resembling the conventional sur-
face-channel monochromatic CMOS photogate [26]. The core
sensing region of the CPG is the large area covered by the
polysilicon gate. A small -diffusion, referred to as the edge
region, forms the device output. A -diffusion fabricated in
an -type body forms the an ohmic bias contact. The -output
diffusion is set by the readout circuit to a voltage lower than the

-body voltage to maintain a reverse biased -junction.
The gate performs two key functions for color sensing. First,

it functions as an optical filter to provide wavelength-dependent
absorption as described above. Second, it is a terminal for the
induction of an electric field to modulate the photo-generated
carrier collection efficiency in the core region, the area under the
gate. The gate-to-body biasing voltage acts as the control
parameter, . When is applied such that no depletion region
is formed under the gate, as depicted in Fig. 4(a) cases A and B,
photo detection only takes place near the -body depletion
region. As depicted in Fig. 4(a) cases C through E, when another

is applied to form a depletion region at the CPG core, it also
participates in photo detection. But the light experiences wave-
length-dependent absorption as it travels through the gate. Since
the gate provides greater attenuation at shorter wavelengths, the
core region provides additional long-wavelength (e.g., red) re-
sponsivity to the CPG. Since the edge and core of the CPG have
different spectral properties, when different gate voltages are ap-
plied, an equivalent of multiple detectors with unique spectral
responses is created, e.g., for two colors, (3) and (4) are imple-
mented by a single device.

The formation of the depletion region is for the purpose of
modulating the carrier collection efficiency rather than depth-
based color sensing. To understand the formation of the deple-
tion region at the device core, the respective energy profiles of
the CPG are depicted in Fig. 4(b). Depicted energy levels are
the gate Fermi level , semiconductor Fermi level , in-
trinsic semiconductor Fermi level , substrate conduction band

, and valence band . As changes, the CPG transits
through modes of operations, analogous to a metal-oxide-semi-
conductor (MOS) capacitor. This mode change leads to a change
in carrier collection efficiency, which when functioning with the

Fig. 4. CPG modes of operation are illustrated as various cases. (A) Accumula-
tion. (B) Flat band. (C) Zero bias. (D) Depletion, with illustration of photo-gen-
erated carrier flow. (E) Inversion. (a) Cross-section diagram illustrating the lo-
cation of carriers. (b) Energy band diagram illustrating the modes of operation
of the CPG with a polysilicon gate and a �-doped body. Depicted are the gate
Fermi level � , substrate conduction band � , semiconductor Fermi level
� , intrinsic semiconductor Fermi level � , and valence band � . � is
the gate-to-body voltage.

wavelength-dependent absorption of the gate, leads to a change
in device spectral properties.

Depicted in Fig. 4 case A, at a high gate-to-body bias,
, the electric field from the gate attracts electrons to

the surface of the -body. This is the accumulation mode. The
high density of electrons in the surface layer of the -body is ex-
actly matched by the high density of holes at the gate, induced
by the positive gate voltage applied. The appearance of extra
electrons in the surface region of the substrate means that the
Fermi level, , in the surface region is close to the conduc-
tion band, . The energy levels ( , , and ) are, there-
fore, bent downwards going from the silicon substrate toward
the gate. In this mode, the CPG core region is inactive. Photo
detection only takes place in the -body depletion region
at the edge region of the device, hence producing a small pho-
tocurrent.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

HO et al.: CMOS TUNABLE-WAVELENGTH MULTI-COLOR PHOTOGATE SENSOR 5

Depicted in Fig. 4 case B, as decreases, the CPG en-
ters the flat band mode, where the electrons in the -body are
compensated by the positive donor ions and the minority holes.
Due to the work function difference between the gate and the
substrate, the Fermi levels of the gate, , and the substrate,

, are different. This difference is related to the flat band
voltage . Therefore, the flat band condition generally does
not occur at zero bias [28]. The only depletion region is at the
edge / -body junction. As reduces, passing the flat band
biasing point, the CPG core begins to develop favorable poten-
tial for the collection of photo-generated carriers, which leads
to a photocurrent contribution from the core.

Depicted in Fig. 4 case C, as reaches zero, the CPG en-
ters the zero bias mode. The Fermi level is constant throughout
the system due to thermal equilibrium. There is a potential dif-
ference between the gate and the -body at zero bias. This is
analogous to the built-in voltage in -junctions [28]. In this
mode, a shallow depletion region is formed in the core region
since the biasing condition deviates from that required for the
flat band condition.

Depicted in Fig. 4 case D, when a small voltage is
applied, the electric field produced repels the electrons from the
surface of the silicon substrate, creating a depletion layer. The
CPG core is thoroughly depleted at this surface when the -body
intrinsic Fermi level equals there. The thoroughly de-
pleted CPG has a well-developed depletion region and associ-
ated electric field to collect photo-generated carriers, therefore
the photocurrent reaches a high level.

Depicted in Fig. 4 case E, when , the CPG enters
the strong inversion mode. As the energy difference between the
valence-band and the substrate Fermi level is reduced,
holes begin to appear at the surface of the substrate. However,
these additional holes do not participate in photo-sensing, which
results in a relatively high photocurrent, approximately constant
across both the depletion and strong inversion modes.

The CPG in both the depletion mode and inversion mode has a
well-developed depletion region to collect carriers as depicted in
Fig. 4 cases D and E. Fig. 4 case D depicts the flow of photo-in-
duced charge carriers within the CPG. Due to the photo-electric
effect, when light of sufficient energy breaks a bond, creating
an electron-hole pair, carriers travel via several different mech-
anisms as follows: (1) minority carrier holes in -body travel to
depletion region via diffusion formed by a carrier concentration
gradient; this gradient is formed by the fact that the depletion
region is deprived of carriers; (2) holes in the depletion region
travel to -output diffusion via drift induced by the electric
field resulting from the space charges of the -body junc-
tion, and (3) majority carrier holes in -output diffusion travel
to the output electrode by drift due to the (low) potential at the
electrode. Photo-generated electrons drift to the ohmic con-
tact due to its (high) applied potential and are discharged, i.e.,
not collected as a part of the photocurrent.

B. Quantitative Analysis

Given that the electric field in the depletion layer immediately
separates the photo-generated electrons and holes, an expression

can be written for the photocurrent based on the external gen-
eration rate . The external generation rate, in contrast to
generation due to thermal mechanisms, is the number of elec-
tron-hole pairs generated in a unit of the depletion-layer volume
per second. The photocurrent of a -junction photodiode is
given by [28]

(7)

where is the elementary charge, is the -junction area
(where the depletion layer is formed), and is the depletion
region depth. Since uniform carrier generation in the sensing
volume and complete carrier collection are assumed, is an
approximated value. The external generation rate can be
related to the incoming optical input as

(8)

where is the input optical power density, in the units of
, and is the responsivity of the detector, in A/W,

which is wavelength-dependent.
Since the CPG has both the core region and the edge region,

its photocurrent can be modeled as the sum of photocurrents
in these regions. The photocurrent of the core region, ,
which is -dependent, is given by

(9)

where is the transmittance of the polysilicon gate,
is the responsivity of the core region, is the

core area, and is the core sensing depth, which is
dependent on . is utilized to model the attenuation
of the input light by the polysilicon gate.

Analogously, the photocurrent of the edge region, is
given by

(10)

where , , and are the responsivity, area,
and depth of the edge sensing region, respectively.

To gain insight into , next, the relationship be-
tween depletion depth and is formulated based on three
regimes. For , where is the flat band voltage,
there is no depletion in the CPG core

(11)

For , where is the voltage that
triggers the onset of inversion, the depletion depth grows with
decreasing until inversion is reached. The depletion depth
is given by [28]

(12)

where is the permittivity of silicon and
is the donor concentration in the -type body.
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For , it is assumed that further reduction in
results in stronger inversion rather than in more depletion. Thus,
the maximum value of the depletion depth is reached

(13)

Strong inversion is achieved when the semiconductor surface
contains a density of holes equivalent to that of electrons in the
body, i.e., it is as strongly -type as the body is -type. Under
this condition, , the voltage with respect to required
to induce , is given by [28]

(14)

where is Boltzmann’s constant, is absolute temperature (at
, ), and is the intrinsic car-

rier concentration ( at ). Therefore,
is given by substituting for into (12)

(15)

With expressions for the depletion depth under different
ranges, the total photocurrent of the CPG is readily obtained by
the summation of the current components at the core and edge
regions

(16)

It is interesting to note that for , since
which leads to , the above formulation cor-
rectly describes the fact that the CPG photocurrent comes solely
from the edge region.

Fig. 5 depicts the approximate theoretical photocurrent for a
CPG across for , under

1.7 of 620 nm (red) optical illumination. The pho-
tocurrent is obtained based on (7)–(16). As reduces, the
CPG transitions through various modes of operation, in order,
accumulation (A), flat band (B), zero bias (C), depletion (D),
and inversion (E). For the typical -body doping level of

[28], the value of is approximately 0.45 V and
(from (14)). Therefore, the flat band con-

dition is reached at . Beyond this point, the
core depletion depth starts increasing [according to (12)]
as increases. This lasts for 0.71 V to the final value of

[from (15)] at which point inversion is
reached. Once the depletion region fully forms, the core pro-
vides a substantial component to the overall CPG photocur-
rent. Although the change in the depletion region depth con-
tributes to wavelength-dependent sensing, this effect does not
appear to be significant as can be observed in subsequent ex-
perimental results. This depth change is primarily responsible
for modulating the photo-generated carrier collection efficiency,
after light experience wavelength-dependent absorption in the
poly gate. The value for of 1 for a typical 0.35
process is used [31]. Since it is assumed that approximately
40% of incoming light is attenuated by the various oxide layers
over the entire chip, the value of 0.3 A/W for and
in (9) and (10) is used, which corresponds to a 60% quantum

Fig. 5. Theoretical (first-order approximated) CPG photocurrent versus
gate-to-body voltage under 620 nm (red) illumination for a �� �� � �� ��

device and a body bias of 1.5 V.

Fig. 6. 2 mm � 2 mm die micrograph of the fabricated 0.35 �� standard
CMOS test chip.

efficiency. With (from Fig. 3),
, , the CPG

photocurrent is calculated using equation (16) to be 102 pA and
418 pA when the core is active and inactive, respectively.

IV. VLSI IMPLEMENTATION

The CPG has been prototyped in a 0.35 standard CMOS
technology as depicted in Fig. 6. The fabricated CPG cross-sec-
tional view is illustrated in Fig. 7, with and diffusion
regions implemented as concentric ring structures. The entire
CPG is fabricated in an -body for isolation of substrate noise
and crosstalk from adjacent pixels in an arrayed implementa-
tion.

The sensor integrates an on-chip current-to-frequency ADC.
The ADC consists of a comparator and a digital counter. The
comparator has one input connected to the CPG and the other
to a reference voltage. Photocurrent from the CPG is integrated
onto its parasitic capacitor, building the voltage across it. If this
voltage exceeds the reference voltage, the comparator triggers
a reset operation and the photodiode voltage is reset to its dark
value. The counter is incremented for every reset. Therefore,
at the end of the exposure, the counter value is proportional to
the light intensity. Results reported in Sections V and VI are
obtained through this ADC.
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Fig. 7. Cross-section of the fabricated CMOS tunable-wavelength multi-color
photogate (CPG) in 0.35 �� CMOS. Dimensions are �� � ��� ��,
�� � ��� ��, and � � � ��.

Fig. 8. Measured ��������� CPG photocurrent for monochromatic light
at 620 nm (red), 520 nm (green), and 45 0 nm (blue). � � ��� �.

Fig. 8 depicts the measured photocurrent of a
CPG across gate voltages for blue (450 nm), green (520 nm),
and red (620 nm) input illumination provided by LEDs, with
full width at half maximum (FWHM) of 20 nm. For each color,
approximately were incident on
the photodiode surface. Current measurements are obtained by
a semiconductor parameter analyzer. To highlight the relative
change in the current, the results are normalized to one at

. As changes from a high voltage to a low voltage, the
CPG core gradually becomes active, leading to increased pho-
tocurrent. As depicted in Fig. 8, the photocurrents across colors
change to different extents. For a change from 1.8 V to

1.5 V , the increase in the photocurrent for
blue, green, and red illuminations are 50%, 260%, and 350%,
respectively. To a first-order approximation, these percentages
are due to the absorption of light at specific wavelengths by
the polysilicon gate as illustrated in Fig. 3, rather than due to
a change in the core depletion region depth. The ability of the
CPG to sense spectrally is based on this difference in the pho-
tocurrents which is the most prominent for between 0 and
0.6 V. Therefore, in order to resolve the input illumination at,
for example, three wavelengths (i.e., three colors), of 0 V,
0.3 V, and 0.6 V are used for the three measurements required
by (5).

The CPG can be characterized by its responsivity, the ratio
of the photocurrent to the input illumination power, commonly
expressed in the units of A/W. The responsivity is calculated by
dividing the simulated CPG photocurrent by the illumination

power collected within the the total CPG area, including both
the core and edge regions.

Fig. 9(a)–(c) depict measured and simulated CPG photocur-
rents for three device sizes: , ,
and . All devices have 1 edge regions.
Both cases where the CPG core region is active (‘ON’) and
inactive (‘OFF’) are depicted. Photocurrent simulations have
been performed in the Crosslight optoelectronic simulator
[32]. To highlight the relative change in the responsivity across
wavelengths, Fig. 9(d)–(f) depict the ratio of the simulated
ON-current to the OFF-current. The simulated structure is de-
picted in Fig. 7. Process parameters used, such as gate thickness

(0.3 ), -body doping and -body
depth (1.5 ), are for a typical 0.35 standard CMOS
process [29].

At short wavelengths, the photocurrent is low due to the gate
absorption, which attenuates light before it reaches the sensing
regions. At long wavelengths, light penetrates deeper into the
substrate than the -body depth, resulting in a reduction in the
portion of carriers that can be collected.

The responsivity is low when the core is inactive as illumina-
tion power is lost to the core that does not generate any photocur-
rent. Comparing among the three CPG sizes using Fig. 9(a)–(c),
unlike the photocurrent which is lower for a small device, the
CPG responsivity is higher for a small device. A smaller de-
vice has a larger perimeter-to-area ratio, hence a proportion-
ately larger edge region. This edge region is not covered by
the light-attenuating gate, therefore it has a higher responsivity
than the core region. The higher current output per unit area of
a smaller device therefore leads to its higher responsivity.

The gate thickness is typically a fixed parameter for a process,
but it is illustrative to analyze the associated tradeoff with re-
sponsivity and spectral selectivity. Fig. 10 depicts the effect
of variation in the gate thickness (e.g., for a process design or
due to process variation). Fig. 10(a) shows that the responsivity
improves as decreases, since more light can reach the
sensing region without being absorbed by the gate.

Fig. 10(b) depicts the ratio of the ON-current to the OFF-
current, for the core being active and inactive, respectively. In
order for the CPG to differentiate two wavelengths nm apart,
the change in the ON-OFF current ratio must be non-zero
to ensure, for the two-color case, in (3) and
(4). For example, if a change in merely affects responsivity
to all wavelengths to the same extent, then would be a constant
across wavelengths, and measuring multiple times for different

would not yield additional spectral information. The slope
is thus a representation of the spectral selectivity

and is ideally large. It can be observed from Fig. 10(b) that has
a high value from 400 nm to 650 nm, which covers the emission
spectra of most fluorescent biomarkers and the visible spectrum.
Based on Fig. 10(a) and (b), a tradeoff can be observed where
a thicker gate translates to better filtering which is essential for
spectral selectivity, at the expense of reduced responsivity.

The effect of varying the area covered by the gate relative to
the total device area on responsivity and spectral selectivity is
shown in Fig. 11 for different core and edge dimensions, as de-
fined in Fig. 7. Fig. 11(a) compares two CPGs
and shows that the responsivity improves as core area decreases,
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Fig. 9. Responsivity (experimentally measured results superimposed on simulated results) for different CPG device sizes. (a) �� �� � �� ��. (b) �� �� �
�� ��. (c) ��� ��� ��� �� device. B, G, and R denote blue, green, and red light, respectively. (d)–(f) are obtained from dividing the simulated ON-current by
the OFF-current, highlighting the relative change in responsivity across wavelengths.

Fig. 10. Simulated (a) responsivity and (b) ON/OFF current ratio for �� ��� �� �� CPG for three values of the gate thickness �� �.

due to reduced light absorption by the gate. However, analo-
gous to the aforementioned tradeoff, Fig. 11(b) shows that large
gate coverage is essential to good spectral selectivity. In fact, a
smaller device, Device III ( , ),
outperforms Device I ( , ) in
terms of maximizing the slope , suggesting that the spectral
selectivity is primarily sensitive to the ratio CORE/EDGE, in-
stead of the absolute size of the CPG.

Given the above analysis, the way in which the CPG differs
from conventional depth-based approaches to spectral sensing
[12], [23] can be readily understood. The vertical dimension,
such as diffusion depth or well depth, of depth-based devices
[12], [23] is of intrinsic importance to their spectral perfor-
mance since an appropriate absorption depth is required to
be able to sense a particular wavelength. But as CMOS devices
scale to deep sub-micron planar dimensions, their vertical di-

mension is often 100 nm [31], rendering the device only sensi-
tive to very short (possibly non-visible) wavelengths. Whereas,
although CPG operation involves the formation of the depletion
region under the gate structure, its spectral responsivity is pre-
dominately due to the absorption property of the poly-silicon
gate, a layer available in any standard CMOS technology re-
quiring no additional cost or fabrication steps. Specifically, in
Fig. 8, where the CPG core is fully active , the
normalized photocurrents of 1.5, 3.6, and 4.5 for the colors blue,
green, and red, respectively, are largely due to the gate absorp-
tion and are not a result of sensing at precise depths. This makes
the CPG be tolerant to device and technology scaling.

V. VALIDATION IN LED COLOR LIGHT MEASUREMENTS

The 0.35 prototype depicted in Fig. 6 has been tested
in light intensity measurements at the blue (450 nm), green
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Fig. 11. Simulation results for CPGs with various values of core size and edge width. (a) Responsivity. (b) ON/OFF current ratio.

(520 nm), and red (620 nm) wavelengths using three current-
controlled LEDs for input illumination. In order to measure the
intensity at three known wavelengths, according to (5), an em-
pirical model with nine -coefficients is required. The extraction
of -coefficients can be performed as follows. For example, in
(3), to extract , a known serves as the input of the mea-
surement (at ). Similarly, for , a known is applied
as input for another measurement at . This process is then
repeated across all wavelengths and gate voltages. Following
the above procedure, only nine measurements are required to
determine all nine -coefficients. But it has been found that the
modeling accuracy can be improved by simultaneously utilizing
multiple combinations of input colored light intensities to solve
for the average -coefficients in (5). After the -coefficients are
obtained once, they are stored and reused for subsequent recon-
struction calculations.

To resolve the input to three wavelengths, each input is
measured three times using the discrete values of 0 V,
0.3 V and 0.6 V as shown in Fig. 8. The raw measurements
and the previously obtained model are combined to reconstruct
the input using (5). Fig. 12 depicts measured intensities after
reconstruction for an illumination that simultaneously contains
blue, green, and red light. Fig. 12(a)–(c) depict, respectively,
measured blue, green, and red components of the input. For
each of the three wavelengths, intensities at 0, 100, 500, 1000,
and 1500 have been tested, which covers the entire
emission intensity range of commonly used biomarkers. In
order to evaluate the crosstalk between color channels, for each
intensity step, the intensities of the other two colors are swept.
For example, in Fig. 12(a), the blue intensity is held constant
while green and red intensities are varied. This process is
repeated five times across the blue intensity levels. Therefore,
for the five intensity levels, each against 25 combinations of
the other two colors, a total of 125 measurements have been
performed. To highlight the reconstructed measured intensity
variations, Fig. 12(d)–(f) are an alternative representation of
Fig. 12(a)–(c), respectively. Each error bar contains the data
from one plane and depicts one standard deviation from the
mean value. The signal-to-noise ratio (SNR) is defined for
imagers as , where and are mean and standard
deviation of the output calculated over temporal measurements
[33]. The peak SNRs as calculated at 1500 (limited
by LED output power) are 34.7 dB, 29.2 dB, and 34.8 dB for the

blue, green, and red components, respectively. It is worth noting
that the variation in theory contains both color crosstalk and
temporal noise due to the pixel and ADC readout circuits.
However, as can be observed in Fig. 12(a)–(c), the planes are
relatively horizontal, indicating that the measurements of a par-
ticular color component have no significant dependency on the
intensity of the other colors. The results suggest the variations
are largely due to the temporal noise, which can be mitigated
by multiple sampling and averaging. Table I summarizes key
chip characteristics.

VI. VALIDATION IN COLOR FLUORESCENCE MEASUREMENTS

The CPG has been integrated into a microsystem, depicted
in Fig. 13(a), for validation in the detection of green-emitting
quantum dots (gQDs) and red-emitting quantum dots (rQDs).
QDs are becoming well-adopted as they possess a number
of unique optical properties that make them useful as fluo-
rescent markers for spectral multiplexing. These properties
include broad excitation spectra, greater resistance to photo-
bleaching than organic fluorophores, larger attainable Stokes
shifts ( 100 nm) and size-tunable narrow and symmetrical
emission spectra [8]. The QD absorption and emission spectra
are depicted in Fig. 13(b). The CPG is used to spectrally dif-
ferentiate the green and red fluorescence emissions, essentially
performing on-chip emission filtering.

A. Fluorescence Contact Sensing Microsystem Setup

The microsystem, depicted in Fig. 13(a), consists of an LED
for excitation, an optical emission filter, a fluidic structure, and
the CPG sensor for photo detection. Excitation is provided by
a 450 nm LED, the blue channel of the
Luxeon K2 LED system [34] used in the LED color light mea-
surements. The excitation light is directed through the optical
filter to attenuate the excitation light intensity. A thin-film op-
tical interference filter is chosen for this microsystem. It has
been tested in laboratory conditions to provide an optical den-
sity of six (i.e., factor of ) excitation light attenuation. The
performance of the thin-film filter reduces as scattered light rays
deviate from the ideal per0pendicular-to-the-surface angle of in-
cidence by more than 20 degrees. This behavior is characteristic
of interference filters.
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Fig. 12. Simultaneous three-color LED illumination measurements. (a)–(c) Reconstructed intensity of the blue (450 nm), green (520 nm) and red (620 nm) input
components, respectively. (d)–(f) Alternative visualization of (a)–(c), respectively, one error bar ���) per plane.

TABLE I
CHIP CHARACTERISTICS

To ameliorate the scattering effects caused by uneven drying
of QDs spotted on a surface, the QDs are imaged in the solu-
tion phase using a reservoir made from polydimethylsiloxane
(PDMS) and glass. For tighter control of the geometry of the
QD solution to be sensed, a reservoir is fabricated to contain the
solution instead of depositing the QD on a sensing surface, such
as a transparent cover slip on the CMOS imager.

To fabricate the reservoir, a cylindrical volume is removed by
a metal punch from the PDMS, which is subsequently plasma
bonded to a glass cover slip. The dimensions of the cover slips,
which forms the bottom of the reservoir, are

. The bottom of the reservoir
is made as thin as possible to minimize the distance between the
sample and the focal plane. The 4 mm-diameter reservoir with
a side wall height of 1 mm holds a volume of 10 .

Fig. 13. (a) Application of CPG in a fluorescence detection microsystem
��� � ����	�
 ��	�. (b) Fluorescence absorption and emission spectra
of quantum dots.

B. Sample Preparation

Oleic acid capped organic core/shell CdSeS/ZnS based QDs
from Cytodiagnostics have been made water-soluble by a ligand
exchange reaction with 3-mercaptopropionic acid [35]. The
quantum yields of the mercaptopropionic acid capped gQDs
and rQDs are 0.19( 0.02) and 0.25( 0.03), respectively. As
depicted in Fig. 13(b), the peak emission of gQDs and rQDs are
at 527 nm and 623 nm, respectively, with a FWHM of 29 nm
for both colors of QDs. The molar extinction coefficients are
411400 and 350000 for gQDs and rQDs,
respectively.

C. Single-Color Quantum Dot Sensing

The fluorescence detection capability of the microsystem has
been tested by measuring the emission intensity from various
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Fig. 14. Background-subtracted calibration curves obtained from single-color
measurements of (a) gQDs, and (b) rQDs.

concentrations of gQDs and rQDs separately. Since the emis-
sion wavelength to be sensed is known when only one color of
QD is present in the solution (i.e., 527 nm for gQD or 623 nm
for rQD, but not both), emission intensity is the only quantity to
be measured. As a result, for single-color experiments, the CPG
functions as a regular non-spectral sensor, i.e., reconstruction
using the color model is not necessary.

The calibration curves for rQDs and gQDs are depicted in
Fig. 14(a) and (b), respectively. Each curve involves the detec-
tion of binary-weighted QD concentrations from 3 down to
24 nM, in eight concentration steps. Each error bar denotes one
standard deviation from four measurements. Error bars are sym-
metrical on a linear scale and are included for all data points but
in some cases are too small to be visible on the logarithmic plot.
The higher response from the detector in case of rQDs as com-
pared to gQDs is due to a higher molar absorptivity coefficient
of rQDs as compared to gQDs at the 450 nm excitation wave-
length [see excitation spectra of rQDs and gQDs in Fig. 13(b)].

To determine the detection limit, the noise statistics of the
background are first measured. To account for the optical
characteristics of the PDMS-glass structure, an empty reser-
voir filled with a 50 mM borate buffer (pH 9.25) solution is
utilized in the measurement of the background signal. The
mean and standard deviation of the background signal are 50
and 3.4 sensor output codes or LSBs, respectively, from 32
measurements. For each calibration curve, the background,
which is attributed mainly to scattering of the excitation light,
is subtracted from the measurements to determine the QD
emission signal. For chemical measurements, the detection
limit is conventionally defined as three standard deviations

above the mean of the background signal. In this case,
3 sensor output codes, which translates to a detection
limit of approximately 24 nM for both colors of QDs, with a
sample volume of 10 .

D. Simultaneous 2-Color Quantum Dot Sensing

As discussed previously, the need for spatial registration for
multiplexed detection can be avoided by means of spectral mul-
tiplexing, which is based on the detection of multiple emission
wavelengths. In order to evaluate and demonstrate the multi-
color detection capability of this microsystem, measurements
of gQD and rQD concentrations in solutions contains both QDs
have been performed.

Green QDs and red QDs are first prepared into four concen-
trations of 0 nM, 375 nM, 750 nM, or 1500 nM. The QDs are
then mixed to form 16 solutions with unique ratios of gQD/rQD
concentrations. Fig. 15 depicts measurements of gQD and rQD
concentrations through the sensing of green and red fluores-
cence emissions from the 16 solutions. For example, solution
S7 contains 750 nM and 375 nM of gQD and rQD, respectively.

The process of spectral sensing of QD emission is similar to
that of the LED color light measurements. To invoke the spectral
sensing capability of the CPG, the input is sampled at multiple
CPG gate voltages. In this case of detecting two colors, two gate
voltages are used ( , , for at
1.5 V). To improve detection accuracy, eight photocurrent mea-
surements are performed at each . The measurements are
then averaged and background subtracted. The set of two re-
sulting averages at and then enter the reconstruction
algorithm to obtain the green and red intensities, which corre-
spond to the gQD and rQD concentrations. This process of mea-
surement and reconstruction is repeated four times to obtain the
error bars depicted in Fig. 15.

It can be observed from Fig. 15 that the standard deviations
of the background signals at zero input concentrations are

and for gQD and rQD, respectively.
Based on the definition, the detection limits of 120 nM and
90 nM are achieved for gQD and rQD, respectively. Since 10
of sample volume is used for each measurement with detection
limits in terms of concentration at 120 nM and 90 nM, the mi-
crosystem is able to detect 1.2 pmol and 0.9 pmol of gQD and
rQD, respectively.

Larger error bars are observed in the quantum dot concentra-
tion measurements (Fig. 15) compared to the LED color light
measurements (Fig. 12). This can largely be attributed to two
main reasons. First, the test environment of LED illumination
tests is much more stable in that the LED intensities are well
controlled and the path on which light travels from the LED to
the sensor is enclosed to suppress the influence of stray light.
In contrast, although chemical laboratory techniques has been
strictly followed, there is inevitably variation in the sample
preparation. For example, although accurate micro-pipetting
techniques has been used, the dilution of QDs into different
concentrations introduces error. Second, as the excitation light
reaches the uneven surface and the non-homogeneity of the QD
sample solution, scattering occurs. Scattering characteristics
are dependent on the geometry of the sample solution, which
although mitigated by the use of the fluidic reservoir, cannot be
completely eliminated.

VII. DISCUSSION

Table II compares the proposed sensor to CMOS filterless
color sensors reported in the last five years. It is evident that the
most popular topologies are the buried double and triple junc-
tions [17], [18], [20]–[22]. A wide variety of CMOS process
nodes have been used, with the latest development in a 0.11
technology [22]. Also, various readout techniques have been
employed such as time division multiplexing [22], event-based
readout [17], [18], and current readout [20], for applications
ranging from biology to machine vision. For a comprehensive
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Fig. 15. Measurements of gQD and rQD concentrations by sensing of green and red fluorescence emission. Results from 16 solutions containing both gQD and
rQD are plotted. For example, solution S7 contains 750 nM and 375 nM of gQD and rQD, respectively. Error bars are from four measurements and denote one
standard deviation.

TABLE II
CMOS FILTERLESS COLOR SENSOR COMPARATIVE ANALYSIS

evaluation of the proposed CPG prototype, additional discus-
sions are provided below.

As evident from (3) and (4), the CPG response has been
modeled with a linear system. Based on Fig. 12, good linearity
has been experimentally validated up to the light intensity of
1500 . To further study linearity, a quadratic model
(not reported in this work) has been investigated, such that (3)
expands to

(17)

where and model the nonlinear components, for ex-
ample, due to nonlinear effects in carrier collection. It is found
that the -coefficients are of negligible values for the tested
illumination range, which further suggests that nonlinearity is
not significant. In the case where the CPG were to operate in a
nonlinear range, for example when subjected to very high light
input intensities beyond the level typically required for biolog-

ical applications, two approaches can be used. First, as sug-
gested above, a higher order model can be used where the -co-
efficient matrix is expanded to include nonlinear terms. Second,
well-adopted modeling techniques such as binning [36] can be
used, where the input space is subdivided into multiple regions
such that different local -coefficients can be assigned to partic-
ular input ranges for an accurate reconstruction.

As with most sensors, the CPG response is susceptible to
process variations. However, it is worth noting that, since the

-coefficients are obtained empirically, process variation can
largely be accounted for as it is embedded in the -coefficients.
For example, inter-die variations can be mitigated by using die-
specific -coefficients.

CMOS optical sensor detection limits can be improved by
employing low-light techniques, for example, to reduce dark
current [37] or using a dedicated capacitive transimpedance am-
plifier (CTIA) implemented in the pixel to integrate the pho-
tocurrent onto a small capacitor, rather than the photodiode par-
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asitic capacitance [33]. However, these techniques tend to re-
duce fill factor and increase power consumption.

There are two main sources of error associated with the CPG
sensor: the error introduced by the readout circuits and the error
resulting from the reconstruction process. For the readout cir-
cuits, accuracy is limited by the temporal and fixed pattern noise
(FPN) of the imager pixel and ADC. The ADC temporal noise
can be improved by low-noise analog circuits or by system-
level techniques such as oversampling [38], both at the expense
of higher power consumption. FPN can be mitigated by, for
example, calibrating for transistor threshold voltage variations
[39]. To suppress the effect of temporal noise, multiple sampling
has been found to be effective both in model generation and in
the actual measurement of samples. To improve detection ac-
curacy, averaging has been utilized in measurements involving
chemical samples.

Measurement error is also affected by the properties of the
reconstruction algorithm. For further investigation, a sensitivity
analysis for the system of equations can be performed
to determine the way in which the accuracy of the solution is
affected by the accuracy of , where is the set of measurements
from the sensor. It is worthy to note that this sensitivity is a
property of the -coefficient matrix and is determined by the
responsivity of the CPG across wavelengths and gate voltages.

VIII. CONCLUSION

A CMOS tunable-wavelength multi-color photogate sensor
is presented. The CPG employs a polysilicon gate available in
a standard CMOS process as an optical filter, thus requiring no
external color filter. When applied to fluorescence-based bio-
chemical detection microsystems, the CPG can be utilized to
detect and differentiate among the emissions of green-emitting
and red-emitting quantum dots at the nano-molar concentration
level. The entire detection system utilizes only one long-pass
optical filter for excitation attenuation, rather than color differ-
entiation. The CPG has been experimentally validated by simul-
taneously sensing two colors of QDs, verifying its suitability
for spectrally-multiplexed concentration measurements of bio-
logical analytes. The prototype demonstrates technologies that
enable miniaturized, low-cost screening tools for medical diag-
nostics applications.
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