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Administrivia

* About CoFM
Updated: 7.5 pt
(5) Group presentation
(1.5) Individual Peer evaluation
(1) Presentation Feedback
Milestone 4.5: (2pt) 2-week report (Individual)
Milestone 5: (35.5pt) [ see rubrics in Files/Projectl/Milestone5]
Group report 8pt
(4) final delivery
(4) Architecture report [rubric is coming soon]
Individual 27.5pt
(2.5) Peer evaluation
(8) Architecture report (individual)
(7) Reflection report
(10) Code Quality, process, practices
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Administrivia

 Lab this week
e Deploy your Chef Co-Pilot app on Heroku (follow up on Lab 6&7)

e Deadline for the Milestone 5

* to adhere to the CoFM guidelines by having a final assessment for ECE444,
we move the final delivery deadline to the exam period assigned (Dec 19)

* No need to keep updating your project after 11/18 11:59pm EST. We don’t
evaluate your code/report changed after 11/18
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Learning Goals

* Understand DevOps
e Understand CI/CD
* Integrate DevOps into your web application




Developers + Operators = DevOps
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What Are the Challenges DevOps Solves?

* Dev is often unaware of QA and Ops roadblocks that prevent the
program from working as anticipated.

* QA and Ops are typically working across many features and have little
context of the business purpose and value of the software.

* Each group has opposing goals that can lead to inefficiency and finger
pointing when something goes wrong.
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How often different companies deploy to the
release environment

Company Deployment Frequency
Amazon 23,000 per day
Google 5,500 per day
Netflix 500 per day
Facebook 1 per day
Twitter 3 per week
Typical enterprise | 1 every 9 months
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Goal of DevOps

* Improve deployment frequency

* Achieve faster time to market

* Lower failure rate of new releases
* Shorten lead time between fixes

* Improve mean time to recovery
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Hey, CI/CD tool is running!

DEVELOPERS

https://opensource.com/article/19/4/devops-pipeline




Continuous Integration |
* Merging in small code changes frequently

Continuous Delivery -

* Add additional automation and testing, get the code nearly ready to
deploy with almost no human intervention

Continuous Deployment

* Deploying all the way into production without any human
intervention.
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Continuous Integration

* Quickly integrating newly developed code with the main body of code
that is to be released

Travis ClI
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Continuous Integration

https://martinfowler.com/articles/contin
uousintegration.html
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Actions

Categories

APl management
Chat
Code quality

Code review

Continuous integration X

Mobile CI

Container CI

Dependency management
Deployment

IDEs

Learning
Localization

Mobile

Monitoring

Project management
Publishing

Recently added
Security

Support

Testing

Utilities

Apps

Build on your workflow with apps that integrate with GitHub.

57 results filtered by  Continuous integration = x Apps | x

B Travis Cl @
B  Testand deploy with confidence @

Google Cloud Build &
Q Build, test, and deploy in a fast, consistent,
and secure manner

Percy @

Automated visual review platform

AccessLint @
Find accessibility issues in your pull
requests

ooy
§664

CloudBees CodeShip @

Continuous Integration and Delivery. Fast.
Customizable. Easy

WhiteSource Bolt @

Detect open source vulnerabilities in real
time with suggested fixes for quick
remediation

CirrusCl @

Enjoy unlimited concurrency for fast and
secure development cycle

See your test and style results without
leaving GitHub. Supporting JUnit,
Checkstyle, and more

7%

L
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Check Run Reporter ©

Buddy @
One-click delivery automation for Web
Developers

© 00«0~

AppVeyor &
Cloud service for building, testing and
deploying Windows apps

Codefresh @

A modern container-based CI/CD platform,
easily assemble and run pipelines with high
performance

GuardRails @

GuardRails provides continuous security
feedback for modern development teams

Cloud 66 for Rails @
Build, deploy, and maintain your Rails apps
on any cloud or server

Semaphore @
Test and deploy at the push of a button

BuildPulse @

Automatically detect, track, and rank flaky
tests so you can regain trust in your test
suite

Hound @

Automated code reviews

Flaptastic @

Manage flaky unit tests. Click a checkbox
to instantly disable any test on all
branches. Works with your current test
suite

Azure Pipelines @
Continuously build, test, and deploy to any
platform and cloud



Tools - Continuous Integration

Hudson J enklns

* Quickly integrating newly developed code with the main body of code
that is to be released

Build and test results are
fed back to the developers

o TR S P

Commit changes

to the source code

Developer
Commit changes X
to the source code Git = jenkins > seleni — Production
‘e enium
Developer > repository iummmsam -1l L— &  Server
Jenkins check the Jenkins deploys the The build '
shared repository build application on application is then E
at periodic intervals the test server deployed to the :
Developer Commit changes i+ and every check-in production server }

to the source code i i ispulled and then
H build
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Continuous Testing

 Selenium

Selenium
Torat Scripts

TEST REPORTS
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Version
Control

Ah. We can now effectively collaborate
across the team to develop the source
codes!

DEVELOPERS

CHECK IN (CI)

CHECK OURICO) .

SCM

Source Control Client

Source Codes

SCM-Source Control Mgmt




Our CI/CD tool can now checkout the
source codes from our SCM and build it.
Cool.

DEVELOPERS . Build Tools

Source Control Client

CHECK IN (Cl)

CHECK OURICO) .
| ) I Source Codes

SCM 2. Build Tool Config




developer A developer B

o [
master branch ‘/

developer C
Breaking change!

ALLTHAVETO DO IS GHECK IN MY==
LATEST.CHANGES, T0O THE CURRENT, BUILD

e ofiie.
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imgflip.com
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I will not break the build.,
I will not break the build.
I will not break the build.
I will not break the build.
I will not break the build.
I will not break the build.
I will not break the build.
I will not break the build.
I will not break the build.
QODESHACH
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http://www.woodwardweb.com/gadgets/000434.html

Brian the Build Bunny




W e b APP SERVER APP SERVER APP SERVER APP SERVER APP SERVER APP SERVER

app QA
server

: Build Tools
DEVELOPERS : Source Control Client

CHECK IN (Cl)

CHECK OUTICO) .
5 Source Codes

SCM - Build Tool Config




&dockw

* Lightweight virtualization

kubernetes

e Separate docker images for separate services (web
server, business logic, database, ...)
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APP SERVER APP SERVER APP SERVER APP SERVER APP SERVER APP SERVER

Automated
Testing -

5 Build Tools
Source Control Client
DEVE ER
VELQTERS Code Testing Framework
Middleware Automation Tools
Other Tools & Plugins

CHECK IN (CI)

CHECK OURICO) .

SCM




Infrastructure/Configuration as Code
(IAC/CAC)

* Manage configuration files in version control system

e Consistent infrastructure setup for testing, development, and
deployment

e Configuration includes ports, target servers and routing, ...

‘ ‘ The ‘as code’ paradigm is about being able to reproduce and/or restore a full environment within minutes based on

recipes and automation, managed as code.
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Automate all the things

INSTALL.SH

#!/bin/bosh

pipinstall “$1" &

easy_install “$1" &

brew install “$1" &

npm install ‘61" &

yom install 81" & dnf install *$1" &
docker run ‘1" &

Pkg install ‘81" &

apt-get instoll “$1" &

sudo opt-get install “$1° &

steomcmd +app_update “$1° validate &
git clone https:/github.com/"$1’/°$1" &
cd “$1";. /configure; make; make install &
corl“$1° | bash &







o
COMMIT % ? QQ
O Q @ 00
BUILD UNIT |INTEGRATION
TESTS TESTS
O

CI PIPELINE

RELATED CODE
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https://blog.crisp.se/2013/02/05/yassalsundman/continuous-
delivery-vs-continuous-deployment
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Continuous Deployment
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Two sides to DevOps

* Operation-centric:
* Manage inventory of servers automatically
* Provisioned, configured automatically Monitoring, analysis,
automation of operations
* Developer centric:
* Continuous deployment
* Push code to production through pipeline
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PRINCIPLES, WITH A LITTLE BIT OF
HISTORY...
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Nightly Build Jnamics

Development
* Build code and run smoke test (Microsoft 1995) r ——T
& Semm ] Bozo Bit" and
53 More Rules
: - " 1o l For Delivering
) Beneflts ‘V I‘F—_~ 4_",: gy ‘.. Gre:tSohware

* it minimizes integration risk.

* |t reduces the risk of low quality

* It supports easier defect diagnosis
* It improves morale
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FSE'16
Continuous Deployment of Mobile Software at Facebook

(Showcase)
Chuck Rossi Elisa Shibley Shi Su
Facebook Inc. University of Michigan Carnegie Mellon University
1 Hacker Way 2260 Hayward Street PO Box 1
Menlo Park, CA USA 94025 Ann Arbor, Ml USA 48109 Moffett Field, CA USA 94035
chuckr@fb.com eshibley@umich.edu shis@andrew.cmu.edu
Kent Beck Tony Savor Michael Stumm
Facebook Inc. Facebook Inc. University of Toronto
1 Hacker Way 1 Hacker Way 10 Kings College Rd
Menlo Park, CA USA 94025 Menlo Park, CA USA 94025 Toronto, Canada M8X 2A6
kbeck@fb.com tsavor@fb.com stumm@eecg.toronto.edu
uck Rossi

Release engineering and push karma: Ch

Facebook Engineering
April 5, 2012 - 5 min read -




Facebook process (until 2016)

Trunk/Mainline

Cherry-pick

Release branch

* Release is cut Sunday 6pm
* Stabilize until Tuesday, canaries, release. wesdsypushis 12,000 s
* Cherry pick: Push 3 times a day (Wed-Fri) 300700 cherry picks s aa.
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Facebook quasi-continuous release

o/ : Push-blocking alerts
100% production Push-blocking tasks Fiytrap

Crashbot for WWW anomaly
Emergency button alerts

2% production Push-blocking alerts
Push-blocking tasks
Emergency button

employees

Master

[ Sevcoastbednai] ||| | [ {0 [ -

https://engineering.fb.com/2017/08/31/web/rapid-release-at-massive-scale/
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Canary Deployment

User Traffic

|
0 0o

Load Balancer

o0
Most Users i filA | l I l=\ Few Users

E

Maijority Infrastructure _

Code Version1 Code Version 2

User Traffic

|
X

Load Balancer

Il\

All Infrastructure

Code Version 2




Dark Launches at Instagram

 Early: Integrate as soon as possible. Find bugs early. Code can run in
production about 6 months before being publicly announced.

e Often: Reduce friction. Try things out. See what works. Push small

changes just to gather metrics, feasibility testing. Large changes just
slow down the team. Do dark launches, to see what performance is in
production, can scale up and down. "Shadow infrastructure" is too

expensive, just do in production.
* Incremental: Deploy in increments. Contain risk. Pinpoint issues.
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Controlling feature flags
GateKeeper [ Search |

A ' “ ' ‘| Project: 64bit_rollout | History | RenderTime
' . .
years b . £ Permission § New Restraint
. S : : l‘ Togg|es " WHITELIST ME
! . \ of all users Restraint Type iAge - Older iv|
) ' Ops . . oo R BLACKLIST ME
= . Toggles | Jetiion” on
|
C . ' | Browser m Cancel vuvtxzdqrp
months | O . ! e s ' Code Location
b I' l' ‘\ Country n/a
\\ ', 'I \‘ Datacenter Alpha Def. n/a
B el . - . Is Employee s
e - - . e :Experlment: Friend Count - Less Updated 4/21/09 3:23:04pm
i . Friend Count - More Console none
weeks :/ Re|ease e ‘\ TOggleS " Gatekeeper project Name
' : + U ID Description 64 bit rollout
e T I o hIS ’ Locale
' oggles g b N Network Needs Flush No
. . os
~~~ - P Remote IP
days D H Server IP
Server Time - After
4 namism
P Server Time - Before
changes with changes with runtime changes with
a deployment re-configuration each request
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PRINCIPLE: EVERY FEATURE IS AN
EXPERIMENT

The Edward S. Rogers Sr. Department

of Electrical & Computer Engineering

@?mg UNIVERSITY OF TORONTO




NETFLIX

“Our journey to the cloud at Netflix began in August of 2008,
when we experienced a major database corruption and for
three days could not ship DVDs to our members. That is
when we realised that we had to move away from vertically-
scaled single points of failure, like relational databases in our
datacenter, towards highly reliable, horizontally-scalable,
distributed systems in the cloud.”

Yury Izrailevsky, VP, Cloud Computing and Platform Engineering, Netflix.



NETFLIX

* 60,000 configuration changes a day. 4000 commits a day.
* Every commit creates an Amazon Machine Imagine (AMI).
 AMI is automated deployed to a new RED/BLACK cluster.

* Have automated canary analysis, if okay, switch tn n~e---= " Uif not,
rollback commit SEN SOURCE

Cl/CD/ CULTURE / DL\/LLOP\/\U.\T / DEVOPS/ O s at
How Netflx supports DevOp

Scale

2018 1:30pm, by swapnil Bhbttps://thenewstack.io/netflix-devops-scale/
22 Jan ’ '
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Who Does Operations?

So

Dev

Partial
Responsibility

Ops

Waterfall

Agile

DevOps

DistributedOps

Compliance and Guidance

NoOps
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Test Staging Production

Compliance and Guidance

}

DistributedOps

Compliance and Guidance

NoOps Test Staging

Production

Compliance and Guidance




me for Dev0ps




