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ABSTRACT

In this thesis, the advantages of parallel pseudo-randbseuence (PRBS) generators for
high-speed self-test applications are examined. An udtrapower, 4-channel” — 1 PRBS
generator with 60 mW per channel was designed, fabricatddreeasured to work correctly
up to 23 Gb/s. The circuit was based on a 12-Gb/s, 2.5-mW BiSMOrrent-mode logic
(CML) latch topology, which, to the best of my knowledge, neegents the lowest power for a
latch operating above 10-Gb/s. The fabricated chip alsodez an integrated PRBS checker
and error counter. Techniques for further power reductigneliminating the current source
transistor, and speed improvements, by adding inductia&ipg, are presented.
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1 Introduction

1.1. Built-In Self-Test for High-Speed Transceivers

Communication networks continually evolve to cover largesas, reach more places, and
operate at increasing data rates. Currently, the 10-Ghérigt standard is being deployed for
industrial and commercial use. Hence, research is focusetxt generation 40-Gb/s Sonet
and 100-Gb/s Ethernet systems. Recently, chipsets forBI8-tBansceivers [1] have been
demonstrated. Furthermore, digital building blocks for@/'s applications and above [2, 3]
are being developed in silicon, with increasing integratevels. As the data rates of state-
of-the-art broadband circuits increase, these circuitpaeform commercially available test
equipment and verification of error-free operation becomese challenging. Hence, custom
circuits are needed to generate input data for testing gegporhis input data must resemble
real input signals as closely as possible. Previously, giseandom bit sequence (PRBS)
generators with sequence length2éf — 1 have been developed [4,5]. However, the testing
circuits need to be compact and low power, suitable for usérasit blocks that can be placed
on the same chip as the system under test. For bit-erroteatieg, input signals with the
suitable properties can be generated using linear-fe&diteit registers (LFSR). The produced
signals are called pseudo-random bit sequences due tepegtral content. Even though the
LFSR structures are relatively simple, the main challedges implementing them at high
data rates with the restrictions of minimizing power andhare

A general setup for testing of broadband circuits is showRigure 1.1(a). Here, a test
signal is fed into the device under test (DUT) and then coexbarith the output of the DUT.
In this context, the term “DUT” refers to a broadband circiithe general testing configuration
shown in Figure 1.1(a) is not possible for most practicaluis because their input and output
are far apart, such that the test signal cannot be conneiceatlyglas shown. On the other hand,
if the input signal is known and if the system clock is recekrit can be regenerated at the

1



2 Introduction

output side and then compared against the DUT output to cukekher errors occur inside the
DUT. This can be done with a PRBS generator, because the PgB& s deterministic and
can be recreated exactly, once the clock signals are symieleh The bit error rate test setup
for a practical system is shown in Figure 1.1(b), where a PB&%rator produces the pseudo-
random signal which is sent into the device being tested. h@routput side of this device, a
PRBS checker recreates the same pseudo-random signalgentrator and compares it with
the output of the DUT to find errors. For this to happen thelckignals and data streams in the
PRBS generator and error checker must be synchronized. &heedshown in Figure 1.1(b)
is a complete SERDES, however smaller sub-circuits, such H4#\, driver, re-timer, CDR,
MUX-DEMUX, transmitter, or receiver, can also be testechgghe same method.

1.2. Speed and Power Optimization of High-Speed Logic

Although the main application of PRBS generators is testingy contain digital blocks that
can be reused in other applications. Thus, to achieve higtesyintegration in the future, it
is essential to find how the design of each constituent blackle optimized for speed and
power.

PRBS

PRBS
< CHECKER

GENE-
RATOR

(b) Use of a PRBS for system BER testing

Figure 1.1. Use of PRBS generator and checker for testing



1.3 Objective of Thesis 3

At data rates above 10 Gb/s, current-mode logic or emittepled logic are used to imple-
ment digital gates. In these types of circuits, power consion is given by the supply voltage
multiplied by the constant current that biases the gatevi®usly, bipolar-only or MOS-only
implementations of the gates have been made. Howevergdpipaly implementations require
a high supply voltage. MOS-only implementations operabenfia lower supply but require
more current to reach the same speed of operation. Henc&M®$ gate implementation,
which consists of both MOS and HBT devices [6], is explorethis thesis as an alternative
configuration that demands less power to operate at a givesusp

Circuit design is a very challenging task, especially ay\Jdgh data-rates that approach
the maximum switching frequency of the transistors. To ¢hseproblem, a procedure will
be presented that explains how to choose transistor sizlsias points to achieve high-speed
gate design with low power consumption.

1.3. Objective of Thesis

The objective of this thesis is two-fold. The first target wi@smplement &7 — 1, 23-Gb/s
PRBS generator and error checker blocks, such that theyl datdr be used for testing of
other circuits. The second goal was to find how the designgif-Bpeed digital blocks can be
optimized for minimal power while still operating at a givéata rate (above 10 Gb/s).

Both of these objectives are combined in this thesis bedieseRBS generator was orig-
inally designed to be the first stage of an 80-Gb/s transcarnité 10-Gb/s inputs. Thus, the
lowest data rate in the generator is above 10 Gb/s, and tipeitoaftthe generator works up to
23 Gb/s to have margin over 80 Gb/s after 4-to-1 multiplexing

1.4. Contributions from this Work

The work to be presented in this thesis contains severatibatibns to the field of high-speed
digital circuit design and testing.

The first contribution is the design of a low-pow&r— 1 PRBS generator with 4, appro-
priately delayed, parallel output streams at 23-Gb/s ellois. PRBS generator was fabricated
and verified to operate correctly. Thus it can be integrated self-test reusable circuit block
for other systems. The four outputs of the generator can theeflumultiplexed to an aggre-
gate PRBS output at 92 Gb/s with minimal circuitry. The 4+l PRBS generator consumes



4 Introduction

235 mW from 2.5V, which results in only 60 mW per output lanbeEntire fabricated chip,
which also includes an error checker and a 5-bit error copcd&asumes 940 mW.

The second contribution is the design of a low-power SiGeMBBS CML latch, which
worked up to 12 Gb/s, while consuming only 2.5 mW. This latel bnabled the low power
performance of the PRBS generator circuit. It opens thebitissto develop highly integrated
broadband systems that operate above 10 Gb/s, with low pmwsumption. An investigation
into further power reduction and speed improvement up to B Gf high-speed digital gates
in SiGe BICMOS and 65-nm CMOS technologies is also presenttds thesis.

Additionally, a thorough analysis of series and paralleBBRyenerator architectures is
presented, concerning their power requirements, theiicgtyility to high-speed implementa-
tion, and the respective design challenges. The compangboe done in terms of the circuit
complexity (i. e. number of flip-flops, gates, and their faf)@aquired by each architecture to
implement the needed function.

The PRBS error checker implementation that is describddsrthesis is novel. As opposed
to existing PRBS error checkers that produce three or fewlsep for each error present in the
signal, the proposed checker circuit generates only oreegat each error in the input signal.
Thus, it is more useful for precise bit error rate measurésen



2 PRBS Generator and
Checker Architectures

This chapter presents the theory of generating pseud@naimit sequences. It starts by pre-
senting the mathematical properties of pseudo-randoneqiences in section 2.1. Then, the
two existing series and parallel PRBS generator configuratare described in section 2.2
and section 2.3 respectively. Various PRBS checkers angrsimosection 2.4. Finally, sec-
tion 2.5 presents a novel comparison of the applicabilitgerfes and parallel pseudo-random
bit sequence generator and checker topologies to higldsyg#ications.

2.1. Definition and Properties of Pseudo-Random Bit Sequenc es

Pseudo-Random Bit Sequence generators are finite statémea¢RSM) consisting of a linear
feedback shift register (LFSR) circuit. In general, a stafjister has one input, amdmemory
elements, called the stages of the register. Each memanealeof the register stores one bit
of data, resulting im outputs from the register. The contents of the shift regstany given
time are called the state of the register. Feedback is addedéneral shift register by means
of a circuit that realizes a function efinputs andl output. Then inputs of the function are
taken from then elements of the shift register and its one output is condectehe input of
the shift register, as shown in Figure 2.1. A Feedback ShafjiRer is calledinear when the
feedback function can be expressed in the form [7]

(1, T, ...x,) = 11 D €Ty D 323 D ... D Ty (2.1)

where each of the constantds either 0 or 1, and> denotes addition modulo 2. When some of
the constants; are 0, then the number of inputs@fs less tham. Addition of linear feedback
to a shift register makes the output become periodic (tmedrén [7]). Each of the: stages of
the LFSR can be either 1 or 0, resulting in a maximurd'oflifferent states in which the LFSR

5



6 PRBS Generator and Checker Architectures

can be found. Depending on the feedback functi@and on the initial state of the LFSR, the
number of different states can be reduced down to 1.

Since any LFSR repeats its states periodically, the outpetoh stage is also periodic.
The period of the output is the length of the sequence thatH8R generates. Although the
maximum number of states the LFSR can be i2'ighe maximum length of the sequence that
can be generated by the same LFSR"is- 1. This is because a state with all O’s stored in the
LFSR can never occur when the output is periodic (with a gegieater than 1). Conversely
the all O state can be regarded as being periodic with thegexual to 1. Depending on the
feedback functiom, it is possible to construct the samestage shift register to generate either
sequences with maximug® — 1 length (also called "maximal-length”, or m-sequences) or
sequences with shortened lengths.

It so happens that m-sequences also have randomness @m®pleat make them appear
as noise. However, these sequences are periodic and tieerefotruly random. They are
also called pseudo-random bit sequences (PRBS). The raredsproperties of PRBS are the
following [7]:

1. A balance of 1 and O terms.
2. Two runs of length for each run of length + 1.
3. A two-level auto-correlation function.

A balance of 1 and 0 terms implies that the number of 1’'s andr0& pseudo-random
sequence is different by at most 1. As a result, for longeuseces, the probability of 1's
and O’s gets closer tb/2.

A run of lengthn is part of a sequence whemngdentical bits occur consecutively. Because
in a PRBS there are two runs of lengttfor each run of lengtl + 1, 1/2 of the number of

Xn-1

Figure 2.1. Diagram of a feedback shift register



2.1 Definition and Properties of Pseudo-Random Bit Sequense 7

runs is of length 11/4 of the runs is of length 21 /8 of length 3, etc...Analogously, in a
random coin toss experiment, 2 consecutive heads occurpnetbability 1 /4, 3 consecutive
heads occur with probability/8, etc. ..

The auto-correlation function of any binary periodic setpe{a,, } with periodp, which
is composed of-1's and—1's is defined as [7]

p

C(r) = % Z iy (2.2)

n=1

wherer is the phase shift in bits’(7) is always highest for = 0 and drops off for larger.
Fora PRBS(C(r) = 1for7 = 0andC(r) < 1for 0 < 7 < p. A two-level auto-correlation
function confirms that the sequence is as close as possibérig random. This is because the
sequence is uncorrelated with phase shifts of itself, grtles phase shift is equal to an integer
number of sequence periods.

Thanks to these randomness properties, PRB-sequencesediné as data sources when
testing other circuits or systems. On one hand they are ¢tobeing random and therefore
exercise the device under test (DUT) for many different trqqumbinations. On the other hand,
they are completely defined and repeatable and therefore nseful than just digitized noise.

PRB-sequences can be generated from a LFSR with any numbtagefs by selecting an
appropriate feedback function [8]. However certain seqadangths are more widely used
than others because they are standardized [9]. The commBrsBfuence lengths apé —

1, 2% — 1, 22 — 1, and23' — 1 requiring at least 7, 15, 23, and 31 memory elements in
the LFSR, respectively. Longer sequence lengths are tésibacause they repeat less often
and have longer run lengths, which subjects the DUT to monawestive tests. However, the
main challenge of building PRBS generators that producgdoeequence lengths is that they
consume more power and occupy more die area.

For a LFSR withn stages and a feedback functigx, zs, ...z,) = 121 @ coxy @ c3w3 B
... ey, the output of each stage is a PRB& } with periodp = 2" — 1. As described in [7],
{ay} satisfies the recurrence relation

ar =Y _ciap_; (modulo 2) (2.3)

i=1

This can be seen by looking at the example of a PRBS with peried’, shown in Figure 2.2.
The produced sequence is shown in columns.
The polynomial

flx)=1+ zn: ciz' (modulo 2) (2.4)
i=1
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X
N

X
w

Xo X1 X2 X3

g=X1+X3

Rlr|r|lo|lo|r|ol- X
Rlelololr|lol-]|-
N =l =1 = R R

Figure 2.2: A 3-stage LFSR and one of its maximal-length sequences

is called the characteristic polynomial of the sequefigg. The necessary condition fén,, }

to be a PRBS is thaf(z) is irreducible, that is it cannot be factored. The necessaqy
sufficient condition is that + =™ can be divided (modulo 2) exactly bf(x) for m = p, but

for no positive integem smaller tharp [7]. The number of distinct pseudo-random sequences
of lengthp = 2" — 1 is ¢(p)/n, whereg(p) is Euler’'s functiod. For example there are 18
distinct characteristic polynomials that can generate B®Bf length2” — 1 (Table 2.1). Out

of these 18, the polynomials in rows 1-4 of Table 2.1 requieefeedback function to add the
outputs of only 2 stages, thus decreasing the amount oficiyqeed to generate the PRBS.
However, the PRBS shown in row 2 is used most often becausetiis of the standard testing
sequences [9].

In addition to the above definitions and randomness pragserin-sequences posses two
other useful properties. These properties are very peddtiapplications for building PRBS
generators, as will be shown later. First, PRB-sequencssess the “cycle-and-add” prop-
erty [7]. This means that when two identical sequences, hwaie phase shifted with respect
to each other, are added bitwise (modulo 2), then the resalt identical sequence but with
some phase shift. This is true because PRB-sequences auigsfy alinear recurrence rela-
tion. Therefore, given two PRB-sequencésand A; that satisfy a linear recurrence relation
R, thenA; + A; also satisfied? and therefore is the same PRB-sequence. Here the addition is
bit-wise and modulo 2.

The second property relates to decimation of PRB-sequdiite®ecimation is defined
as forming a sequend:,;} from the sequencéa,.} by taking everyg™ bit of {a;.} (¢ is a

1The totient functions(p), also called Euler’s totient function, is defined as the nendf positive integers
< p that are relatively prime to (i.e., do not contain any fadétocommon with)p, where 1 is counted as being
relatively prime to all numbers. Since a number less thamjoakto and relatively prime to a given number is
called a totative, the totient functiaf(p) can be simply defined as the number of totativeg.ofor example,
there are eight totatives of 24 (1, 5, 7, 11, 13, 17, 19, ands23)(24) = 8 [10].
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Row Characteristic Polynomial | Pseudo-Random Bit Sequence |
1 oot 111 T
2 24+ ab 41 N I L
3 o284 1 111 . A
4 2ot 41 T v rrna
5 Pttt r+1 W
6 At et 41 T LA U e |
7 T T T I TATURAT LU 7 LR T
8 a4 41 1 10 O A
9 T bt A L
10 272542 a2 41 I T LI A oL |
11 TSt S
12 o+ af ot a4 1 I U VLU LA |
13 | 2"+ a5+t + 2% + 2% +1 Jlﬂﬂﬂﬂﬂﬂﬂlﬂﬂﬂmmﬂ_ﬂ_ﬂﬂﬂﬂfﬂmﬂ_ﬂﬂ_ﬂﬂﬂ\
14 | 2"+ a5+ 25+t + 23+ 2 JWHWMWWWM‘
15 2+ a8+ ad ratl T AT e |
16 a2ttt a4 U UL ramu AL Wy L |
17 | 2"+ 25+ 25+ 23 + 2% + 2 JlﬂﬂﬂJ_Lﬂﬂﬂﬂ_ﬂﬂﬂﬂﬂﬂﬂ_ﬂﬂﬂﬂJLﬂ_ﬂJWﬂﬂﬂﬂﬂﬂ\
18 | 2"+ 28+ 25 +at + 2% + 1 JWWMWIHM‘

Table 2.1: All 18 possible characteristic polynomials for a 27 — 1 PRBS

positive integer). Decimation of any PRB-sequence fornatlteer PRB-sequence. However,
the important property is that whenis a power of 2, decimation by does not change the
order of bits in the PRBS. That is, {fz;. } is a PRB-sequence thdn,; } differs from{a,} by

at most a phase shift, for= 1,2,4,8,...,2" 1. This can be proved as follows. Lét be a
unit delay operator, so th#ta,, = a;,_; andD?a;, = a;_». Then, from equations 2.3 and 2.4,

FDNary = (14> eiDVar} = {a}+) _ eiD{ar} = {a}+) | e{ari} = {a}+{a} =0

(2.5)
So f(D){ax} = 0 is equivalent to the recurrence relation of equation 2.3soAfrom the
simplified binomial theore# it follows that

Fa®) = [f(@)]”" (2.6)

Z(a ® b)‘zf — a2 @ b2
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Now, consider the sequen¢e,,, }, formed by taking every second bit §d, }, or equivalently,
by the operation

F(D*){ar} = f(D){az}. (2.7)

By using equations 2.6 and 2.7 together witD){a,} = 0, we obtain
F(D){az} = f(D*){ax} = [f(D){ar}* = F(D)[f(D){ar}] = f(D){0} =0.  (2.8)

Thus,{aq} satisfiesf(D){aar} = 0, which is the same recurrence relation as equation 2.3
for {a;}. Therefore, the sequenge,, } is identical to{a, }, except for a possible phase shift.
The same proof can be extended to show {hat} for¢ = 1,2,4,8,...,2" ! is also the same
sequence agay }.

The decimation property of PRBS proves to be most useful velpghied in reverse. That
is, two appropriately shifted sequencgs,;} and {as,_;} can be multiplexed intdb,} by
alternating the bits frorday, } and{ag,—_;}. In order for{b;} to also be pseudo-random, the
phase shift must bg¢ = (p — 1)/2 [11], where the length of the sequenceis- 2" — 1 bits.
This operation effectively doubles the bit rate of the gatest PRBS.

To the best of my knowledge there exist two different ciremathitectures to generate PRB-
sequences. The first one is series architecture, whichtlyir@gplies the LFSR theory. The
second one still generates the same PRBS, but is optimizgdrterate several shifted se-

guences in parallel [12].

2.2. Series PRBS Generators

Series PRBS generators are, in effect, just shift registérsa linear feedback function that
causes the shift register to output a maximal length seguefs mentioned before, for each
shift register, several different characteristic polymalsican generate a PRBS, however, typ-

Shift Register Length | Characteristic Polynomial PRBS Length
7 w4 a% +1 2T —1 =127
9 | 29 —1 =511
11 a2 +1 21 1 =2,047
15 o a1 21 — 1 = 32,767
23 B+ 1 2% 1 = 8,388,607
29 22+ 2%+ 1 229 — 1 = 536,870,911
31 3+ 2?8+ 1 231 — 1 = 2,147,483, 647

Table 2.2: Standard characteristic polynomials for various PRBS lengths
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ically only certain characteristic polynomials are used.ninimize the number of gates re-
quired for addition, these polynomials are of the form ¢ + 2, wheren is the number of
stages in the shift register. The PRBS characteristic mohyals that are used in measuring
and testing equipment are summarized in Table 2.2 [9]. Ei@uB shows a schematic of a
series PRBS generator, using D-flip flops as memory elemedtam XOR gate as the adder,
that generates a sequence 127 bits long.

From Figure 2.3 it can be observed that the PRBS bits are pagmuentially (hence the
name “series generator”) from the generator. That is, dutire first clock cycle, the stage
outputs produce bits 1, 2, 3, 4, 5, 6, 7, during the seconkadgcle the outputs have bits 2, 3,
4,5, 6, 7, 8, during the third clock cycle bits 3, 4, 5, 6, 7, &f%e sequence are produced,
and so on. Note that because the sequence is periodic, ttiegstat can be chosen arbitrarily.

Because in series PRBS generators the sequence bits aratgdrsequentially, they are not
well suited for multiplexing to higher bit rates. In this eadefore multiplexing can be applied,
additional circuitry is needed. To multiplex two PRB-seqoes into a PRBS at double the
original bit rate, the phase shift between the two incomeguences must b — 1)/2 [11],
wherep = 2" — 1 is the length of the sequence in bits. For example farf a 1 PRBS,
bits 1 and 64 of the sequence must be available during on& clade, bits 2 and 65 during
the next clock cycle, etc. .. but these bits are not availablbe same time in a series PRBS
generator. Fortunately, this problem can be solved by usiage circuitry and applying the
“cycle-and-add” property of PRBS.

The “cycle-and-add” property states that by adding two sages, a third sequence with
a different phase is produced. But here the problem is rederd/e know the required phase
of the sequence and need to find the phases of the other twoof@) sequences that, when
added, give the required phase. Furthermore, the phasks atitled sequences must be such

H

A D Q¢

/e

[

CLOCKIIN + + + + +  J  /
CLOCK 1 7 6 5 4 3 2 1
CLOCK 2 8 7 6 5 4 3 2
CLOCK 3 9 8 7 6 5 4 3
CLOCK 4 10 9 8 7 6 5 4
CLOCK 5 11 10 9 8 7 6 5

Figure 2.3: A series generator for a 2° — 1 PRBS
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Example:
Feedback polynomial: f(x) = x”+x°+1

Variable Definitions: Required phase shift: d = 25 bits

d=12°+0-2"+02%+1-2°+ 1-2*

d - required phase shift in bits

|n|t|eilI;z:tlon Day=az=as=1, a;=a,=0, s=4
rx) = 1 a;— binary digits of d
Initialization: i = 4, r(x) =1
< s — highest power of 2 in the Execution:

v binary representationofd | 1) r(x)=x*12=x
execution r(x) — a polynomial t2) t: r(_xl)4 ;&)(() i=3

1) rlx) =x" r(x) reSreZenting the 1es I a3.x2 :
2) r(x) = r(x) mod f(x) ) rh) =xPt=x?

the required phase test:i=3#0 i= 2

1) rx)= xa2 x& = x°
i=i-1 f(x) — the feedback polynomial 2) rx)=x°
test:i=2#0 i=1

x% — terms used to form r(x) 1) rx)= xa1 x'2 = x12
2) rx)=x+x*+x*+ 3+ P+ x+1
test: |—1¢0 i=0
1) rx)=xP+x"+x¥+x"+x°+ P+ x
2)  r(x)=x®+x*+x
test i=0 stop

bz—b3=b6=1, bo=b1=b4=b5=0

b; — coefficients of the final r(x)

correction
terms

r’(x) = r(x) + bof(x)

Figure 2.4: Algorithm for finding phases of added sequences to produce a sum sequence
with the required phase

25-bit delay is achieved by adding

I I
I I
I I
I I
I I
I I
I I
I I
: connections needed for : 2) r(x)=x
I I
I I
I I
I y |
I I
I I
I |
I | >
| | the outputs of stages 2, 3, and 6

that they are directly available from the shift registegseta To do that, an efficient)(log(n)),
algorithm exists [13]. The algorithm is shown in Figure 28ometimes, many adders are
needed to produce the required phase for multiplexing,ibaeghe beginning of the sequence
is arbitrary, there is some freedom in the choice of the egfee sequence for multiplexing.
For example, to multiplex 8" — 1 PRBS, any of the pairs with phases 1 and 64, or 2 and 65,
or 3and 66, ..., or 7 and 70 can be used. Therefore, the dgoof Figure 2.4 can be run
iteratively to find the optimal (in terms of the required nwenbf additions) pair of sequences
to multiplex.

Multiplexing can be repeated more than once to increaseithatb of the final sequence
by 2,4,8,...,2"! times. To multiplex; times,q PRB-sequences are required at the original
bit rate. Herey is a power of 2 because the basic multiplexing circuit corabi inputs into 1
at twice the bit rate. To ensure that the final output is a PRIBS; original sequences must be
equally spaced apart fy — 1) /¢ bits in phase, wherg = 2" — 1 is the length of the sequence
in bits. However, generating all the appropriately phasegisnces may require a large amount
of additions (XOR gates), and offset the benefit of genegatie PRBS at a lower bit rate.
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2.3. Parallel PRBS Generators

It is possible to produce a PRBS using a structure differeabta LFSR, as long as it im-
plements the correct characteristic polynomial. Par&élRBS generators are an extension of
series generators and can produce several shifted segu@ngarallel. The phase shift be-
tween the parallel output sequences is such that they camdmlyl multiplexed to higher bit
rates. Any series PRBS generator wittmemory elements can be restructured into a series-
parallel PRBS generator withmemory elements andparallel outputs at the expenseiof 1
additional XOR gates. Wheln= n, the generator is completely parallel [14].

For analyzing and constructing parallel PRBS generatbis,convenient to represent the
circuit using a transition matrif’ that represents how data is transferred between the memory
elements of the generator. 0f(j) is ann x 1 vector of 1's and 0's that represents the state
(what is stored in each memory element) ofragtage PRBS generator at tfié clock cycle,
thenT is ann x n matrix that can be used to find the state of the generator atetkieclock
cycle.

U(j+1)=T- -U(y). (2.9)

Consequently, the state of the generator dftelock cycles will be
U(j + k) =TF-U(®). (2.10)

The transition matrisT is closely related to the characteristic polynomial of theequence.
The columns ofl" correspond to the data stored in the stages of the PRBS ¢genassuming
the stages are numbered in the same direction as the dattirgsfi he rows ofT correspond
to the connections that exist between stages. That is, eéacnfdarticular row corresponds to a
connection made from a stage represented by the column afttha stage represented by the
row of the 1. In rows where more than one 1 appear, the inpatstanmed (modulo 2) before
the connection is made. All other entries of the matrix ar&4).[For a series PRBS generator
(LFSR), T contains 1's in the diagonal below the main diagonal andri¥he first row and
columns numbered the same as the exponents of the chastictpalynomial. An example
of a transition matrixI' that describes 8> — 1 series PRBS generator with the characteristic
polynomialf(z) = z° & z* & 1 is shown in Figure 2.5, which also includes several peridds o
the produced sequence.

When the number of outputs of anstage PRBS generator is increased te k£ < n,
then T* describes the connections between the PRBS generatorsblibdé& constructed as
follows. A diagonal array ofn — k) 1's appears: rows below the main diagonal. Thg"
row of T¥ is the same as the first row @. Rowi, fori < k, is the same as row 1 &f
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00101
170000

T=|{01000
00100
00010

X1 X2 X3 X4 Xs
SN 1 1 1
out 1

Figure 2.5: A 2° — 1 series PRBS generator with its transition matrix

shifted left byt — ¢ column positions, with zeros shifted in from the right-haside; if 1's

are shifted out to the right, then a copy of raws added (modulo 2) to row To illustrate

this process2’ —1 series-parallel PRBS generators implementing the creriatit polynomial
f(x) = x>@23®1 are shown in Figure 2.6 for all 5 possible values of k with theesponding

Tk [14, 15]. Beside each generator, th@roduced sequences are shown for several periods.
One of the periods is highlighted to emphasize the phastlsttiveen them. Note that only
T2 andT* of Figure 2.6 produce the exact same sequences as tAatroFigure 2.5, while

T3 andT® produce different sequences that are also PRBS. This &ffactonsequence of the
decimation property of pseudo-random bit sequences.

Parallel PRBS generators operate by decimation. That ispwliparallel outputs are gen-
erated from a PRBS, a transition matfiX is used, meaning that in one clock cycle, according
to equation 2.10, the generator goes throkighates. As mentioned before, decimating a PRB-
sequence changes its phase. This effect is also shown ineR2gb. Conveniently, since the
the k parallel sequences are decimatedkbgnd phase shifted accordingly, they can be easily
serialized into one PRBS stream/atimes the original bit rate. This can be done by direct
multiplexing and without requiring additional phase shitcircuitry as in the case of a series
PRBS generator. It should be noted that thgarallel PRBS streams requike— 1 additional
adders (XOR gates) compared to a series PRBS generator.

The small parallel generators shown in Figure 2.6 are nattijoed. Usually, in practice,
sequence lengths af — 1, 2!° — 1, 2% — 1, 23! — 1 are required and = 2,4,8...is used
because it is easy to multiplex. Two examples of practicedlp PRBS generators are shown
in Figure 2.7. The first one (Figure 2.7(a)) ia— 1 PRBS generator with 8 parallel outputs.
The table shows the phase-shift in bits of each output. Thenseschematic (Figure 2.7(b))
shows &3! — 1 PRBS generator with 8 parallel outputs. Due to space lifnitathe memory
elements (flip-flops) of the chain are shown as small numbaoexdks. Each number represents
the delay from the beginning of the chain, analogous to E@u8.
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/—

01010
N 00101
T2=|10000
01000
X2 Xa 00100

]x1[ X3 Xs 8 0 X 11

out 2

N A N
(a) 2° — 1 PRBS generator with 2 parallel outputs

out 1

out 2

(b) 2° — 1 PRBS generator with 3 parallel outputs

X2

out4 01101
10100

T=l01010

00101

10000

out 1 P Ar W AL

11010
01101
T™=/10100
01010
00101

S 0 [
out 5

X4

out 2
X2 1 A
out 4
(d) 2° — 1 PRBS generator with 5 parallel outputs

Figure 2.6: Series-parallel 2°—1 PRBS generators with their transition matrices and output
sequences
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out 8 out7y out6 y out5Yy out4 y out3 y out2y out1y
CLOCK 1 112 96 80 64 48 32 16 0
CLOCK 2 113 97 81 65 49 33 17 1
CLOCK 3 114 98 82 67 50 34 18 2
CLOCK 4 115 99 83 68 51 35 19 3
CLOCK 5 116 100 84 69 52 36 20 4

(a) 27 — 1 PRBS generator with 8 parallel outputs

)’a 8 a out 1
2 3 o
)’8 1 out27

0888 -
’ out 3
a 8 out47

out 5

out E

(b) 23! — 1 PRBS generator with 8 parallel outputs

Figure 2.7: Examples of practical parallel PRBS generators
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2.4. PRBS Checker Design

PRBS generators are used as data sources on the transmibrsimte the input of a device
under test (DUT). PRBS checkers are needed on the recemeaiat the output of a DUT,
to verify correct transmission of data or to find the bit-emate (BER) of the DUT. To check
a pseudo-random sequence for correctness, it has to be omihpaa reference sequence on
the receiver. For that, the incoming sequence and the letelence have to be synchronized.
Furthermore, correct synchronization must be maintainved long periods of time.

Synchronization can be achieved quickly by using the idesegnted in [16]. This idea
makes use of the series PRBS generator structure, but vatfeddback loop broken. Fig-
ure 2.8 shows how this can be done fat’a- 1 PRBS, discussed earlier. Here, the feedback
loop is broken between nodésandG, which used to be one node in the generator case. Node
A becomes an input, and no@ebecomes an output. If a pseudo-random bit sequence is con-
nected to the created input at nodethe created outpu® will give an identical sequence
because the input and output used to be one node. Now it beceasy to check the input
signal for errors. The input signal is simply compared todbgput using an XOR gate. When
the input signal is a PRBS, the comparator will produce a petput. Whenever a wrong bit
appears in the input, it will propagate through the shifistsg and give rise to a wrong bit,
making the two inputs of the comparator different, whichlwitlicate an error. As shown in
Figure 2.8, a buffer or a retiming flip-flop may be requiredhat thecker input to reduce the
load at that node. Although this checker was shown ft a 1 PRBS, the same idea can be
used to make a checker for a PRBS of any length.

This simple checker has two drawbacks. First, for errorsdbeur rarely (spaced apart by
more than the shift register length), the checker indicasors for every error that is actually

~

INPUT @ @ - @ @

© ®

@ ERROR

Figure 2.8: A simple PRBS checker
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present in the input. Second, for errors that occur morenpftee checker indicates 3 or less
errors, depending on the spacing of the errors. For pred$e &unts, it would be desirable

to reduce the variability in the number of detected errorsisTproblem is also illustrated

in Table 2.3 [16]. Letter®\-H of the table column names correspond to the node names of
Figure 2.8. The left part of Table 2.3 shows how the checkeksvaith correct PRBS input.
The absence of errors can be seen because the bits oArargesqual to the bits of colunt.

The right part of Table 2.3 shows how errors propagate thrdbg checker. Errors; ande,

(top part of the table) occur far apart in the input and themeetach of them generates 3 error
bits in the output nod&l. However, errorg; ande, occur close together, and both of them
generate only 4 error bits in the output.

The PRBS checker behaviour can also be analyzed mathettyasssume that the signal
at each node$,.q., consists of a PRBS bib* and an error bitv?, where: indicates a delay
of ¢ clock cycles with respect to a set reference. With referéad¢eégure 2.8, and noting that
D3+ D® = D (the characteristic polynomial for this PRBS), the sigm@akhe important nodes
are:

SA:DOEBEO
SD:D3EBE3
SF:D5EBE5

Se=Sp@Sp=D*@ D’ EPaFEF =D"® > E®
Sy=S10Sc=D"®F°eD® F* ¢ E®
oo R (2.11)

Indicating that when one error appears at the input otkeen three errors appear at the output
nodeH.

An extension of the small® — 1 PRBS checker of Figure 2.8 into a more practizal- 1
PRBS checker version is shown in Figure 2.9. However,Zhis 1 PRBS checker, as before,

INPUT ®A— /00— 00— — 6 © ®
} —L

®

@ ERROR

Figure 2.9: A 27 — 1 PRBS checker
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No Errors Remote Errors or Close Errors

AB/ CIDE|F|G A B C D E F G|H
1/{0/12/]0/0]0]0]|O0 0 1 0 0 0 0 0|0
2,10/0|1(0|0]|0|O0 1(y) |0 1 0 0 0 01]1()
3/1/{0{0(12|]0]|0/|1 1 1(1) |0 1 0 0 10
4 (011,001 /0/|0 0 1 1(1) (0 1 0 0|0
5/1{0{1(0|0]1|1 1 0 1 1(1) |0 1 0|1()
6(1/1/0{1]0|0]1 1 1 0 1 1(y) |0 10
7/0/1]1]0(1|]0|0 0 1 1 0 1 ()| 1]1()
8/0/{0|1(12|/0|1|0 0 0 1 1 0 1 0|0
9/1/{0|0(21|1]|]0/|1 O(2)|0 0 1 1 0 1)1 ()
10{1/1/0|0}1|1]|1 1 O(2)]|0 0 1 1 10
1111/171(0(0]1/ 1 1 1 O(2) |0 0 1 10
1211/171(1(0]0/1 1 1 1 O(2) |0 0 0|1 (e)
13|1/171(1(1/0,1 1 1 1 1 O(2) |0 1|0
14/0(1/1]1]1(1|0 0 1 1 1 1 O(e2)| 1|1(e2)
15/0/0(1]1]1(1|0 0 0 1 1 1 1 0|0
16/0/0j0|1]1|1|0 0 0 0 1 1 1 0|0
1711/0]0(0|1]1 /1 1 0 0 0 1 1 1/0
18/1/1/0(0|0]1/1 1 1 0 0 0 1 10
19/0(1/1]0]0|0]|O 1(e3) | 1 1 0 0 0 0 1)
2001|0|1(1|0|0|1 1 1(e3) |1 1 0 0 10
21/1|1|0(1|1]|]0|1 O(eq) |1 1(es) |1 1 0 11
22111110111 1 O(ey) | 1 1(e3) |1 1 01]1()
23/011|1]1(0|1/0 0 1 O(eq) | 1 1) |1 0|0
2411|101 (1|1|]0|1 1 0 1 O(eq) |1 1(3)| 1|0
2501|0211/ 0 0 1 0 1 O(eq) |1 0|0
26/1|0|1(0|1|1|1 1 0 1 0 1 O(4)]| 011()
27/011|]0(]1]/0|1/0 0 1 0 1 0 1 0|0
28/0|{0|1(0|1|]0|0 0 0 1 0 1 0 0|0
2910{0|0(2|0|12|0 0 0 0 1 0 1 0|0
30/0{0|0(0|1]|0|O0 0 0 0 0 1 0 0|0
31/1{0|0(0|0|1|1 1 0 0 0 0 1 10
32/0{1|0(0|0]0|O0 0 1 0 0 0 0 0|0

Table 2.3: PRBS checker behaviour without errors (left), with errors spaced far apart (right
top), and with errors close together (right bottom)

has the problems of indicating 3 error pulses for each emrd¢ineé input, and producing fewer
error pulses when the errors in the input are very close th etiter. To solve this problem,
a new PRBS checker configuration was developed. Pér-al PRBS, the new configuration
is shown in Figure 2.10. The analysis of error propagatiosgle the checker nodes can be
repeated in equation 2.12 for the checker of Figure 2.1ngdiat in this case the relationship
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SOROEC ®

Uo oV
Jo___

Figure 2.10: A modified 2” — 1 PRBS checker

D%+ D7 = DY holds.

Sys=D'a E!
SF:D6€BE6
SG:D7€BE7

Sy=8Sr®Se=D"®D"®E°oE =D"®E° @ E’
S;=D'@ E" ¢ E®
SN:DG@EIZ@EL%
So:D7€BE13€BE14
SP:SN@SO:DG@D7@E12@E13@E13@E14:DO@E12®E14
SQ:DIEBE13EBE15
Ss=S,®S;=D'¢oD'¢oFE' o E"®oE*=E'"oFE @ E®
ST:SAEBSQ:DIEBDIEBEIEBEIZiEBEw:EIEBEBEBELE
Sy=SsANSr=(E'®E"® E*) A(E'® E® @ EY)

= E! (2.12)

Thus, in this checker configuration, only one error pulseeapp for each error in the input
signal. This enables more precise counting of errors.

The PRBS checker of Figure 2.10 was developed as a possitdeeenent for the checker
of Figure 2.9 to be able to provide more precise bit error (&€R) counts. The new checker
(Figure 2.10) achieves this goal by ensuring that only omereulse is produced for each
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error in the input. Another possibility for precise BER ctaifwhich was not explored in this
thesis) is to modify the basic PRBS checker circuit to ensuasealways three error pulses are
produced for each error in the input. In this case a precisk B&int will be obtained after
division by 3. In addition, the rate of occurrence of errdvattare spaced close enough to each
other to affect BER counts has to be significant to justifyekea circuitry in the new PRBS
checker.

2.5. PRBS Generator Architecture Comparison for High-Spee  d Op-
eration

For very high-speed generation of PRBS sequences, it isitisginow which architecture is
optimal for a particular application. The different optsothat can be compared are parallel
versus series PRBS generator configuration and the levelitiiphexing. The level of mul-
tiplexing determines how much slower, relative to the finatpoit, the core generator can be
operated. However, if the multiplexing is too deep, too mpokver might be spent in the
multiplexer itself.

Table 2.4 presents a comparison of series and parallel gengrin terms of the number
of gates required and the maximum fanout of gates neededltbtbe generator. Fanout in
the PRBS generator chain determines the maximum speed et Wia core generator can be
operated for a given gate topology. The number of gates mates the area of the PRBS
generator. It is also related to the operation speed becpaater area implies the some gates
have to drive longer lines, which limits the overall achieleabit rate. The overall power
that the generator will consume is also directly proposido the number of blocks required
to build it. Note that the count of blocks indicated in Tabld Boes not include the blocks
required to build the multiplexers needed to increase tie generator bit rate to the final bit
rate.

From Table 2.4, it is apparent that parallel PRBS generatotigerform series generators
in all cases where the PRBS is generated below the full degaarad multiplexing is applied.
In practice, for the sequence to be generated at full rategr@ womplex and power hungry
design is required for each flip-flop in the chain. On the ottaard, when multiplexing is used,
only the last stage of multiplexing needs to operate at thelftia rate. This greatly simplifies
the overall design and results in a smaller and more powerestticircuit.

Parallel PRBS generators have several other advantagesenes generators in high-
speed applications. First the fanout of the XOR gates andl@jgs is uniform throughout the
structure, making it easier to design each block and to lagntbut. Second, re-timing of each
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Series Architecture Parallel Architecture
No. of Blocks| Max. || No. of Blocks| Max.
| Generator Type Rate|| DFFs| XORs | Fanout|| DFFs| XORs | Fanout

full 7 1 2 - - -

27— 1 1/2 9 2 2 7 2 2
2T+ a8 41 1/4 11 5 3 7 4 2
1/8 15 11 3 8 8 2

full 15 1 2 - - -

215 1 1/2 17 2 2 15 2 2
P41 | 1/4 19 5 3 15 4 2
1/8 23 15 4 15 8 2

1/16| 31 38 8 16 16 2

full 23 1 2 - - -

22 1 1/2 25 2 2 23 2 2
2B+ 2841 | 1/4 27 6 2 23 4 2
1/8 31 18 4 23 8 2

1/16| 39 52 6 23 16 2

full 31 1 2 - - -

1/2 33 2 2 31 2 2

231 _ 1 1/4 41 6 2 31 4 2
2241 | 1/8 39 17 4 31 8 2
1/16 47 48 7 31 16 2

1/32| 63 186 7 32 32 2

Table 2.4: Comparison of the circuitry required for series and parallel PRBS generators of
different sizes

combinational logic gate is essential for correct operatibove 10 Gb/s because gate delays
are a large fraction of the clock cycle. Conveniently, datglenerators are structured such that
all parallel outputs are automatically re-timed and thererily one XOR gate between each
two flip-flops. On the other hand, series generators requeryalarge number of XOR gates
to produce appropriately shifted sequences as the mudtigeratio is increased (Table 2.4)
making them highly impractical. Third, since all outputstioé parallel PRBS generators are
re-timed, the first stage of multiplexing can be simplifiechstead of the usual high-speed
multiplexer that consists of five latches and a selector, [&ily one latch and a selector are
needed in this case. This further saves power and area.
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2.6. Summary

This chapter described how pseudo-random bit sequencedsecareated in several different
ways and what are the benefits and drawbacks of each appr&mies PRBS generators
have a very simple structure, but are cumbersome to use whéiplexing to higher speeds.
Parallel PRBS generators have more gates in their strydiutegenerate sequences suitable
for direct multiplexing. These properties make parallelgrators more suitable for high-speed
applications. This chapter also described how pseudosrarut sequences can be checked
for errors.
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3 27-1 PRBS Generator and
Checker Chip Design

In this chapter, the procedure used to desigha 1 PRBS generator and checker system will
be outlined. The chip described in this chapter was designedabricated in STMicroelec-
tronics’ 0.13um SiGe BICMOS process technology. First, system-level icenations will
be presented in section 3.1. Then, section 3.2 will presentésign details of each building
block that was used in the system. Simulation results of yiseem performance before and
after layout will be shown in section 3.3.

3.1. System Description and High-Level Simulations

A 27 —1 PRBS generator and checker system was designed to be usethtegaated self-test
block. The primary design goals of built-in self-test (B)Iocks are low power consumption
and small area. Thus, these were also the requirementssadytsiem. The third requirement
was to make the PRBS generator compatible with testing 88-&jstems. Therefore, the
generator must be able to generate 4 pseudo-random seq@2@Gb/s or higher data rates.
A block diagram of the entire system that was implementedgmis shown in Figure 3.1.

The only high-speed input to the system is a 12-GHz clockaigithe clock signal is
distributed by a tree of clock buffers to each of the chip comgnts. The pseudo-random
bit sequence is generated at half-rate (12 Gb/s) by2the 1 PRBS generator block. The
generator block has 8 outputs and each of them is delayed@mtely for multiplexing. The
eight 12-Gb/s PRBS streams are fed directly to an 8-to-dipteker (MUX), which produces
four PRBS streams at 24 Gb/s each. One of the four streamevglpd off-chip for testing.
The other three outputs are terminated on-chip. Even tholgtour 24-Gb/s signals are
generated such that they are ready to be multiplexed futth@d® Gb/s by a 4-to-1 MUX, the
4-to-1 MUX is not integrated on this chip.

The other part of the system is used for verification. In a testing system, the checker

25
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Figure 3.1: Top-level schematic of the designed chip

takes its input signal from the output of the device that im@peested. Then, this signal is
de-multiplexed down to the data rate at which the checkerateg, and the checker tests the
signal for errors. However, in this case, both the PRBS g#oeand the PRBS checker are on
the same chip. To be able to test the checker, its input ismtdkectly from the generator.

The input signal to the PRBS checker is at 12 Gb/s. Beforeriagt¢he checker, this
signal passes through a selector switch (SEL). The seleetorbe controlled manually to
switch between two PRBS sequences with different phasehé\switching point, errors are
introduced into the signal. This signal with manually cotied errors is fed into the checker
to enable its verification. The PRBS checker operates at 18 &id outputs one at-speed
pulse for each detected error. These error pulses are thtecbby a 5-bit counter. The five
error-count bits are provided as outputs for off-chip emamitoring.

3.1.1. MATLAB Simulations

The first decision in the design of the system was to choosedeegta series or a parallel PRBS
generator topology. The parallel topology inherently gatess 8 PRBS outputs that are ready
for multiplexing. However, for a series topology, the opdirway of generating 8 appropriately
delayed signals has to be found. Therefore, the algorithtietermine the connections needed
for delayed PRBS signals (Figure 2.4) was implemented in MXB. The code is attached
in Appendix A.1. This algorithm was run iteratively to findetltombination that requires
the minimum amount of XOR gates. Note that, because thed®eay reference is arbitrary,
several options exist for selecting the delays even tholgliélay spacing is fixed.
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3.1.2. Simulink Functional Simulations

Simulink was used for functional simulation of the PRBS gatw, 8-to-4 multiplexer, and

checker blocks. It was also employed to verify functionarectness of the parallel PRBS
generator by comparing its output to that of the simpleséseayenerator. This was possible to
carry out by visual inspection because the sequence lesgthly 127 bits. These simulations
were also used to estimate the power and area (in terms ofemumhigates) requirements of
the parallel and series generator. The final versions of ¢petierators are shown in Figure 3.2.

In the case of the series PRBS generator, re-timing flip-flopgequired after the combi-
national logic to align all signals with the clock, beforeltiplexing. The second problem with
combinational logic is that it requires the fanouts of thétshkgister flip-flops to be different,
and therefore have different delays. Even very small tinviagations can significantly affect
operation at high speeds. The total number of gates needbioase is 11 XOR gates and
15 D-flip-flops, resulting in an estimated power of 242 mW farGb/s operation.

The parallel generator avoids the problems mentioned athaweks to its regular structure.
The outputs are automatically re-timed and delayed apjaiaty. The fanout for all XOR
gates and flip-flops is uniform, thus delays are equalizece total number of gates needed
in this case is 8 XOR gates and 8 D-flip-flops, consuming apprately 140 mW at 12 Gb/s.
The parallel PRBS generator was chosen to be implementatifosystem because it saves
area and 42 % power compared to the series generator.
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The schematic of the PRBS checker is shown in Figure 2.10pksation was also verified
with Simulink.

The useful attributes of Simulink are that the simulatioas be performed quickly and
Simulink’s schematics are useful for debugging Cadencersalics. The Simulink schematics
are given in Appendix A.2.

3.1.3. Verilog Timing Simulations

After functional verification, Verilog was used for prelinary timing simulations of the gen-
erator, the MUX, the PRBS checker, and the clock tree. Inelsasulations the maximum
allowed delay was found for each building block, dependingt® fanout. A clock frequency
of 15 GHz was used to have margin over the target 12-GHz cl@guency. The maximum
allowed block delays, summarized in Table 3.1, were obthfnan Verilog simulations and
used as design targets in transistor-level design of thidibgiblocks. The Verilog code is
located in Appendix A.3.

3.2. Design of Building Blocks

Once high-level system simulations were completed, eadividual block was designed at
the transistor level and simulated using Spectre. The chpdesigned in the STM’s 0.13n
SiGe BIiCMOS technology with heterojunction bipolar tratsr (HBT) f7 of 160 GHz [18].
This process technology has 6 metal layers. The design guoeend schematics of each
block will be given in this section.

3.2.1. 1-mA and 2-mA Latches

Three types of latches were designed for different parthefsiystem. All three employ the
same basic BICMOS CML topology but have different componatties. This is done to

Fanout = 1| Fanout = 2| Fanout = 3
Maximum XOR delay| 16 psec 19 psec 22 psec
Maximum Latch delay 16 psec 19 psec 22 psec

Table 3.1: Maximum allowed block delays for system operation with 15-GHz clock
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customize each latch to its load conditions and thus saveepadere the load (fanout) is
small. Schematics for the three latches are shown in Fig@re 3

To bias the latches for fastest switching time, the tail entr;,;; and the transistor sizes
are related by

Itail Itaill
W= = 3.1
Jpeak—fT,J\/[OS 03mA/um ( )
for MOSFETSs in any technology, and by
ICLi Iai
lo X w, = todl lodl (3.2)

Jpeak—fpapr  O6MA/pm?

for HBTs in the 0.13.m SiGe BiCMOS technology [5].

In this work, it was important to achieve the lowest powerstonption possible. Therefore,
latches with low fanout, like master latches of D-flip-flopsere designed with the lowest tail
current possible that still obeys equations 3.1 and 3.2. IdWest tail current is set by the
minimum allowed HBT size in the technology, whichis< w. = 0.64um x 0.2um. Thus, the
tail current was chosen to be 1 mA. Next, the MOSFETs werasizeording to equation 3.1.
Simulations indicated that the 1-mA latches worked up to bfs@wvhich met the design goal,
S0 it was not necessary to increase the current for achi¢vendesired bit rate.

The output swing\V' = R, x I,,; of the latches was changed depending on the next stage
coming after the latch. If the latch was used to drive the HRir pf a BICMOS block, AV
was set t300mV/, which is adequate to fully switch an HBT differential patigure 3.3(a)).
If the latch was used to drive the MOS pair through a stage daftenfollowers, therAV was
set to500mV/, which is required to switch a MOSFET differential pair ir18,.m technology
(Figure 3.3(b)).

In places where the fanout of a latch was larger than 2, tle kail current was increased

I By
= R.=300Q = R =250Q ouT
ouT
>

A

Ira=1mA Irac=1mA Iral=2mA

(a) 1-mA, 300-mV swing latch  (b) 1-mA, 500-mV swing latch  (c) 2-mA, 500-mV swing latch

Figure 3.3: Detailed schematics of the designed latches
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to 2 mA (Figure 3.3(c)). Transistor sizes were increaseoraiegly. This configuration was
used in the slave latches of D-flip-flops that had to drive twaRXgates, a 2-to-1 MUX, and
the associated interconnect.

All latches and gates in this chip use the BICMOS CML logicdimgy, but differ from
previous designs [6]. In the current design the feedbackcsdiollowers are removed to save
power, and peaking inductors are removed to save area. Thasges are permitted because
the parallel PRBS architecture allows the shift registeygerate at lower bit rates than in [5].

3.2.2. 12-Gb/s DFF

D-flop-flops are used in the core part of the PRBS generateiPRBS checker and the error
counter. A schematic of the DFF is illustrated in Figure 3Howing the master and slave
latches and the clock emitter followers.

The DFF topology is also an improved version of the one pitesan [6]. The clock source
followers are replaced by emitter followers which are abldrive a larger capacitance per unit
current. Notice that the DFF contains only one set of emiittdowers for both latches. This is
done to both reduce the load on the clock distribution baféerd to save power compared to a
DFF configuration where each latch has its own emitter fodicsy

The D-flip-flops used in the PRBS generator have the 1-mA latdfigure 3.3(a) as the
master and the 2-mA latch of Figure 3.3(c) as the slave. Tawe satch of each generator DFF
needs a larger tail current because it has to drive two XOBsgatd a 2-to-1 MUX. Together
with the clock emitter-followers, this results in a curreft5 mA from 2.5 V, thus a power
dissipation of only 12.5 mW for a DFF that operates at 12 Gb/s.

25V 25V 2.5V
J RL g R|_
CLK
o ¢
o—|—
IN
o | —— | — ¥ | —
+——
|
S S !

o ﬁ
== =|

1mA 1mA 1mA

Figure 3.4: D-flip-flop schematic
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Unlike the flip-flops of the generator chain, in the PRBS clee@nd counter most flip-
flops have a fanout of 1. In this case, the latches of Figur@Bahd 3.3(b) are used as the
master and slave, respectively, for a total 12-Gb/s DFF pofve0 mW.

3.2.3. Selector, XOR, and AND Gates

In addition to latches, the other digital blocks that areduisethis system include selectors,
XOR gates, and AND gates. Their schematics are shown in &igs. Selectors (Fig-
ure 3.5(a)) are employed in the final stage of each 2-to-1 MUXachieve a 24 Gb/s signal
at the output, the tail current was chosen to be 2 mA, with gleiended swing of 250 mV.
Transistors were sized by following the same procedurerafiélatch.

XOR gates (Figure 3.5(b)) and AND gates (Figure 3.5(c)) asighed with 1-mA tail
currents because their fanout is 1 in most cases. Howesyr differ from the latch and the
selector topology by having emitter-followers at one of thuts. These emitter-followers
are necessary to step-down the DC voltage level from the 8p phir to the bottom MOS
transistor pair; they cannot be shared between gates.

3.2.4. 24-Gb/s 2-to-1 MUX

The 2-to-1 MUX block is repeated four times to build the 84th#UX that outputs four 24-Gb/s
PRBS streams. The 2-to-1 MUX schematic is shown Figure 3.6te khat only one latch
and one selector are used to build the MUX, unlike the morenaom5 latches and selector
configuration [17]. This is acceptable because the sigraigygrom the PRBS generator into
the MUX are already re-timed.
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Figure 3.5: Detailed schematics of other blocks
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Figure 3.6: 2-to-1 MUX schematic

Since the non-latched input to the selector comes from thergéor DFFs, which have
500 mV swing, the latched input must also have 500 mV swingrdiore, a 1-mA latch with
500 mV swing (Figure 3.3(b)) is used in the 2-to-1 MUX in frasftthe selector. The clock
emitter followers are shared between the latch and thetseletthe 2-to-1 MUX, as in the
DFF.

3.2.5. Clock, Data, and Output Buffers

One of the most important parts of the PRBS generator anckehsgstem is the clock tree.
It is a tree of CML buffers designed to deliver the 12-GHz kls@nal synchronously to all
latches in the system. The schematic of one clock bufferagvahin Figure 3.7(a). It consists
of an HBT differential pair preceded by emitter followershelswing is set to 500 mV, to be
able to switch the MOS transistors at the clock inputs of #tehes. The tail current in the
differential pair is set to 2.5 mA for adequate bandwidth.

To reduce the number of clock buffers in the system, and thisave power, the fanout
of each buffer is set to 4. This high fanout is possible besansach flip flop, the emitter
followers on the clock path are shared among the two latchesy also serve as the final stage
of clock buffering.

It is very important to ensure that the paths traveled by thekcsignal have identical
delays. This ensures that the clock arrives to all flip-floph whe same phase. Thus, a lot
of attention was payed in the layout to ensure equal-lengiimections between clock buffers
and from the clock buffers to the flip-flops.

In addition to clock buffers, two other types of buffers ased in the system. These are
data buffers and 50 output buffers, shown in Figure 3.7(b) and Figure 3.7(cpeetively.
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Figure 3.7: Detailed schematics of buffers

Data buffers are employed as intermediate buffers to emhdresignal, or before driving a
large load. 507 output buffers are used only on the outputs, to drive ext&®a&) loads. The
50<2 load and the 300-mV swing requirement restrict the tail @oiriin these buffers to be
12 mA.

3.3. System-Level Design and Simulations

A detailed schematic of the entire system that was impleetean-chip is illustrated in Fig-
ure 3.8. The power consumption of each sub-block is sumetiiz Table 3.2.

Throughout the design, every building block, such as a laichn XOR gate, was ex-
tensively simulated at the transistor level using Spedrensure that it behaves as desired.
Simulated eye diagrams of a latch and a D-flip-flop with a 15z@kbck input are shown in
Figure 3.9.

Power Consumption
2”7 — 1 PRBS Generator 145 mW
8-t0-4 MUX 50 mW
PRBS Generator Clock Tree 75 mW
27 — 1 PRBS Error Checkel 200 mW
5-Bit Error Counter 80 mw
PRBS Checker Clock Tree 75 mW
Output Buffers 300 mW

| Total | 925 mW |

Table 3.2: Power consumption of the chip sub-blocks
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After the operation of building blocks was verified, the gystsub-blocks, like the gener-
ator and the checker, were simulated by themselves. Fjrth#ysub-blocks were assembled,
and the entire system was simulated, including a model ofa$tiesetup. A simulation of the
system with input clock frequency of 15 GHz is shown in Fig8r&0. Figure 3.10 shows
(from bottom to top) the 15-Gb/s error-fréé— 1 PRBS signal coming from the generator; the
30-Gb/s output signal from the 8-to-4 MUX; the distorted@Bbfs input to the PRBS checker;
the errors detected by the checker; and the 5-bit count cérifoe counter.

During the layout design process, a lot of attention was paithe symmetry of each
building block, and to the interconnect between blocks taimize the impact of transistor
variations and mismatches. All blocks used unit-size tsdoss with identical orientation to
form all other transistors sizes. Since all signals areehffitial, the path lengths of the two
wires carrying the signal were equalized, especially indlbek distribution tree. 1-pF MIM
capacitors were added in the current mirror for decouplihdditional decoupling capacitors
were connected between ground and VDD for filtering of powgap$y noise. Metal 1 and
metal 2 were used for ground and VDD, respectively. All hggeed signals were routed in
metals 5 and 6 to reduce their capacitance to ground. Caignohls were routed using metal 3.
The layouts of the clock buffer, the XOR gate, and the flip-toyl given in Figure 3.11.

After the layout was completed, simulations with extracpedasitics were carried out.
The extracted parasitics included series resistancest,sand coupling capacitances of all
nodes. A simulation of the system after extraction is shawhigure 3.12. In this figure, the

(@) Clock buffer layout (b) XOR gate layout (c) D-flip-flop layout 60um x 63pm)
(30pm x 25um) (30pm x 63um)

Figure 3.11: Layouts (from left to right) of the clock buffer, XOR gate, and flip-flop (2
latches and emitter followers)
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Figure 3.12: System simulation after extraction with 11-GHz clock

signals (from bottom to top) are: two 11-Gb/s error-f2dée- 1 PRBS signals coming from the
generator; the 22-Gb/s output signal from the 8-to-4 MU dlistorted 11-Gb/s input to the
PRBS checker and the errors detected by the checker.

3.4. Summary

This chapter described the design considerations foethe 1 PRBS generator and checker
chip, starting from high-level MATLAB and Verilog simulatns. Detailed schematics of all
system blocks were shown, together with the ideal and extlasimulation results of the entire
chip. The chip was designed and fabricated in STMicroat@ats’ 0.13m SiGe BICMOS
process technology.
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4 Experimental Results

This chapter will describe the experiments performed tosueathe performance of the fabri-
cated2” — 1 PRBS generator and checker. The chip is shown in sectiorSgdtion 4.2 will
present the measurement procedure of the PRBS generattiteaoltained results. Similarly,
the measurement procedure and results for the PRBS cheitkie wescribed in section 4.3.

4.1. Fabrication and Test Equipment

The chip was designed in the STM’s 0.L3» SiGe BICMOS technology with HBTf of
160 GHz [18]. The die photo of the fabricated chip is showniguFe 4.1, with the PRBS
generator and checker identified. The total, pad-limiteigh enea islmm x 0.8mm. The
PRBS generator and 8-to-4 MUX together occupy and ar8aim x 178um and consume
235 mW. The PRBS checker and error counter have an argd@dpfn x 349um and power
consumption of 350 mW. The rest of the power is consumed ithput buffers, adding up
to a total measured power consumption of 940 mW.

The fabricated chip was tested using an Agilent E4448A PSkesespectrum analyzer
for verifying the bit rate and periodicity of the generateldB2sequence on one of the two
differential outputs. Furthermore, an Agilent 86100C DG#stilloscope was employed to
monitor the other differential output. The oscilloscopeapable of identifying, locking, and
characterizing the jitter of digital sequences as long'as- 1 at data rates beyond 40 Gb/s.
In the absence of a 40-Gb/s BERT, use of the oscilloscope ssengal for confirming the
correctness of the generated sequence.

39
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Figure 4.1: Die photo of the fabricated chip

4.2. 27-1 PRBS Generator Measurements

On-chip testing of th@” — 1 PRBS generator was performed first. The test setup for gemera
measurements and the results are described next.

4.2.1. Generator Test Setup

A detailed measurement setup for the PRBS generator cis@hibwn in Figure 4.2. A 20-GHz
signal source is used to generate the clock, which is pabsaagh a 40-GHz-bandwidth power
splitter. One output of the splitter is used to synchronieedscilloscope, and the other output
is used as the clock input to the chip. The clock signal isiedpio only one side of the
differential clock input. To be able to bias the clock inptutlee right DC voltage, it is passed
through a bias-tee before connecting it to the chip. Theratlogk input is also connected to a
bias-tee, and then terminated in 80

The input clock and the output PRBS signal are provided omtioodf the chip using differ-
ential 67-GHz GSGSG probes. The output signal was taken limimsides of the differential
output. One side was connected through a DC-blocking capaoi the remote head of the
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Figure 4.2: Measurement setup for PRBS generator

digital oscilloscope. The other output was connected tinanother blocking capacitor to the
spectrum analyzer.
To provide all the necessary DC signals and supply currghttgenerator, a GPPGPPGPPGPPGPPC
DC probe was used on the top side of the chip and a PGPPG prabased on the bottom.
The top DC probe used is bigger than required because thaereaC probe of the right size
available. The unconnected pads on the bottom are the suipttie error counter. A second
DC probe (like the one on top), could not be connected on thtemme because it did not fit on
the probe station. Therefore, during the first round of mgstonly the PRBS generator could
be tested.

4.2.2. Generator Measurement Results

The 2" — 1 PRBS generator (together with the 8-to-4 MUX) was tested sy fipplying a
relatively slow clock signal and verifying the correctnesshe generated sequence. The mea-
surement results of the 12-Gb/s PRBS are shown in Figure #h3av$-GHz clock signal.

Figure 4.3(c) shows the spectrum of the 12-Gb/s PRBS outfhas asin(x) /z-type shape
with nulls at multiples of the clock frequency, indicatindrX logic. A zoomed-in version of
the same spectrum is shown in Figure 4.3(d), with spectregspaced apart by 94.5 MHz.

This tone spacing is equal to the bit rate divided by the seciéengttD4.5M Hz = 12””45,
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Figure 4.3: Measurement results of the PRBS generator at 12-Gb/s

indicating that the correct pattern length of 127 bits isi@etd. Figure 4.3(a) shows a fully-
open eye diagram at 12 Gb/s. However, this does not guartraeevery bit of the generated
sequence is correct. To confirm the correctness of the sequ#re oscilloscope was locked
to a 127-bit long pattern, and the pattern was checked blitblyy scrolling through it (Fig-
ure 4.3(b)).

The same procedure was repeated for output data rates gangin 8 Gb/s up to 24 Gb/s
in 2-Gb/s steps. Output characteristics at these bit raleswammarized in Table 4.1. The
highest bit rate at which the PRBS generator was found to workectly is 23 Gb/s. Plots
confirming correct operation at 23 Gb/s are shown in Figude Zhe time-domain sequence
. . 23Gb/s
is correct (Figure 4.4(b)) and the spectral tones are spapad by180.9MHz = 1276243

(Figure 4.4(d)).
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Output Bit Rate

Jitter (rms)

Eye Amplitude

Rise Time

Fall Time

Eye SNR

8 Gbl/s

1.39 psec

299 mV

23.3 psec

21.1 psec

14.58

10 Gh/s

1.25 psec

294 mV

22.2 psec

21.1 psec

12.57

12 Gb/s 1.44 psec 289 mV 22.67 pseq 16.0 psec| 11.04
14 Gb/s 1.453 psec 282 mVv 21.78 pseqg 15.56 pseq 10.07
16 Gb/s 1.534 psec 276 mV 22.22 pseg 16.0 psec| 9.32

18 Gh/s

1.451 psec

268 mV

20.44 psegq

18.67 psed

9.29

20 Gb/s

1.337 psec

251 mV

11.07

22 Gbl/s

1.518 psec

257 mV

20.67 psegq

18.67 psed

7.75

23 Gb/s

1.349 psec

248 mV

20.0 psec

14.44 psed

9.68

24 Gb/s

1.276 psec

268 mV

8.02

Table 4.1: Performance summary of the PRBS generator at different bit rates
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Figure 4.4: Measurement results of the PRBS generator at 23-Gb/s
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To further illustrate that the correct sequence is genérateit rates up to 23 Gb/s, the
output was saved using the oscilloscope, and plotted a@gainsleal2” — 1 PRBS generated
using MATLAB, as shown in Figure 4.5. Correct PRBS generati@s also obtained with
clock frequencies as low as 100 MHz, demonstrating the vedg Wwandwidth of the PRBS
generator.

With a 12-GHz input clock and a 24-Gb/s output, an open eyeolvtsned (Figure 4.6(a)).
Also, the spectrum tones have the right spacingRef2\ Hz = ?‘;fb%j (Figure 4.6(c)). How-
ever, the oscilloscope could not be locked to the sequenaeserve it in time domain. There-
fore, even though all logic blocks inside the generator afgaunp to 24 Gb/s, their delay relative
to the clock cycle time limits error-free PRBS generatio®8Gb/s. The” — 1 PRBS gen-
erator produces 4, appropriately delayed, parallel owpeams at 23 Gb/s each, which can
be further multiplexed to an aggregate PRBS output at 92 Glt¥sminimal circuitry. The
4-channel PRBS generator consumes 235 mW from 2.5 V, whatiltsein only 60 mW per

output lane.

The PRBS generator produces an output at 24 Gb/s, which ntlearpsn the generator
core, latches that consume 2.5 mW are switching at 12 Gb/shélbest of my knowledge,
this is the lowest power latch operating above 10 Gb/s in adgrtology [19]. This BICMOS
CML latch implementation works with 1-mA tail current froneb-V supply. Other recently
reported sub-3.3V bipolar logic families [20—-22] consungnsicantly more power because
they require doubling the tail current for a given logic ftion. While 130-nm or 90-nm MOS
CML latches operate from 1.5-V or lower supplies, they regjunore than 2 times higher tail
currents and inductive peaking to operate above 10 Gb/s gfieetting the advantage provided
by the lower supply voltage [23].

Generated 2 -1 PRBS at 23 Gh/s
0.2 T T T

Amplitude (V)
(=]

1 1 1 1 1 1 1 1
41 4.2 43 4.4 45 4.6 4.7 4.8
time (sec) x 10
Generated 2 -1 PRBS at 12 Gb/s

45 5 55 6

Amplitude (V)
(=]

. time (sec) x 10°°
Ideal 2" - 1 PRBS

20 40 60 80 100 120 140 160

bit TG ber

Figure 4.5: Measured 23-Gb/s (top), measured 12-Gb/s (middle), and ideal (bottom) time
domain 27 — 1 PRB-sequences
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Figure 4.6: Measurement results of the PRBS generator at 24-Gb/s

4.3. PRBS Checker Measurements

This section presents the test setup and measuremensrestiie PRBS checker and error
counter. These tests were performed a few months after trerg®r measurements.

4.3.1. Checker Test Setup

The test setup for the PRBS checker, shown in Figure 4.7migssito the generator test setup.
In this case GPPGPPGPPG DC probes were used both on the tapthedbottom to be able to
apply all DC inputs to the chip and to have access to all countgputs. As before, the output
PRBS was observed using a spectrum analyzer and a digitdbssope to confirm correct



46 Experimental Results

operation of the generator during checker measuremenéscdimter outputs were connected
to another, low speed, oscilloscope.

4.3.2. Checker Measurement Results

As was shown previously in the chip schematic of Figure 38eas to the PRBS checker is
possible only through the generator on the input side, ahdtbrough the error counter on the
output side. The input to the checker comes from the PRBSrgemeéhough a selector. The
selector is manually controlled by a power supply to switetwen two possible inputs to the
checker. At the switching time, the checker is not synclreaito the input from the generator,
and errors result. The output of the checker is accessillyeasra bit count from the 5-bit error

counter.

When measuring, the PRBS generator was first set up to gerecarrect output, which
means that a correct PRBS was applied to the checker. Atdins all outputs of the counter
have to be at logic 0. Then, the voltage value of the SWITCHitmmas changed to introduce
errors into the checker. However, as shown in Figure 4.8eth@ counter outputs were ob-
served to switch all the time, without regard to the correstnof the generator output. This

CLOCKIN

Spectrum
Analyzer

Oscilloscope

Figure 4.7. Measurement setup for PRBS checker
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means that errors were detected by the checker, and erreegpulere produced constantly,
even with a correct PRBS input.

The possible cause of this problem is that there is no symctation of the clock with the
data on-chip. Instead, the PRBS output from the generatmonsected directly to the error
checker by @00 um-long transmission line. However, interconnect and cirdelays may
offset the checker clock signal with respect to its data inpu this case, the checker would
always observe a wrong PRBS input and produce pulses, whecthen counted by the error
counter.

Originally, the plan was to have a separate input into thekdre However, due to the lack
of high-speed probes, the design was changed such thattinelkecker input comes directly
from the PRBS generator. A variable delay block is neededdx the PRBS generator and
the error checker to compensate for the propagation deldedbgic and along the connecting
line.

Thus, correct functionality of the PRBS checker could notletcted during this round of
testing. More measurements will have to be performed tafgldre exact cause of the problem
and solve it.

4.4, Summary

Measurement results of the fabricated PRBS generator aodatrecker chip were presented
in this chapter. Th@” — 1 PRBS generator was found to operate correctly up to 23 Gb/s.
The individual generator blocks switch at a bit rate of 24 Ghus, individual latches that
consume 2.5 mW worked at 12 Gb/s. To the best of my knowletiigerepresents the lowest
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power latch operating above 10 Gb/s in any technology. UWaf@tely, there were problems
with testing the error checker and counter.



Comparison and Power
5 Optimization of High-Speed
Logic Topologies

In the previous chapters various PRBS generator topolagées compared in terms of their
power and speed characteristics, and the fabricated claplescribed. In this chapter avenues
for further speed improvements and possible power reduafohigh speed digital blocks
will be presented. This chapter will concentrate on thedistor-level gate design. Several
high-speed logic families (such as CML and CMOS) will be cangal in terms of their speed
performance, power and area requirements.

In section 5.1 an overview of existing high-speed digitaegawill be given. Current-mode
logic latch design will be outlined in section 5.2. Possiloigrovements to the existing latch
topology will be presented in section 5.3. The performarfadifeerent BICMOS latches will
be compared in section 5.4 and a comparison with 65-nm CM@i8 Valll be done section 5.5.

5.1. High-Speed Digital Logic Gates

Usually, in high-speed digital applications, CML logic gsatare implemented as cascoded
differential pairs. The logic function is achieved by swiitog a constant currerit,; from one
side of the differential pair to the other side. The currartstransformed into low and high
voltage levels when they pass through the load resistors.difference between the low and
high levels (logic swing) is smaller than the supply voltaghich is one of the reasons for this
topology being fast. The collection of logic gates impleteein this manner is called current-
mode logic (CML) [24]. Some of the logic gates of this famikg&hown in Figure 5.1. An OR
gate is not shown because it can be formed from an AND gate MoBgan’s Theorem, that
is, by negating the inputs and the output. Negation of sgydaks not require extra circuitry
because all gates are fully differential. Figure 5.1 shdweslbgic blocks composed of both
NMOS and SiGe hetero-junction bipolar transistors (HBER¢e, this logic topology will be
referred to as SiGe BiCMOS CML logic.

49
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Figure 5.1: CML digital gates

CML gates can also be implemented with only NMOS devices, liclv case they will
be referred to as MOS-CML logic [25]. The original implematin of CML gates was with
only bipolar devices. Nowadays bipolar devices usuallyeghigher supply voltages than
MOSFETSs due to largérs, so their use is becoming infrequent.

Another variation that is often done to CML gates is to addseuor emitter followers on
the inputs and/or the outputs of the gate. When implemenit#dMOS transistors, this logic
family is called Source-Coupled FET Logic (SCFL) [24]. Irethipolar version, it is called
Emitter-Coupled Logic (ECL) [26]. ECL logic can usually opte faster, because the added
emitter/source followers decouple the node capacitaatése expense of power consumption.
Some ECL gates are shown in Figure 5.2. Similarly, gatesdatible emitter followers can be
built, with even higher supply voltage and current consuamptit should be noted that circuits
with followers may become unstable, and that source foltewlegrade the signal. Due to the
high power consumption of ECL gates, they will not be desatibere further.

The performance of CML digital gates highly depends on fthef the transistors. The
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Figure 5.2: ECL gates
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frequencyfr is defined as the frequency at which the current gain (f the transistor is equal
to 1. fr depends on the dc bias current through the transistor, asties a maximum for some
bias current. The bias current for whighis maximum, when normalized to the transistor size,
is called the pealf+ current density. For optimal performance, the transistoeslogic gate
have to be biased such that they are at the pgaturrent density. Optimal performance means
that the maximum switching speed is obtained for a giverecuirconsumption.

For NMOS transistors, the peak-current density,/, r,. 1105, Stays constant &t3 mA/pm
as long as the constant field scaling rules apply [27]. Thigies that transistors in different
technology nodes, or with different widths and lengths atdgame technology node, must be
biased at pealf; current density when the bias curreiits and the transistor widthi” are
related bylps/W = 0.3 mA/um. Figure 5.3 shows plots gf; for several technology nodes
and NMOS transistor sizes [6].

For HBT transistors, the peaj- current density.(,, ;. 7 s in mA/um?) varies across tech-
nology nodes but remains constant to a first order approlamé&adr transistors with different
emitter lengths in a given technology. Tlig versus transistor bias current is plotted in Fig-
ure 5.4 for0.25 um SiGe HBTs and several emitter lengths [24].

200 T LI N B

Figure 5.3: NMOS fr as a function of current density for several technology nodes and
transistor sizes
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Figure 5.4. HBT fr as a function of bias current for several transistor sizes

5.2. SiGe BICMOS CML Logic / CML Latch Design

This section will present several possible BICMOS CML latgpologies. The latch is chosen
as a representative block because it contains the larggsitazapacitance. Furthermore, the
latch operates at the full clock frequency, rather than atd#ta rate. Design of the latch is
critical because it is needed in data re-timing and syndhation, which is essential to ensure
the correct operation of high-speed logic. The design ehkes shown in Figure 5.5 will be

described in this section, and followed by a performancepariaon.

The design of a CML logic gate starts by selecting dc voltayels at each node. The
dc levels have to be such that when the inputs and output ravddsalanced (zero differential
signal) then all transistors are in saturation. Thusthgeof NMOS andV; of HBT transistors
have to be approximately. 7V and0.9 V' respectively (ir).13 um technology). Next, the tail
current/,,; and load resistor&; are chosen to produce the desired voltage suihg

AV = LRy (5.1)

AV is the single-ended voltage difference between logic-lod/lagic-high of the gate. When
the inputs and output are balanced, the voltage drop aétp$ss0.5 - AV. The supply voltage
Vpp required for this gate is given by the sum of @l or V;5 voltage drops in the transistor
stack and the voltage drop acrdss. The power consumption of the gate is thiep Vpp.



5.2 SiGe BICMOS CML Logic / CML Latch Design 53

VDD VDD

- >
ouT
=
$ =g

" o

(o]
WS

CLK°_| |_| CLKZ_| I_l

(=

ltain hai

(a) BICMOS CML latch (b) MOS CML latch

Figure 5.5: CML latch schematics

The switching speed of the gate depend<s\dn, /,,,;, and node capacitances:

AV x C/W
Itail/W

switching time o (5.2)
WhereC/W andl,,; /W are technology parameters. Hence, to increase the switspieed,
the bias point must be chosen such thatAié needed to fully switch the transistors is small.
Also, the transistors themselves must be small to minimaacitance, but the current must
be as large as possible. However, increasing the curresitgdseyond the pealf; current
density increaseAV. For MOSFETS, the region below the pegk-<current density bias cor-
responds to operation according to the square law modehelsquare law region, the swing
required to fully switch the transistor is given by [28]

AV > V2Vgpp (5.3)

However, when the device is biased at or above the geaturrent density, the square law no
longer applies. In this case the swing required to switchrdnesistor is approximately [6]

The AV of eq. 5.4 is larger than that of eq. 5.3 both because the cigeffiis larger and/z - is
larger. From this discussion it follows that, for best periance, MOSFETSs have to be biased
close to, but below the peak- current density. Therefore, the bias currépy is chosen to be

Itail = Wgate X prTJ\/[OS (55)



54 Comparison and Power Optimization of High-Speed Logic Tpologies

With this bias current, the MOSFETs are biased at half pgakurrent density when the
inputs are balanced, and at zero or full pgakeurrent density when the inputs are switched
to one side.Vgrr that corresponds to half pedk-current density i$00mV in a0.13 um
technology. To account for temperature and process vangi\ V' is chosen to bé00 mV to
500mV..

The swing needed to fully switch a bipolar transistor can$d®e as four times the ther-
mal voltage [28], but in practice needs to 2@) mV to 300 mV when temperature, process
variations, andRx1,,; voltage drop are taken into account. The tail current foreSHBT
transistors is chosen such that it corresponds to 0.75 toeak+; current density when the
inputs are balanced, or to 1.5 times pegakeurrent density when the inputs are switched [29].

Itaz'l =15x We X le X prTHBT (56)

Even though in this case the pegk-current density is not constant across technologies, it is
still constant for different-size HBTs, when the bias caotris normalized to the emitter area.

In addition to the latch topologies shown in Figure 5.5, othedifications are possible for
increasing speed and/or reducing power. To increase thelsmng speed, peaking inductors
can be added to the load. Inductors reduce the capacitame®tequation 5.2 by resonating
it out. For power reduction it is possible to operate theHatcwithout the current source
transistor. This allows to decrease the power supply veltelgle using the same total current,
thus the power consumption is reduced [19].

The performance of latches can be compared based on theircomstant-. The time
constant is suitable for comparison because both the pabipagdelay through the latch and
the rise and fall times are proportional to it. An approximatof 7 for latches can be derived
similarly to 7 for cascode circuits [6]7 is a sum of open-circuit-time-constants at the input
and output nodes and accounts for the farlouEquation 5.7 gives an approximationofor
a BiCMOS cascode latch. When deriving equation 5.7, it ismesl that the latch is loaded by
a similar latch, but with a tail current éf x I,,;; in which all transistors and their capacitances
are k times larger. Also, it is assumed that the output of the lascbonnected to the top
(bipolar) pair and not to the bottom MOSFET pair. Figure Hi6strates the relevant parasitic
capacitances used to derive the latch time constanhe first term of equation 5.7 is the time
constant £;,,) at the clock input of the latch. The second term;() is the time constant in
the middle (cascode) node of the latch. The third tery X represents the charging of output
capacitances by the tail current. It takes into account tlieeiMcapacitance of the latching
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Figure 5.6: Time-constant derivation for a BICMOS latch

pair. The fourth term+;,,,...) describes the fanout of the latch.

TBiCMOS—Latch == Tin + Tmid + Tout + Tfanout =

R AV m
— ¢ {Ccs-i- <1+g ’MOS) CGD}

Ry, L 9m,HBT
" 20 + Cps + Cap
9m,HBT
A
I l {2Cpc + 2Ccs + Cpg + (1 + gmasrRr) Cpe + Cint}
tar
AV
I l {CrE + (1 + gmuprRL) Cpc} (5.7)
tar

A similar expression can be derived for MOS-CML latches, rehadl devices are NMOS
transistors (Figure 5.5(b)). It is given in equation 5.8.

TMOS—Latch = Tin + Tmid + Tout + Tfanout =

RG AV
Cas + 2C,
RL Itazl { «s GD}

n 2Cqs + 2Csp + Cpp + Cap
9m,MOS

I l {2CGD +2Cpp + Cas + (1 + gmmosRr) Cap + Cint}
tai

A
Itazl

{Cas + (1 + gmmosPRr) Cop} (5.8)
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5.3. Power and Speed Optimizations of CML Latches

After presenting the basic CML latches and how they are desigthis section will describe
the possible modifications that can be done to further redoeger consumption and improve
the speed at which these latches operate.

The CML latches presented in the previous section requitgplg voltage of2.5V. As
seen in Figure 5.5).4V - 0.7V are spent on the transistor that sets the tail current in the
latch. This transistor can be eliminated to reduce poweswamption without sacrificing per-
formance. The new latch configuration is shown in Figure Now, the latch can operate
from 1.8V, or lower, with the same current as before. The speed peafocenis maintained
because\V, I,,;, and all capacitances are kept constant. However, precantist be taken
in the design process to ensure that the current througtatbleds of Figure 5.7 is the same
as in the latches of Figure 5.5. The supply voltage can bedureduced with newer process
technologies, in which smaller voltage drops are neededdoh stacked MOSFET transistor.

Biasing of the CML latches of Figure 5.7 proceeds similadyttie earlier case. Since
there now are two separate branches that go to ground, thentur each branch i,..,., =
0.5 - L4, Wherel,,; is the corresponding tail current of the latches in Figuke 3he MOS
transistors are sized such th&}..c = Iyrancn/0.5J, 10105 When there is zero differential input
to the latch. The SiGe HBT transistors are sized suchihatl. = Ii,qncn/0.75J, 1, 157 When
there is zero differential input to the latch. This choicelgf,.., and transistor sizes results
in peak{7 current density biasing and thus maintains the optimalchwig characteristics
described in section 5.2. The time constafdr each latch of Figure 5.7 can also be calculated
using equations 5.7 and 5.8.

VDD VDD

17

o Lﬁ‘; o
CLK CLKZ_| I I_|
INRINE IR

(a) BICMOS CML latch without current (b) MOS CML latch without current
source source

(o]
s

(o]
s

Figure 5.7. CML latch schematics without current source and Vpp reduced to 1.8V
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Figure 5.8: CML latch schematics with shunt inductive peaking
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peaking and without current source peaking and without current source

Figure 5.9: CML latch schematics with shunt inductive peaking and without current source

The second modification that can be applied improves spe@dutirequiring more power.
This is achieved by adding shunt peaking inductors to tlehést discussed so far. The induc-
tors are added as part of the load and are used to extend ttieidi@mof the circuit by reducing
the effect of the output capacitance (which is dominant)c&ithe inductors are connected in
series with the load resistors, they can be added to thedatmfboth Figures 5.5 and 5.7. The
latch topologies with inductors are shown in Figures 5.8, &u9.

The peaking inductors do not affect the biasing of the tsdoss, but they reduce the time
constant of the latch, and thus allow it to operate faster. flad group delay response (i.e.
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minimum deterministic jitter), the inductor value is setgtaccording to

2
L= CofiL (5.9)

3.1
whereR;, is the load resistance aind,,; is the total capacitance at the output node. This value
of L improves the output time constant 1.6 times. For a BICMOS Gdath, the improved

becomes

TBiCMOS—Latch—Ind =~ Tin T Tmid T Tout T Tfanout =
Ra AV m
- ¢ {CGS+ <1+—g ’MOS) CGD}
Ry, L 9m,HBT
n 2Cge +Cpp + Cap
9m,HBT
AV {QCBC +2Ccs + Cpg + (1 —+ gm,HBTRL) Cpc + CINT}
Lo 1.6
AV {C 1 m R;)C
n k} {Cpe +( +gl 6,HBT ) Cee} (5.10)
tail .

And for a MOS-CML latch the improved is

TMOS~—Latch—Ind ~ Tin T Tmid + Tout + Tfanout =
R AV
= — C, 2C
By Ty 1008 T2C00)
n 2Cqs + 2Csp + Cpp + Cap
9m,MOS
AV {2Cep +2Cpp + Cas + (1 + gmmosRr) Cap + Cinr}
[tail 1.6
AV A{C 1 m R;)C,
" k] {Cas + ( +91 éMOS 1) Cap} (5.11)
tail .

5.4. Performance Comparison and Simulation Results

This section presents a performance comparison of all tikeda described in this chapter.
The comparison is carried out both with hand calculatiorsetiaon technology data and with
simulations of the latches under identical conditions. Thkulations and the simulations
are conducted for two technologies, to be able to predicteahasibility of the proposed latch
topologies for future applications. The firstis a productial 3 m SiGe BICMOS technology
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with transistorf; of 160 GHz [18]. The second is® nm SiGe BICMOS technology under
development with transistgf- of 230 GHz [30].

To make the comparison fair, all latches were designed toatpevith a total current
consumption of 1 mA. A current of 1 mA was chosen because hescurrent that keeps a
minimum-size HBT in thé).13 um SiGe BICMOS technology biased as outlined in the previ-
ous section. Then, the maximum bit rate at which the latchraipd properly was observed.
Proper operation condition is reached when the output sigirgual to the designed swing.

For hand calculations, equations 5.7, 5.8, 5.10, and 5.1& used. The model parameters
of the two technologies that were used in calculations amensarized in Table 5.1. The device
sizes used to realize the 1-mA latches are given in Table d.2dch latch configuration.
Finally, Table 5.4 compares the performance of the latclased on power consumption, the
calculated time constamt and the maximum simulated speed of operation.

Simulated eye diagrams of the various BICMOS CML latch togas are demonstrated in
Table 5.3. Eye diagrams at the maximum bit rate where theubvstping is correct are shown.
The bit rate and power consumption obtained in these simukare summarized in Table 5.4.
The latches in each simulation had a fanout ef 1.

The latch shown in Figure 5.5(a) was fabricated)ib3 ym SiGe BICMOS technology,
as part of the PRBS generator that was described in chaptend &. It was found to work

Device Parameter 0.13 um NMOS SligoecliHBﬁ' 90 nm NMOS Szigc,aoecliHB%l'

gm at peakfr 1.1mS/um 38mS/um | 1.A4mS/um | 74mS/um
Cep, Cpe 0.5fF/um 11 fF/um? | 0.4 fF/um 8 fF/um?

Cas, CeE 1.25fF/um | 275fF/pum | 10fF/um | 2.0fF/um

Cpg, Ces 1.7fF/um 11fF/pm | LA1fF/um | 0.8fF/um

Jpfrrmios, Jpprapr | 0.3mA/um 6mA/um? | 0.3mA/um | 13mA/um?
We - 0.2um - 0.15um

Table 5.1: Model parameters for 0.13 um and 90 nm SiGe BICMOS technologies

0.13um SiGe BICMOS 90nm SiGe BiICMOS
Latch |NMOS (¥) |HBT ()| R, | L |[NMOS(¥) | HBT (L)| Ry L
Fig. 5.5(8)] 2 x 357 | 0.64um [400Q| - || 2x g | 0.50 um | 200Q | -
Fig. 5.7(8)] 2 x gi5oe | 0.64um [400Q| - || 2x g | 0.50 um | 200Q | -
Fig. 5.8(8)] 2 x g35% | 0.64um | 4009 | 2nH | 2 x g% | 0.50 um | 200 Q| 500 pH
Fig. 5.9(a)| 2 x 0_11me 0.64 m | 400Q [ 2nH|| 2 x g% | 0.50 um | 200€2 | 500 pH

Table 5.2: Device sizes for 1-mA latches in each configuration
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0.13um SiGe BICMOS

90nm SiGe BIiCMOS

Latch

Simulated Eye Diagrams

Simulated Eye Diagrams

Fig. 5.5(a)

~: eyeDiogram(VT(*/ltche") © 1607 2e-10)

230 4 eyeDiogrom(VT{*lotenp"” */omesaskin/simulation/_iaich_bipx_98n_1mA_taiLib/apectre/schemaic") @ 899

008 (2 / 3041

Fig. 5.7(a)

1o0 s yeDlagram(VI(Yitcha) 0 =07 (3 / Le+10)

Fig. 5.8(a)

5 eyeDlogrom(VI{*/loichp") 8 107 (3 / 19o+10)

"iokenpr” " momes laskin/simulation/kl_latch_bipx_98n_1ma_iai_ind_tb/specire/schamtc") @ 9.9

-05 (2 /

Fig. 5.9(a)

Table 5.3: Simulated eye diagrams for 1-mA latches with different topologies. The corre-
sponding bit rates are summarized in Table 5.4
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0.13 um SiGe BICMOS 90 nm SiGe BICMOS

Latch T Power AV Bit Rate T Power AV Bit Rate
Fig. 5.5(a)| 14.1ps| 2.5mW | 400mV | 15Gb/s|| 6.3ps| 2.2mW | 200mV | 30 Gb/s
Fig. 5.7(a)| 13.9ps| 1.8mW | 400mV | 16 Gb/s|| 5.9ps| 1.5mW | 200mV | 30Gb/s
Fig. 5.8(a)| 9.1ps| 2.5mW | 400mV | 19Gb/s|| 4.2ps| 2.2mW | 200mV | 40 Gb/s
Fig. 5.9(a)| 8.9ps| 1.8mW | 400mV | 19Gb/s|| 3.9ps| 1.5mW | 200mV | 40 Gb/s

Table 5.4: Performance comparison of the different latch topologies

correctly up to 12 Gb/s. The performance of this latch afédaritation agrees closely with
simulation results that include layout parasitics. Thiafoms the validity of the simulation
results presented for the other latch topologies. The arspyesented in this chapter demon-
strates that it is possible to reduce the supply voltageowitincreasing the tail current, thus
saving power. Furthermore, it is possible to significamiyrease the speed of a latch, with the
sacrifice of some area, by adding peaking inductors.

5.5. Future Scaling and CMOS Logic

To further investigate the bit rates that will be possibléhwiuture technology scaling, it is
useful to look at how CML logic compares with CMOS logic. Tlssction will compare
MOS-CML and CMOS ring oscillators built from inverters in6ad nm CMOS technology.
Their oscillation speed is indicative of the logic speediatible in this technology.

MOS-CML and conventional CMOS inverters are shown in Figudd. For these circuits
too, the time constants can be derived. They are given intieqsa5.12 and 5.13. In the
derivation of these equations, it is assumed that a urgtisizerter has a fanout éf. For the
MOS-CML inverter the relatiol?, = AV/1,,; is used. For the CMOS inverter, it is assumed

VvDD VDD

>
>
>

AAA__I

ouT

N IN out

=

o>

Itail

(&) MOS-CML inverter (b) CMOS inverter

Figure 5.10: MOS-CML and CMOS inverter schematics
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that\W, = 2IV,,, so that the NMOS and PMOS devices have the sagme

AV AV R
TMOS—CML—INV ~ 7 (Cep + Chp) + k[ (1 + R—G) [Cas + (1 + gmRL) Cap)
tail tail L (5 12)

RG) Cas + (14 guro) Copl (5.13)

To

3 3
TCMOS-INV ¥ 5To (Cep + Chp) + §k‘7”o (1 +

These equations have almost the same form) i R;. Since, usuallyr, is larger than
Ry, pure CMOS inverters are slower (have largethan CML inverters. This statement also
applies to the speeds of general CMOS gates and MOS-CML / BISMCML gates, because
the inverters are basic units of the logic gates.

The average dynamic power consumption of a CMOS invertebeapproximated by [31]

trise + t a
den—avg = CLVD2Dfosc ~ VDDIpeak (ff”) fosc (514)
If the maximum operating frequencf,,. = 1/7" occurs wherll" = (,;5c + tau) then the
CMOS power consumption is approximated by
_ VDDIpeak

den—avg ~ T (515)

Wherel,.. is directly proportional to the transistor width. This figis much smaller than the
power consumption of MOS-CML inverters, latches, and ogates. However, the achievable
speed in CMOS logic is also much smaller than that of MOS-Chtuats. As shown in [32],
with the benefit of scaling and using the design methodologggnted earlier, 65-nm latches
can operate at bit rates up to 60 Gb/s.

5.5.1. CMOS and MOS-CML Ring Oscillators

The PRBS generator and checker chip was based entirely dd@8CML logic. This logic
topology was chosen to achieve the required speed, andnaelsig minimize power. As part
of this thesis | have looked at the speed and power of oth& togologies. To verify the pre-
dictions that are made regarding the power and speed pefmerof CML and CMOS logic,
test chips were designed with both logic topologies. Thedieips were designed in TSMC'’s
65-nm CMOS process technology. They include CMOS and MOS-@iy oscillator circuits
that can be easily used to evaluate the maximum logic sp@¢ddh be achieved.

In total, 5 different ring oscillator circuits were desigheTheir schematics, simulation
results, and layouts are summarized in Table 5.5. For alichics V DD = 1V was used.
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The inverters in the 7-stage CMOS ring oscillators weregtesd withiV, = 2 x1V,,, which
reflects the measurdd, ratio of 90-nm PMOS and NMOS transistors. Two different mee
sizes were used in the two CMOS ring oscillators to exploeedtfiect of transistor width on
speed and power. One Wiﬂ% = %é’gﬂ”; (Figure 5.12(a)) and the other Wiﬂ% = 615‘;’:1
(Figure 5.12(b)).

Also, two different MOS-CML 7-stage ring oscillators weresigned. Both oscillators
consist of inverters with a tail current of 1 mA, with trartsis sized for pealf+ current den-
sity (Figure 5.12(c)). One of the designs includes 700-pakpey inductors (Figure 5.12(d)).
Notice that, because the quality factor of the inductorsoisimportant in this case, very high

inductance per unit area can be achieved by using narrowl wiglidn and spacing. Thus the
700-pH, 3-turn, 3-layer stacked inductor occupies an atealy 10 ym x 10 pum.

Finally, a 60-GHz quadrature oscillator, capable of getiraga8 different output phases
(because it is differential), was created. It is built frome tMOS-CML inverters with induc-
tive peaking (Figure 5.12(d)). The layouts of all the desy®5-nm circuits are shown in
Figure 5.13.

These 65-nm CMOS circuits did not come back from fabricagien

o 3=
=

==
ouT :[ﬁﬁg ouT

(a) 7-Stage ring oscillator (b) Quadrature ring oscillator

Figure 5.11: Top level schematics of the designed ring oscillators and quadrature oscilla-
tor

Oscillator Inverter Simulated Simulated Layout
Schematic| Schematic | Oscillation Frequency Inverter Power Size

Fig. 5.11(a)| Fig. 5.12(a) fose =8.TGHz Py =37uW | 8.8 um x 4.4 um
Fig. 5.11(a)| Fig. 5.12(b)|  f,.. = 8.8 GH= Pine = 65 uW | 88 i x 5.4 um
Fig. 5.11(a)| Fig. 5.12(c) fose =28 GH=z Py, =1mW | 48 um x 44 um
Fig. 5.11(a)| Fig. 5.12(d)|  f... =51 GHz Py = 1mW | 108 um x 93 um
Fig. 5.11(b)| Fig. 5.12(d)|  fosc = 66 GHz Ppw = 1mW | 120 pm x 92 um

g bW N

Table 5.5: Summary of the designed 65-nm oscillators
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(a) CMOS inverter (b) CMOS inverter (c) CML inverter (d) CML inverter with in-
ductors

Figure 5.12: Schematics of blocks used in the ring oscillators

iy
S
=

(a) 2 CMOS Ring Oscilla{b) CML Ring Oscillator (¢) CML Ring Oscillator(d) CML Quadrature Os-
tors with Inductors cillator

Figure 5.13: Layouts of the Ring Oscillators

Several observations can be made from the simulation sesfilfable 5.5. First, CMOS
ring oscillators produce an output signal with a smallegqéiency, but also consume a lot less
power and occupy a very small area. Conversely, CML ringllasois operate much faster
with a higher power consumption. By comparing rows 3 and 4aifid 5.5, it can be seen that
inductive peaking significantly improves the operationexpwith the expense of area.

5.6. Summary

This chapter has introduced two transistor-level desighrigues for improving the perfor-
mance of high-speed digital gates. First, the power consompf the basic CML gates can
be reduces significantly by removing the current sourceststor and halving the sizes of the
other transistors. Second, the operation speed of thees gan be increased while maintain-
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ing the same power consumption by introducing inductivekjpeg this increases the circuit
area. In addition, this chapter has compared the speedfpowerea characteristics of CML
and CMOS inverters in 65-nm CMOS technology.
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6 Conclusion

6.1. Summary

In this thesis, the development process of a self-test IBkidfiar high-speed applications was
described. Self-test blocks consist of PRBS generatoreand checkers. To be able to place
these self-test blocks on the same chip as the circuit todtedethe blocks have to be small
in size and consume low power. Furthermore, they must opatad higher, or comparable,
speed to the circuit being tested.

To achieve the above goals, the design was optimized botteatyistem level, and at the
transistor level. At the system level an extensive comparigas performed between series
and parallel PRBS generator architectures. It was foung tbaoperation above 80 Gb/s,
the parallel generator architecture is much more suitafleis is due to the constant and
low fanout of the flip-flops in the parallel generator, and tluéhe readily available re-timed
outputs. Another very important property of parallel PRBSherators is that all outputs are
appropriately delayed one with respect to the other sudhdih@ct multiplexing is possible.
When multiplexing is used, the core generator can operaéraction of the final bit rate, thus
saving powetr.

At the transistor level, a procedure for low-power latchigiesvas described. This proce-
dure uses the CML latch topology to avoid spending extraecuifin emitter or source follow-
ers. The CML latch is based on the BICMOS cascode configurgio With zero differential
input to the latch, the MOS transistors are sized to be biaséalf peakf; current density.
The HBT devices are sized at 1.5 pegk<current density when fully switched. Using this
procedure, a latch was designed that operated at 12 Gb/s wdrnisuming only 2.5 mW of
power. To the best of my knowledge, this is the lowest powtehlaperating above 10 Gb/s.

Several improvements to the basic CML latch topology hawnlpesented. It is possible
to further reduce the power used by the latch without samrgispeed by removing the tail
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current transistor, thus lowering the supply voltage ailddswing the same current. Also, it
is possible to increase the speed of the latch, while conmsgithie same power as before, by
adding peaking inductors.

A test chip that employs the above concepts was designedabnddted in STMicroelec-
tronics’0.13 um SiGe BIiCMOS technology. The chip includeda-1 PRBS generator, PRBS
error checker, and a 5-bit error counter. The PRBS genenatideed correctly up to 23 Gb/s. It
had four parallel, appropriately shifted, outputs, whieln te directly multiplexed to 92 Gb/s.
This makes the generator suitable for testing 80 Gb/s ¢gclihe PRBS generator consumes
235 mW, resulting in only 60 mW per 23-Gb/s output lane.

6.2. Future Work

The work presented in this thesis can be continued in sed@gadtions. These include further
circuit development together with an investigation of poweduction in high-speed digital
circuits.

For example, the” — 1 PRBS generator presented in this thesis was designed tcede us
together with a 4:1 multiplexer, to produce a final pseudwoem sequence at a bit rate higher
than 80 Gb/s. The multiplexer was not part of the chip desdritreviously. Using the parallel
generator approach combined with multiplexing, genegatoth sequence lengths longer than
27 — 1 can be designed at very high bit rates, without consumingssice power.

The new latch topologies presented in Chapter 5 appear ® Vexy promising perfor-
mance according to simulations. Further investigatiorheté topologies and fabrication of
test chips that utilize these latches is required. Thisevilible the development of low power
broadband systems operating above 80 Gb/s and open the mthg foext generation 100 Gb/s
Ethernet [33].
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A Appendix

A.1. MATLAB Code

function mux_delays(m, phi, fname)

% mux_delays

% uses the function srconns() to find all possible shift regi ster
% tap combinations to generate m equally-spaced phases of a P RBS
% that can be used as inputs to a m-to-(m/2) mux.

% it also writes the results to file.

% m - the number of equally spaced phase shifts to find
% phi - an array that contains the numbers of the taps of the
% shift register that generate the feedback polynomial,
% e.g., for 2°7-1 PRBS: phi = [0, 6, 7].

% fname - name of the file where to write the results
%

% find the total number of possible delays
delays = 2 max(phi);

fid = fopen(fname, 'w’);

% loop over the possible combinations
for d = 0:(delays/m)
disp(sprintf('combination # %d’, d));
fprintf(fid, 'combination # %d\n’, d);
% find the m delays for that combination
for i = 0O:(delays/m):delays-1
[b, Rd] = srconns(phi, d+i);
disp(sprintf(\t%d delay (%d):\t%s’, i, d+i, char(Rd)));
fprintf(fid, \t%d delay (%d):\t%s\n’, i, d+i, char(Rd));

73
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end
end

fclose(fid);

function [b, Rd] = srconns(phi, d)

% implementation of the algorithm described in

% A. N. Van Luyn, "Shift Register Connections for

% Delayed Versions of m-Sequences", Electronics

% Letters, Vol 14, Oct 1978.

%

% phi - an array that contains the numbers of the switches

% to generate the feedback polynomial, e.g.,

% for 2°7-1 PRBS: phi = [0, 6, 7].

% d - the required phase shift to be generated, e.g.,

% for 2°7-1 PRBS, d is a number between 1 and 127.
% b - an array that indicates the shift register connections
% required to produce a sequence with the delay d.
% Rd - returns the same information as b, but in polunomial
% form

% form the feedback polynomial:
X = sym(X);
p = sum(x."phi);

% find s - the highest power of 2 in the binary

% representation of d
a = fliplr(dec2bin(d));
s = length(a);

% initialization:
i = s;
Rd = x0;

% execution
while i > 0
Rd

Xa(i) * Rd'2;

Rd = expand(Rd);

Rd poly2sym(mod(sym2poly(Rd), 2)) % mod2 addition
[Q, R] = deconv(sym2poly(Rd), sym2poly(p));

Rd = poly2sym(mod(R, 2))

i=i-1

end
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% correction 1

[Q, R] = deconv(sym2poly(Rd), sym2poly(p));
Rd1 = poly2sym(mod(R, 2));

bl = mod(sym2poly(Rdl), 2);

% correction 2
b2 = mod(sym2poly(Rd + p), 2);
Rd2 = expand(poly2sym(b2));

b = b1,

Rd = Rd1;

if sum(bl) > sum(b2)
b = b2;
Rd = Rd2;

A.2. Simulink Schematics

U H boolean P signall
Clock
0/8 delay P Clock
1/8 delay Ertor [~ ———Error
218 delay [P et
b cioce 3/8 delay Regular Checker
418 delay P28 delay
5/8 delay
6/8 delay
Series Generator
- boolean P|sign:
Scope
P Clock
Error P|signale
0/8 delay XOR B input
1/8 delay My Checker
2/8 delay P2/8 delay
Ll 318 delay
4/8 delay
5/8 delay P sig
6/8 delay
718 delay
Parallel Generator % 7/8 delay

Figure A.1: Simulink test bench for the PRBS generator and checker
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Figure A.2: A series 27 — 1 PRBS generator in Simulink



A.2 Simulink Schematics

77

0/8 delay -

0/8 delay

»( 2 )

1/8 delay

»( 3 )

2/8 delay

»(4)
3/8 delay

»( 5 )

4/8 delay

boolean

»( 6 )

5/8 delay

(7 )

6/8 delay

XOR » D 0
P CLK
plicir 19 *ﬁE!
DFF1
»
p| XOR P D o
1/8 delay
P CLK
plicir
DFF2
»
XOR P D Q
2/8 delay
P CLK
plicir
DFF3
»
; XOR » D 0
3/8 delay
P CLK
picir @
DFF4
»
; XOR P D Q
4/8 delay
P CLK
piicir @
DFF5
2] xor P D 0
g Biaahl 5/8 delay
:—_ P CLK
NOR P ICLR Q
DFF6
»
3| XOR P D Q
g Bk 6/8 delay
In0 P LK
—» In1  Out »icLr 1Q
P Select DFF7
Mux
XOR P D Q
7/8 delay
P CLK
picir @
DFF8

Clock

boolean

Figure A.3: A parallel 27 — 1 PRBS generator in Simulink

»( 8 )

7/8 delay



78 Appendix

XOR o o
> »o
¢ i N & P g >0 >
CLK CLK cik Input Q » o Q o
»{icr 1 Q o CLK CLK
: e o »lcr @ | e
DFFL ICLR Pliclr @ Q

DFF2 {ICLR Q

DFF3 ICLR

DFF4 e
DFF6 oFFT

1 )—P‘ boolean Ciock
Clock

1) boolean

Figure A.4: Aregular 27 — 1 PRBS checker in Simulink
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Figure A.5: The implemented 27 — 1 PRBS checker in Simulink
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A.3. Verilog Code

‘timescale 1ps/10fs

| %

parallel architecture with 8 DFFs and 8 XORs (all outputs are retimed)
All xor gates have fanout of 1, 2 of the DFFs have fanout of 3

includes gate delays

*/

M random testing stuff /i M
M generator /i it
module gen;

reg Clock, Clock2, Clock4, vdd, gnd; /I inputs to the circuit
wire [2:0] out; // the fast output

wire [15:0] g; // outputs of latches

wire [6:0] mux_out; // outputs of multiplexers

wire [7:0] xor_out; // outputs of xor gates

[lwire [1:0] buf out; // outputs from the delay buffers

wire [14:0] clk_buf; /I outputs of the clock buffers (the clo ck tree)
wire [7:0] clk_buf2;

wire [7:0] not_out; // outputs of not gates to invert the cloc k (no delay)
wire not_out2;

wire [7:0] temp; /I inverters

wire [9:0] retimer; // retiming latches after first stage of multiplexing

assign out[2]
assign out[1]
assign out[0]

mux_out[6]; // the fastest output
mux_out[4]; // the medium output
/ *mux_out[0] =«/retimer[1l]; // the slowest output

/I instantiation of components

/I clock tree :

BUF_dO cbO(clk_buf[0], Clock);
BUF_dO cb1(clk_buf[1], Clock);
BUF_dO cb2(clk_buf[2], Clock);
BUF_dO cb3(clk_buf[3], Clock);
BUF_dO cb4(clk_buf[4], Clock);
BUF_dO cb5(clk_buf[5], Clock);
BUF_dO cb6(clk_buf[6], Clock);
BUF_dO cb7(clk_buf[7], Clock);
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/ *BUF_dO cbO(clk_buf[0], clk_buf[8]);

BUF_d0
BUF_dO
BUF_dO
BUF_dO
BUF_d0
BUF_d0
BUF_dO
BUF_dO
BUF_dO
BUF_d0
BUF_d0
BUF_d0
BUF_dO
BUF_dO

cb1(clk_buf[1], clk_buf[8]);
cb2(clk_buf[2], clk_buf[9]);
ch3(clk_buf[3], clk_buf[9]);
cb4(clk_buf[4], clk_buf[10]);
cb5(clk_buf[5], clk_buf[10]);
cb6(clk_buf[6], clk_buf[11]);
cb7(clk_buf[7], clk_buf[11]);
ch8(clk_buf[8], clk_buf[12]);
ch9(clk_buf[9], clk_buf[12]);
cb10(clk_buf[10], clk_buf[13]);
cb11(clk_buf[11], clk_buf[13]);
cb12(clk_buf[12], clk_buf[14]);
ch13(clk_buf[13], clk_buf[14]);
cb14(clk_buf[14], Clock); */

not(not_out[0], clk_buf[0]);
not(not_out[1], clk_buf[1]);
not(not_out[2], clk_buf[2]);
not(not_out[3], clk_buf[3]);
not(not_out[4], clk_buf[4]);
not(not_out[5], clk_buf[5]);
not(not_out[6], clk_buf[6]);
not(not_out[7], clk_buf[7]);

not(not_out2, Clock2);

/I the shift register :

LCH_d1
LCH_d1
LCH_d1
LCH_d2
LCH_d1
LCH_d3
LCH_d1
LCH_d3
LCH_d1
LCH_d3
LCH_d1
LCH_d3
LCH_d1
LCH_d3

latchO(q[0], not_out[0], xor_out[0]);
latch1(q[1], Clock, q[O]);

latch2(q[2], not_out[1], xor_out[1]);
latch3(q[3], Clock, q[2]);

latch4(q[4], not_out[2], xor_out[2]);
latch5(q[5], Clock, q[4]);

latch6(q[6], not_out[3], xor_out[3]);
latch7(q[7], Clock, q[6]);

latch8(q[8], not_out[4], xor_out[4]);
latch9(q[9], Clock, q[8]);
latch10(q[10], not_out[5], xor_out[5]);
latch11(q[11], Clock, q[10]);
latch12(q[12], not_out[6], xor_out[6]);
latch13(q[13], Clock, q[12]);
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LCH_d1 latch14(q[14], not_out[7], xor_out[7]);
LCH_d3 latch15(q[15], Clock, q[14]);

[ *LCH_dO latch0(q[0], not_out[0], xor_out[0]);

LCH_do
LCH_do
LCH_do
LCH_do
LCH_do
LCH_do
LCH_do
LCH_do
LCH_do
LCH_do
LCH_do
LCH_do
LCH_do
LCH_do
LCH_do

latch1(q[1],
latch2(q[2],
latch3(q[3],
latch4(q[4],
latch5(q[5],
latch6(q[6],
latch7(q[7],
latch8(q[8],
latch9(q[9],

clk_buf[0],
not_out[1],
clk_buf[1],
not_out[2],
clk_buf[2],
not_out[3],
clk_buf[3],
not_out[4],
clk_buf[4],

q[o]);
xor_out[1]);
al2));
Xor_out[2]);
a[4));
xor_out[3]);
q[6é));
xor_out[4]);
q[8));

latch10(q[10],
latch11(q[11],
latch12(q[12],
latch13(q[13],
latch14(q[14],
latch15(q[15],

not_out[5],
clk_buf[5],
not_out[6],
clk_buf[6],
not_out[7],
clk_buf[7],

xor_out[5]);

q[10]);

Xor_out[6]);

a[12));

xor_out[7]);

q[14)); */

/I xor wiring :

not(temp|0],
not(temp[1],
not(temp[2],
not(temp(3],
not(temp[4],
not(temp(5],
not(temp|6],
not(temp(7],

XNOR_d3
XNOR_d2
XNOR_d1
XNOR_d1
XNOR_d1
XNOR_d1
XNOR_d1
XNOR_d1

afa;
al3;
alsl);
a7,
arel;
a[11]);
a[13));
a[15]);

xnorO(xor_out[0],
xnorl(xor_out[1],
xnor2(xor_out[2],
xnor3(xor_out[3],
xnor4(xor_out[4],
xnor5(xor_out[5],
xnor6(xor_out[6],
xnor7(xor_out[7],

al3], af5));

als], af7);

al7], af9);

al9], af11]);

a[11], q[13]);

a[13], q[15]);

q[15], xor_out[Q]);
xor_out[0], xor_out[1]);

/ * XNOR_d3 xnorO(xor_out[0], q[3], q[5]);
XNOR_d2 xnorl(xor_out[1], q[5], q[7]);
XNOR_d1 xnor2(xor_out[2], q[7], q[9]);
XNOR_d1 xnor3(xor_out[3], q[9], q[11]);
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XNOR_d1 xnor4(xor_out[4], q[11], q[13]);
XNOR_d1 xnor5(xor_out[5], q[13], q[15]);
XNOR_d1 xnor6(xor_out[6], q[1], q[5]);

XNOR_d1 xnor7(xor_out[7], q[3], q[7]); */

/[ mux wiring :

SEL_d1 muxO(mux_out[0], temp[0], temp[4], Clock);
SEL_d1 mux1(mux_out[1l], temp[2], temp[6], Clock);
SEL_d1 mux2(mux_out[2], temp[1], temp[5], Clock);
SEL_d1 mux3(mux_out[3], temp[3], temp[7], Clock);
SEL_dO mux4(mux_out[4], retimer[1], retimer[4], Clock2)
SEL_dO0 mux5(mux_out[5], retimer[6], retimer[9], Clock2)
SEL_dO0 mux6(mux_out[6], mux_out[4], mux_out[5], Clock4)

LCH_d1 latchl16(retimer[0], Clock2, mux_out[0Q]);

LCH_d1 latchl7(retimer[1], not_out2, retimer[Q]); /[ MS
LCH_d1 latch18(retimer[2], Clock2, mux_out[1]);

LCH_d1 latch19(retimer[3], not_out2, retimer[2]);

LCH_d1 latch20(retimer[4], Clock2, retimer[3]); /I MSM
LCH_d1 latch21(retimer[5], Clock2, mux_out[2]);

LCH_d1 latch22(retimer[6], not_out2, retimer[5]); /[ MS
LCH_d1 latch23(retimer[7], Clock2, mux_out[3]);

LCH_d1 latch24(retimer[8], not_out2, retimer[7]);

LCH_d1 latch25(retimer[9], Clock2, retimer[8]); /I MSM

initial begin
Clock = 1;
Clock2 = 0;
Clock4 0;
vdd = 1;
gnd = 0;

end

always #60 Clock = !Clock; /I generate the clock
always #30 Clock2 = !Clock2; /I double the speed
always #15 Clock4 = !Clock4; /I 4 times the speed

initial begin
$shm_open("signals.shm");  // waveforms
$shm_probe(Clock, out, g, mux_out, xor_out, temp, retimer , hot_out);
$shm_probe(clk_buf, Clock2, Clock4, clk_buf2);

end

initial begin

$display("Time Clock in0 in1 sel mO g1 g2 g3 g4 g5 g6 q7 slowl sl ow2 fast");
$monitor("%4g",$time,,,,Clock,,,,,xor_out[0],,,,vdd
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mux_out[0],,,q[1]...a[2].,,a[3]...a[4].,.al5]..,
a[él...al71....a[8l....»al3].....,out);
$dumpvars;

#10000 $shm_close();
$finish;
end
endmodule

M LATCH i i

module LCH_d3(Q, clk, D);  // latch with delays (fanout=3)
output Q;
input clk, D;

latch(Q, clk, D);  // instantiate a latch

specify /I timing specifications
specparam tPLH_clk_Q = 0;//22; /I rising Q after clk edge
specparam tPHL_clk_Q = 0;//22; /I faling Q after clk edge
specparam tPLH D Q = 0;//22;
specparam tPHL_D Q = 0;//22;
(clk => Q) = (tPLH_clk_Q, tPHL_clk_Q);
(D => Q) = (tPLH_D_Q, tPHL_D_Q);

endspecify

endmodule

module LCH_d2(Q, clk, D);  // latch with delays (fanout=2)
output Q;
input clk, D;

latch(Q, clk, D);  // instantiate a latch

specify /I timing specifications
specparam tPLH_clk_Q = 0;//19; /I rising Q after clk edge
specparam tPHL_clk_Q = 0;//19; // faling Q after clk edge
specparam tPLH_D Q = 0;//19;
specparam tPHL_D Q = 0;//19;
(clk => Q) = (tPLH_clk_Q, tPHL_clk_Q);
(D => Q) = (tPLH_D_Q, tPHL_D_Q);

endspecify

endmodule

module LCH_d1(Q, clk, D);  // latch with delays (fanout=1)
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output Q;
input clk, D;

latch(Q, clk, D);  // instantiate a latch

specify /I timing specifications

specparam tPLH_clk_Q = 0;//16; // rising Q after clk edge
specparam tPHL_clk_Q = 0;//16; /I faling Q after clk edge

specparam tPLH D Q = 0;//16;
specparam tPHL_D Q = 0;//16;
(clk => Q) = (tPLH_clk_Q, tPHL_clk_Q);
(D => Q) = (tPLH_D_Q, tPHL_D_Q);
endspecify
endmodule

module LCH_dO(Q, clk, D); // latch without delays
output Q;
input clk, D;
latch(Q, clk, D); /I instantiate a latch
endmodule

primitive latch(Q, clk, D) ;

output Q; reg Q;
input clk, D;

initial Q = 0; /[ <-------- "

table
/I clock data : q : g+
0 1 A
0 0 :?2:0,
1 ? . ? .-/l - =no change
endtable
endprimitive

T XNOR i

M

module XNOR_d1(c, a, b); /I XNOR gate with delays (fanout=1)

output c;
input a, b;

xnor(c, a, b);
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specify

specparam tPLH_a c
specparam tPHL_a c
specparam tPLH b ¢
specparam tPHL b ¢

0;//16;
0;//16;
0;//16;
0;//16;

(@ => ¢) = (tPLH_a c, tPHL_a c);
(b => ¢) = (tPLH_b_c, tPHL b c);

endspecify
endmodule

module XNOR_d2(c, a, b); /I XNOR gate with delays (fanout=2)

output c;
input a, b;

xnor(c, a, b);

specify

specparam tPLH_a_c
specparam tPHL_a c
specparam tPLH b ¢

0;//19;
0;//19;
0;//19;

specparam tPHL b ¢ = 0;//19;
(@ => ¢) = (tPLH_a c, tPHL_a c);
(b => ¢) = (tPLH_b_c, tPHL b c);

endspecify
endmodule

module XNOR_d3(c, a, b); /I XNOR gate with delays (fanout=3)

output c;
input a, b;

xnor(c, a, b);

specify

specparam tPLH _a ¢ = 0;//22;
specparam tPHL_a ¢ = 0;//22;
specparam tPLH b ¢ = 0;//22;
specparam tPHL_b ¢ = 0;//22;

(a => o)
(b =>¢)
endspecify
endmodule

(tPLH_a_c, tPHL_a_c);
(tPLH_b_c, tPHL_b_c);

module XNOR_dO(c, a, b); /I XNOR gate without delays

output c;
input a, b;
xnor(c, a, b);
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endmodule

M sew i

output out;

input in0, inl, sel;

MUX(out, in0, inl, sel);

specify

specparam
specparam
specparam
specparam
specparam
specparam
(in0 => out)
(in1 => out)
(sel => out)

tPLH_in0O_out
tPHL_in0_out =
tPLH_inl1 out =
tPHL_inl1_out =
tPLH_sel out =
tPHL_sel out =

endspecify

endmodule

M

module SEL_d1(out, inO, inl, sel); // SEL with delays (fanou t=1)
output out;
input in0, inl, sel,
MUX(out, in0, inl, sel);
specify
specparam tPLH_in0_out = 0;//16;
specparam tPHL_in0_out = 0;//16;
specparam tPLH_inl1_out = 0;//16;
specparam tPHL_inl out = 0;//16;
specparam tPLH_sel out = 0;/16;
specparam tPHL_sel out = 0;/16;
(in0 => out) = (tPLH_in0_out, tPHL_in0_out);
(in1 => out) = (tPLH_in1_out, tPHL_inl_out);
(sel => out) = (tPLH_sel _out, tPHL_sel out);
endspecify
endmodule
module SEL_d2(out, inO, inl, sel); // SEL with delays (fanou t=2)

0;//8;
0;//8;
0;//8;
0;//8;
0;//8;
0;//8;

(tPLH_in0O_out, tPHL_in0_out);
(tPLH_in1_out, tPHL_inl_out);
(tPLH_sel_out, tPHL_sel out);

module SEL_dO(out, in0O, inl, sel);

/I SEL without delays
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output out;
input in0, inl, sel,

MUX(out, in0, inl, sel);
endmodule
primitive MUX(out, in0, inl, sel);
output out; /freg out; [/ <-------- mn

input in0, inl, sel;

[finitial out = 0; // <-------- 1"

table
/I 'in0 in1 sel : out

1 0 1;1//?=01x
o ? 0 0 ;
? 1 1 1;
? 0 1 0 ;
0 0 X 0 ;
1 1 X 1;

endtable

endprimitive

M BUE  Hiiinii

module BUF _d1(out, in); // buffer with delay (has same delay
output out;
input in;

buf(out, in);

specify
specparam tPLH_in_out = 0;//6;
specparam tPHL_in_out = 0;//6;
(in => out) = (tPLH_in_out, tPHL_in_out);
endspecify
endmodule

module BUF_d2(out, in); // buffer with delay (has same delay
output out;
input in;

i

as mux) (fanout=1)

as mux) (fanout=2)
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Appendix

buf(out, in);

specify
specparam tPLH_in_out = 0;//2.0;
specparam tPHL_in_out = 0;//2.0;
(in => out) = (tPLH_in_out, tPHL_in_out);
endspecify
endmodule

module BUF_dO(out, in); // buffer without delays
output out;
input in;

/lassign out = in;
buf(out, in);
endmodule



