
Appliation-Spei� Signatures for TransationalMemory in Soft ProessorsMartin Labreque, Mark Je�rey, and J. Gregory Ste�anDepartment of Eletrial and Computer Engineering, University of Toronto{martinl,markj,steffan}�eeg.toronto.eduAbstrat. As reon�gurable omputing hardware and in partiularFPGA-based systems-on-hip omprise an inreasing number of pro-essor and aelerator ores, supporting sharing and synhronizationin a way that is salable and easy to program beomes a hallenge.Transational memory (TM) is a potential solution to this problem,and an FPGA-based system provides the opportunity to support TMin hardware (HTM). Although there are many proposed approahes toHTM support for ASICs, these do not neessarily map well to FPGAs.In partiular in this work we demonstrate that while signature-basedon�it detetion shemes (essentially bit vetors) should intuitively bea good math to the bit-parallelism of FPGAs, previous shemes resultin either unaeptable multiyle stalls, operating frequenies, or false-on�it rates. Capitalizing on the reon�gurable nature of FPGA-basedsystems, we propose an appliation-spei� signature mehanism forHTM on�it detetion. Using both real and projeted FPGA-basedsoft multiproessor systems that support HTM and implement threaded,shared-memory network paket proessing appliations, relative to sig-natures with bit seletion we �nd that our appliation-spei� approah(i) maintains a reasonable operating frequeny of 125MHz, (ii) has anarea overhead of only 5%, and (iii) ahieves a 9% to 71% inrease inpaket throughput due to redued false on�its.1 IntrodutionAs reon�gurable omputing systems and in partiular FPGAs beome moredense, they are inreasingly used to implement larger and more omplexsystems-on-hip omposed of multiple proessor and aeleration ores that mustsynhronize and share data. While systems based on shared memory an easeommuniation between ores, the programmer's job of inserting orret lok-based synhronization an be error-prone and di�ult to debug, and the resultingritial setions of ode within loks are serialized, thus reduing the overallparallelism and e�ieny of the system.Transational memory (TM) [1�3℄ an potentially address both hallenges.First, TM provides an easier programming model for synhronization, allowingprogrammers to speify more oarse-grain ritial setions (transations) to beexeuted atomially. Seond, TM redues ontention on these larger ritialsetions by exeuting transations in parallel so long as their memory aessesdo not on�it. Hene we are motivated to implement TM for multiple-orereon�gurable omputing systems; in this paper we fous on implementing TM



2for an FPGA-based soft multiproessor. While TM an be implemented purelyin software (STM), an FPGA-based system an be extended to support TMin hardware (HTM) with muh lower performane overhead than an STM.There are many known methods for implementing HTM for an ASIC multioreproessor, although they do not neessarily map well to an FPGA-based system.In this paper we fous spei�ally on the design of the on�it detetionmehanism for FPGA-based HTM, and �nd that an approah based onsignatures [4℄ is a good math for FPGAs beause of the underlying bit-levelparallelism. A signature is essentially a bit-vetor [5℄ that traks the memoryloations aessed by a transation via hash indexing. However, sine signaturesnormally have many fewer bits than there are memory loations, omparingtwo signatures an potentially indiate ostly false-positive on�its betweentransations. Hene prior HTMs employ relatively large signatures�thousandsof bits long�to avoid suh false on�its. One important goal for our systemis to be able to ompare signatures and detet on�its in a single pipelinestage, otherwise memory aesses would take an inreasing number of yles anddegrade performane. However, as we demonstrate in this paper, implementingpreviously proposed large signatures in the logi-elements of an FPGA an bedetrimental to proessor operating frequeny. Or, as an equally unattrativealternative, one an implement large and su�iently fast signatures using blokRAMs but only if the indexing funtion is trivial�whih an itself exaerbatefalse-positive on�its and negate the value of larger signatures.1.1 Appliation-Spei� SignaturesTo summarize, our goal is to implement a moderately-sized signature mehanismwhile minimizing the resulting false on�its. We apitalize on the reon�gurablenature of the underlying FPGA and propose a method for implementingan appliation-spei� signature mehanism that ahieves these goals. Anappliation-spei� signature is reated by (i) pro�ling the memory addressesaessed by an appliation, (ii) using this information to build and optimize atrie (a tree based on address pre�xes) that alloates more branhes to frequently-on�iting address pre�xes, and (iii) implementing the trie in a on�it detetionunit using simple ombinational iruits.Our evaluation system is built on the NetFPGA platform [6℄, omprisinga Virtex II Pro FPGA, 4 1GigE MACs, and 200MHz DDR2 SDRAM. Onit we have implemented a dual-ore multiproessor (the most ores that oururrent platform an aommodate), omposed of 125MHz MIPS-based softproessors, that supports an eager HTM [7℄ via a shared data ahe. Wehave programmed our system to implement several threaded, shared-memorynetwork paket proessing appliations (paket lassi�ation, NAT, UDHCP,and intrusion detetion).We use a yle-aurate simulator to explore the signature design spae, andimplement and evaluate the best shemes in our real dual-ore multiproessorimplementation. For omparison, we also report the FPGA synthesis resultsfor a on�it detetion unit supporting 4 and 8 threads. Relative to signatureswith bit seletion (the only other signature implementation that an maintain a



3reasonable operating frequeny of 125MHz), we �nd that our appliation-spei�approah has an area overhead of only 5%, and ahieves a 9% to 71% inreasein paket throughput due to redued false on�its.1.2 Related WorkThere is an abundane of prior work on TM and HTM. Most prior FPGAimplementations of HTM were intended as fast simulation platforms to studyfuture multiore designs [1, 2℄, and did not spei�ally try to provide a solutiontuned for FPGAs. Con�it detetion has been previously implemented byheking extra bits per line in private [1, 2℄ or shared [3℄ ahes. In ontrastwith ahes with �nite apaity that require omplex mehanisms to handleahe line ollisions for speulative data, signatures an represent an unboundedset of addresses and thus do not over�ow. Signatures an be e�iently learedin a single yle and therefore advantageously leverage the bit-level parallelismpresent in FPGAs. Beause previous signature work was geared towards generalpurpose proessors [5, 8, 9℄, to the best of our knowledge there is no prior art inustomizing signatures on a per-appliation basis.1.3 ContributionsThis paper makes the following ontributions: (i) we desribe the �rst softproessor ores integrated with transational memory, and evaluated on a real(and simulated) system with threaded appliations that share memory; (ii)we demonstrate that previous signature shemes result in implementationswith either multiyle stalls, or unaeptable operating frequenies or falseon�it rates; (iii) we demonstrate that appliation-spei� signatures an allowon�it detetion at aeptable operating frequenies (125MHz), single yleoperation, and improved false on�it rates�resulting in signi�ant performaneimprovements over alternative shemes.2 Previous Signature Implementations for HTMA TM system must trak read and write aesses for eah transation (the readand write sets), hene an HTM system must trak read and write sets for eahhardware thread ontext. The signature method of traking read and write setsimplements Bloom �lters [5℄, where an aessed memory address is representedin the signature by asserting the k bits indexed by the results of k distinthashes of the address, and a membership test for an address returns true onlyif all k bits are set. Sine false on�its an have a signi�ant negative impaton performane, the number and type of hash funtions used must be hosenarefully. In this paper we onsider only the ase where eah one of the k hashfuntions indexes a di�erent partition of the signature bits�previously shown tobe more e�ient [5℄. The following reviews the four known hash funtions thatwe onsider in this paper.Bit Seletion [5℄ This sheme diretly indexes a signature bit using a subsetof address bits. An example 2-bit index for address a = [a3a2a1a0] ould simplybe h = [a3, a2]. This is the most simple sheme (i.e., simple iruitry) and heneis important to onsider for an FPGA implementation.



4H3 [5℄ The H3 lass of hash funtions is designed to provide a uniformly-distributed hashed index for random addresses. Eah bit of the hash result h =
[h1, h0] onsists of a separate XOR (⊕) tree determined by the produt of anaddress a = [a3a2a1a0] with a �xed random matrix H as in the following examplewith a 4-bit address and a 2-bit hash [9℄:

[h1, h0] = aH = [a3a2a1a0]
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= [a3 ⊕ a2 ⊕ a0, a2 ⊕ a1] (1)Page-Blok XOR (PBX) [8℄ This tehnique exploits the irregular use of thememory address spae to produe hash funtions with fewer XOR gates. Anaddress is partitioned into two non-overlapping bit-�elds, and seleted bits ofeah �eld are XOR'ed together with the purpose of XOR'ing high entropy bits(from the low-order bit-�eld) with lower entropy bits (from the high order bit-�eld). Modifying the previous example, if the address is partitioned into 2 groupsof 2 bits, we ould produe the following example 2-bit hash: [a2 ⊕ a0, a3 ⊕ a1].Loality-sensitive XOR [9℄ This sheme attempts to redue hash ollisionsand hene the probability of false on�its by exploiting memory referenespatial loality. The key idea is to make nearby memory loations share someof their k hash indies to delay �lling the signature. This sheme produes k

H3 funtions that progressively omit a larger number of least signi�ant bitsof the address from the omputation of the k indies. When represented as H3binary matries, funtions require an inreasing number of lower rows to be null.Our implementation, alled LE-PBX, ombines this approah with the reduedXOR'ing of PBX hashing. In LE-PBX, we XOR high-entropy bits with low-entropy bits within a window of the address, then shift the window towards themost signi�ant (low entropy) bits for subsequent hash funtions.3 Appliation-Spei� SignaturesAll the hashing funtions listed in the previous setion reate a random indexthat maps to a signature bit range that is a power of two. In Setion 5 wedemonstrate that these funtions require too many bits to be implementedwithout dramatially slowing down our proessor pipelines. To minimize thehardware resoures required, the hallenge is to redue the number of falseon�its per signature bit, motivating us to more e�iently utilize signaturebits by reating appliation-spei� hash funtions.Our approah is based on ompat trie hashing [10℄. A trie is a tree where eahdesendant of a node has in ommon the pre�x of most-signi�ant bits assoiatedwith that node. The result of the hash of an address is the leaf position foundin the tree, orresponding to exatly one signature bit. Beause our benhmarksan aess up to 64 Mbytes of storage (16 million words), it is not possibleto expliitly represent all possible memory loations as a leaf bit of the trie.The hallenge is to minimize false on�its by mapping the most ontentious
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Fig. 1. Example trie-based signature onstrution for 3-bit addresses. We show (a) a partial addresstrae, where * highlights frequently aessed addresses, (b) the full trie of all addresses, () theinitial and �nal trie after expansion and pruning to minimize false positives, and (d) the logi foromputing the signature for a given address (i.e., to be AND'ed with read and write sets to deteta on�it).memory loations to di�erent signature bits, while minimizing the total numberof signature bits.We use a known greedy algorithm to ompute an approximate solution to thisNP-omplete problem [11℄. In the �rst step, we reord in our simulator a trae ofthe read and write sets of a benhmark funtioning at its maximum sustainablepaket rate. We organize the olleted memory addresses in a trie in whih everyleaf represents a signature bit. This signature is initially too large to be pratial(Figure 1(b)) so we trunate it to an initial trie (Figure 1()), seleting the mostfrequently aessed branhes. To redue the hardware logi to map an addressto a signature (Figure 1(d)), only the bits of the address that lead to a branh inthe trie are onsidered. For our signature sheme to be safe, an extra signaturebit is added when neessary to handle all addresses not enompassed by thehash funtion. We then replay the trae of aesses and ount false on�itsenountered using our initial hashing funtion. We iteratively expand the triewith additional branhes and leaves to eliminate the most frequently ourringfalse-positive on�its (Figure 1()). One the trie is expanded to a desired falsepositive rate, we greedily remove signature bits that do not negatively impat thefalse positive rate (they are undesirable by-produts of the expansion). Finally,to further minimize the number of signature bits, we ombine signature bits thatare likely (> 80%) to be set together in non-aborted transations.4 Evaluation InfrastrutureTable 1 desribes our evaluation infrastruture inluding the platform andompilation, and how we do timing, validation, and measurement. Due tostringent timing requirements (there are no free PLLs after merging-in theNetFPGA support omponents), and despite some available area on the FPGA,(i) our ahes are limited to 16KB eah, and (ii) we are also limited to a maximumof two proessors. These limitations are not inherent in our arhiteture, andwould be relaxed in a system with more PLLs and a more modern FPGA.The rest of this setion desribes our system arhiteture and benhmarkappliations.



6 Aspet DesriptionCompilation Modi�ed g 4.0.2, Binutils 2.16, and Newlib 1.14.0Instrution set 32-bit MIPS-I ISA without delay slots [12℄, with software mul and divFPGA Virtex II Pro 50 speed grade 7nsPlatform NetFPGA 2.1 [6℄ with 4 x 1GigE Media Aess Controllers (MACs)Synthesis Xilinx ISE 10.1.03, high e�ort to meet timing onstraintsO�-hip memory 64 Mbytes 200MHz DDR2 SDRAM, Xilinx MIG ontrollerProessor lok 125MHz, same as Ethernet MACsValidation Exeution trae generated in RTL simulation and online in debug mode,ompared against yle-aurate simulator built on MINT [13℄Measuring host Linux 2.6.18 Dell PowerEdge 2950 with two quad-ore 2GHz Xeon proessorsPaket soure Modi�ed Tpreplay 3.4.0 sending paket traes from a Broadom NetXtremeII GigE NIC to an input port of the NetFPGAPaket sink NetXtreme GigE NIC onneted to another NetFPGA port used for outputMax. throughput Smallest �xed paket inter-arrival rate without paket drop, obtained throughbisetion searh (we empirially found 5 seond runs to be su�ient)Table 1. Evaluation infrastruture.
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Fig. 2. The arhiteture of our soft multiproessor with 2 single-threaded proessor ores.System arhiteture Our base proessor is a single-issue, in-order, single-threaded, 5-stage pipelined proessor. To eliminate the ritial path for haz-ard detetion logi, we employ stati hazard detetion [14℄ in our arhite-ture/ompiler. The proessor is big-endian whih avoids having to do network-to-host byte ordering transformations. Eah proessor in Figure 2 has a 16 KBprivate instrution ahe. The SDRAM ontroller servies a merged load/storequeue of up to 64 entries in-order; sine this queue is shared by all proessors itserves as a single point of serialization and memory onsisteny, hene threadsneed only blok on pending loads but not stores. As desribed in Table 2, ourmultiproessor arhiteture is bus-based and sensitive to the two-port limitationof blok RAMs available on FPGAs. In its urrent form it will not easily saleto a large number of proessors. However, as we demonstrate later in Setion 5,our appliations are mostly limited by synhronization and ritial setions, andnot ontention on the shared buses; in other words, the synhronization inherentin the appliations is the primary roadblok to salability.Transational memory support The single port from the proessors to theshared ahe in Figure 2 implies that memory aesses undergo on�it detetionone by one in transational exeution, therefore a single trie hashing unit su�esfor both proessors. Our transational memory proessor uses a shadow register�le to revert its state upon rollbak (versioning [16℄ avoids the need for register



7Table 2. On-hip memory hierarhy.Memory DesriptionInput bu�er Reeives pakets on one port and servies proessor requests on the other port,read-only, logially divided into ten �xed-sized paket slotsOutput bu�er Sends pakets to the NetFPGA MAC ontrollers on one port, onneted to theproessors via its seond portData ahe Conneted to the proessors on one port, 32-bit line-sized data transfers with theDDR2 SDRAM ontroller (similar to previous work [15℄) on the other portAll three 16KB, single-yle random aess, arbitrated aross proessors, 32 bits busTable 3. Appliations and their mean statistis.Dyn. Instr. Dyn. Instr. Uniq. Syn. Addr./paket /transation /transationBenhmark Desription Reads WritesClassifier Regular expression mathing on TCPpakets for appliation reognition. 2553 1881 67 58NAT Network address translation plusstatistis. 2057 1809 50 41UDHCP Modi�ed open-soure DHCP server. 16116 3265 430 20Intruder Network intrusion detetion [17℄ mod-i�ed to have paketized input. 12527 399 37 23opy). Speulative memory-writes trigger a bakup of the overwritten valuein an undo-bu�er [7℄ that we over-provision with storage for 2048 values perthread. Eah proessor has a dediated onnetion to a synhronization unit thattriggers the beginning and end of speulative exeutions when synhronizationis requested in software.Appliations Network paket proessing is no longer limited solely torouting, with many appliations that require deeper paket inspetion beominginreasingly ommon and desired. We fous on stateful appliations�i.e.,appliations in whih shared, persistent data strutures are modi�ed during theproessing of most pakets. Our proessors proess pakets from beginning-to-end by exeuting the same program, beause the synhronization around shareddata strutures makes it impratial to extrat parallelism otherwise (e.g. witha pipeline of balaned exeution stages). To take full advantage of the softwareprogrammability of our proessors, our fous is on the ontrol-�ow intensiveappliations desribed in Table 3. While we ould enfore ordering in software,we allow pakets to be proessed out-of-order beause our appliation semantisallow it.5 ResultsIn this setion we �rst evaluate the impat of signature sheme and length onfalse-positive on�its, appliation throughput, and implementation ost. Theseresults guide the implementation and evaluation of our real system.Resolution of Signature Mehanisms Using a reorded trae of memoryaesses obtained from a yle-aurate simulation of our TM system that modelsperfet on�it detetion, we an determine the false-positive on�its thatwould result from a given realisti signature implementation. We use a reordedtrae beause the false positive rate of a dynami system annot be determinedwithout a�eting the ourse of the benhmark exeution: a dynami system
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(d) IntruderFig. 3. False positive rate vs signature bit length. Trie-based signatures were extended in length upto the length that provides zero false positives on the training set.annot distinguish a false-positive on�it from a later true on�it that wouldhave happened in the same transation, if it was not aborted immediately. Weompute the false positive rate as the number of false on�its divided by thetotal number of transations, inluding repeats due to rollbak.The signatures that we study are on�gured as follows. The bit seletionsheme selets the least signi�ant word-aligned address bits, to apture themost entropy. For H3, PBX and LE-PBX, we found that inreasing the numberof hash funtions aused a slight inrease in the false positive rate for shortsignatures, but helped redue the the number of signature bits required toompletely eliminate false positives. We empirially found that using four hashfuntions is a good trade-o� between auray and omplexity, and hene wedo so for all results reported. To train our trie-based hash funtions, we use adi�erent but similarly-sized trae of memory aesses as a training set.Figure 3 shows the false positive rate for di�erent hash funtions (bitseletion, H3, PBX, LE-PBX and trie-based) as signature bit length varies.The false positive rate generally dereases with longer signatures beause ofthe redued number of ollisions on any single signature bit�although small�utuations are possible due to the randomness of the memory aesses. Ourresults show that LE-PBX has a slightly lower false positive rate than H3 andPBX for an equal number of signature bits. Bit seletion generally requires a
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(b) LUT usageFig. 4. Impat of inreasing the bit length of trie-based signatures on (a) frequeny and (b) LUTusage of the on�it detetion unit for 2, 4, and 8-thread (2T,4T,8T) systems. The results for H3,PBX and LE-PBX are similar. In (a) we highlight the system operating frequeny of 125MHz.larger number of signature bits to ahieve a low false positive rate, exept forUDHCP for whih most of the memory aesses point to onseutive statiallyalloated data. Overall, the trie sheme outperforms the others for Classifier,NAT and UDHCP by ahieving lose to zero false positive rate with less than100 bits, in ontrast with several thousand bits. For Intruder the non-trieshemes have a better resolution for signatures longer than 100 bits due tothe relatively large amount of dynami memory used, whih makes memoryaesses more random. Quantitatively we an ompute the entropy of aessesas ∑

n−1

i=0
−p(xi) log

2
p(xi) where p(xi) is the probability of an address appearingat least one in a transation�with this methodology Intruder has an entropy1.7 times higher on average than the other benhmarks, thus explaining thedi�ulty in training its trie-based hash funtion.Implementation of a Signature Mehanism Figure 4 shows the results ofimplementing a signature-based on�it detetion unit using solely the LUTs inthe FPGA for a proessor system with 2 threads like the one we implemented(2T) and for hypothetial transational systems with 4 and 8 threads (4T and8T). While the plot was made for a trie-based hashing funtion, we found thatH3, PBX and LE-PBX produed similar results. As we will explain later, the bitseletion sheme is better suited to a RAM-based implementation. In Figure 4(a)we observe that the CAD tools make an extra e�ort to meet our 125 MHzrequired operating frequeny by barely ahieving it for many designs. In a 2-thread system, two signatures up to 200 bits will meet our 125MHz timingrequirement while a 4-thread system an only aommodate four signaturesup to 100 bits long. For 8-threads, the maximum number of signature bitsallowed at 125MHz is redued to 50 bits. Figure 4(b) shows that the arearequirements grow linearly with the number of bits per signature. In pratiefor 2-threads at 200 bits, signatures require a onsiderable amount of resoures:approximatively 10% of the LUT usage of the total non-transational system.When the on�it detetion unit is inorporated into the system, we found thatits area requirements�by putting more pressure on the routing interonnet of
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(b) LE-PBXFig. 5. Throughput with signatures using trie-based hashing with varying signature sizes normalizedto the throughput of an ideal system with perfet on�it detetion (obtained using our yle-aurate simulator).the FPGA�lowered the maximum number of bits allowable to less than 100 bitsfor our 2-thread system (Table 4). Re-examining Figure 3, we an see that thetrie-based hashing funtion delivers signi�antly better performane aross allthe hashing shemes proposed for less than 100 signature bits.An alternate method of storing signatures that we evaluate involves mappingan address to a signature bit orresponding to a line in a blok RAM. Onthat line, we store the orresponding read and write signature bit for eahthread. To preserve the 125MHz lok rate and our single-yle on�it detetionlateny, we found that we ould only use one blok RAM and that we ouldonly use bit seletion to index the blok RAM�other hashing shemes ouldonly implement one hash funtion with one blok RAM and would performworse than bit seletion in that on�guration. Beause the data written is onlyavailable on the next lok yle in a blok RAM, we enfore stalls upon read-after-write hazards. Also, to emulate a single-yle lear operation, we versionthe read and write sets with a 2-bit ounter that is inremented on ommit orrollbak to distinguish between transations. If a signature bit remains untouhedand therefore preserves its version until a transation with an aliasing versionaesses it (the version wraps over a 2-bit ounter), the bit will appear to beset for the urrent transation and may lead to more false positives. The versionbits are stored on the same blok RAM line as their assoiated signature bits,thus limiting the depth of our 16Kb blok RAM to 2048 entries (8-bits wide).Consequently, our best bit seletion implementation uses a 11 bit-selet of theword-aligned least-signi�ant address bits.Impat of False Positives on Performane Figure 5 shows the impaton performane in a full-system simulation of a varying signature length, whenusing either a trie-based hashing funtion or LE-PBX, the sheme with theseond-lowest false positive rate. The jitter in the urves is again explained bythe unpreditable rollbak penalty and rate of ourrene of the false positives,varying the amount ontention on the system. Overall, we an see that signatureshave a dramati impat on system throughput, exept for Intruder for whih



11Benhmark Max. Signature Total LUT LUT Additionalbits usage overhead throughputClassifier 92 20492 5% 12%NAT 68 20325 4% 58%UDHCP 84 20378 4% 9%Intruder 96 20543 5% 71%Table 4. Size, LUT usage, LUT overhead and throughput gain of our real system with the bestappliation-spei� trie-based hash funtions over bit seletion.the false positive rate varies little for this signature size range (Figure 3(d)).We observe that for Classifier, UDHCP and NAT, although they ahieve asmall false positive rate with 10 bits on a stati trae of transational aesses(Figure 3), their performane inreases signi�antly with longer signatures. Wefound that our zero-paket drop poliy to determine the maximum throughputof our benhmarks is very sensitive to the ompute-lateny of pakets sineeven a small burst of aborts and retries for a partiular transation diretlyimpats the size of the input queue whih in turn determines paket drops. Theperformane of NAT plateaus at 161 bits beause that is the design that ahieveszero false positives in training (Figure 3(b)). As expeted, Figure 5(b) shows thatthere is almost no saling of performane for LE-PBX in the possible signatureimplementation size range beause the false positive rate is very high.Measured Performane on the Real System As shown in Table 4 andontrarily to the other shemes presented, the size of the trie-based signaturesan be adjusted to an arbitrary number of bits to maximize the use of theFPGA fabri while respeting our operating frequeny. The maximum signaturesize is notieably smaller for NAT beause more address bits are tested to setsignature bits, whih requires more levels of logi and redues the lok speed.In all ases the on�it detetion with a ustomized signature outperforms thegeneral purpose bit seletion. This is oherent with the improved false positiverate observed in Figure 3. We an see that bit seletion has the best performanewhen the data aesses are very regular as in UDHCP, as indiated by the lowfalse positive rate in Figure 3(). Trie-based hashing improves the performaneof Intruder the most beause the bit seletion sheme su�ers from bursts ofunneessary transation aborts.CAD Results Comparing two-proessor full system hardware designs, thesystem with trie-based on�it detetion implemented in LUTs onsumes 161blok RAMs and the appliation-spei� LUT usage reported in Table 4. Blok-RAM-based bit seletion requires one additional blok RAM (out of 232, i.e.,69% of the total apaity) and onsumes 19546 LUTs (out of 47232, i.e. 41%of the total apaity). Sine both kinds of designs are limited by the operatingfrequeny, trie-based hashing only has an area overhead of 4.5% on average(Table 4). Hene the overall overhead osts of our proposed on�it detetionsheme are low and enable signi�ant throughput improvements.6 ConlusionsIn this paper we have studied several previously-proposed signature-basedon�it detetion shemes for TM. Among those, we found that bit seletion
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