
Proc. Intl. Symp. on High Performance Computer Architecture, Feb. 1997.A Performance Comparison of Hierarchical Ring- andMesh-connected Multiprocessor NetworksGovindan Ravindran and Michael StummDepartment of Electrical and Computer EngineeringUniversity of TorontoToronto, Canada M5S 3G4Email: gravin@eecg.toronto.eduAbstractThis paper compares the performance of hierar-chical ring- and mesh-connected wormhole routedshared memory multiprocessor networks in a simu-lation study. Hierarchical rings are interesting al-ternatives to meshes since i) they can be clocked atfaster rates, ii) they can have wider data paths andhence shorter message sizes, iii) they allow additionand removal of processing nodes at arbitrary locations,iv) their topology allows natural exploitation in thespatial locality of application memory access patterns,and v) their topology allows e�cient implementationof broadcasts.Our study shows that for workloads with little lo-cality, meshes scale better than ring networks becausering-based systems have limited bisection bandwidth.However, for workloads with some memory access lo-cality, hierarchical rings outperform meshes by 20-40%for system sizes of up to 128 processors. Even withpoor access locality, hierarchical rings will outperformmeshes for these system sizes if the mesh router bu�ersare only 1-it large, and they will outperform meshesin systems with less than 36 processors regardless ofmesh router bu�er size.1 IntroductionRings and meshes are currently popular choicesfor interconnection backplanes of large-scale sharedmemory multiprocessors. A number of commer-cial products use (or will use) these classes of net-works [7, 9, 10], as do a number of experimental andresearch systems [3, 6, 17, 18, 26]. At this time,meshes seem to be the more popular choice, perhapsbecause it is relatively easy to build systems using o�-the-shelf routers and processors and perhaps becauseof their scalability characteristics. Nevertheless, uni-directional ring-based multiprocessors are interestingalternatives for a number of reasons. Their simplenode to ring interfaces allow rings to be clocked atfaster rates. Under identical pin constraints, rings canhave wider data paths and therefore shorter messagesizes. Moreover, rings allow easy addition and removalof nodes at arbitrary locations. In many ways, a uni-directional ring can be considered the simplest way toconnect multiple processing modules using point-to-point interconnection.

Multiprocessors based on a single ring are limitedto a relatively small number of processors due to the�xed bandwidth of rings independent of ring size. Toaccommodate additional processors, it is necessary tointerconnect multiple rings. Here, we only considerhierarchies of uni-directional rings. This topology canexploit the spatial locality of memory accesses oftenexhibited in parallel programs, which is critical to sizescalability. Moreover, it allows e�cient implementa-tion of broadcasts, useful for implementing cache co-herence [13] and multicast protocols [6]. However, un-like mesh networks, hierarchical ring networks havea constant bisection bandwidth regardless of systemsize. This limits the scalability of hierarchical ring-based systems.In this paper, we analyse and compare the perfor-mance of hierarchical ring and mesh connected mul-tiprocessor networks, using detailed it-level simula-tions. Our results show that for workloads with goodmemory access locality, hierarchical rings outperformmeshes for system sizes of up to 128 processors by20-40%. For workloads with little or no locality, hi-erarchical rings also outperform meshes for these sys-tem sizes if the bu�ers in the mesh routers are only1-it large. If the size of mesh bu�ers are 4-its orlarger, then hierarchical rings perform better thanmeshes only for small system sizes (by 10-30%); forlarger systems the performance of hierarchical rings isseverely constrained due to bisection bandwidth limi-tations and meshes perform signi�cantly better.Although some previous work on the performanceof hierarchical ring networks [4, 13, 16, 20, 21] and onmesh networks [1, 2, 8, 12, 23] has been published, weare aware of only one study that compares the perfor-mance of both types of networks [15]. That study usesanalytical models to conclude that three-level hierar-chical systems perform somewhat better than meshsystems.The rest of the paper is organized as follows. Sec-tion 2 describes our simulated system, including de-tails of the network, the simulator and our benchmarkworkloads. Hierarchical rings are evaluated in Sec-tion 3. It is shown that the performance of large scalehierarchical ring systems are bisection bandwidth lim-ited. Section 4 evaluates the performance of meshes,which is strongly a�ected by the size of the router
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PMPMFigure 1: A hierarchical ring system with two levels.bu�ers. In Section 5, the performance of hierarchicalring networks is compared with that of 2-dimensionalbi-directional mesh networks for di�erent system sizes.In Section 6, we consider a minor modi�cation to thehierarchical ring structure whereby the highest levelring is clocked at twice the speed of other rings. Thistype of modi�cation is feasible, as it only a�ects asmall portion of the network, allowing the use of moreexpensive technology in a critical part of the systemwithout a�ecting the overall system cost by much.This modi�cation allows us to build larger systemswith higher throughput. These systems generally givebetter performance than equivalent mesh networks forsystems as large as 128 processors.2 Simulated systemFigures 1 and 2 show shared memory multiproces-sor systems containing P processing modules, in theformer case connected by a 2-level hierarchy of uni-directional rings, and in the latter case connected by asquare 2D bi-directional mesh. Each processing mod-ule (PM) contains a processor, a local cache and aportion of the main memory. In the case of hierar-chical rings, all processing modules are connected tolowest level rings, which we also refer to as local rings.A global ring connects several of these local rings. Thechannel width (data path) of the ring is assumed to be128 bits wide, based on the NUMAchine (a CC-NUMAmachine) design [6]. For a mesh connected system, anumber of variations on the basic topology shown arepossible. In our study, the connection between eachpair of adjacent nodes in a mesh is bi-directional (im-plemented as two 32-bit wide uni-directional channels)and there are no end-around connections. We choosethis topology because of its simple e-cube deterministicdeadlock free routing algorithm that does not requirevirtual channels.Both systems provide a at, global (physical) ad-dress space, and each PM is assigned a unique con-tiguous portion of that address space, determined byits location. All processors can transparently accessall memory locations in the system. The target mem-ory is determined by the address of the memory beingaccessed. Local memory accesses do not involve the
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LinksFigure 2: A 2D mesh system with 9 processors.network. Remote memory accesses require a requestpacket to be sent to the target memory, followed bya response packet from the target memory to the re-questing processor.Packets sent are of variable size1 and are transferredin its,2 bit-parallel, along a unique path throughthe network. The switching technique used deter-mines how packets are forwarded through the network.We assume wormhole switching in our study, where apacket is sent as a contiguous sequence of its with theheader it containing the routing and sequencing in-formation [11]. The head it of a packet acquires net-work resources (links and bu�er slots) as it proceedsthrough the network, while the tail it then frees them.Since only the head it of a packet contains routinginformation, it is essential that the its of a packet notbe interleaved with the its of other packets. When apacket cannot move forward because the next link isbusy, it is blocked in place and a ow-control signalis back propagated to the previous node to preventfurther transmission over the incoming link. Thus,wormhole switching may stall packets across multiplelinks if the bu�ers in the network nodes are smallerthan the size of a packet.2.1 Hierarchical ring system descriptionFor a hierarchical ring, there are two types of net-work nodes: Network Interface Controllers (NIC) con-nect processing modules (PM) to local rings, andInter-Ring Interfaces (IRI) connect two rings of adja-cent levels. The NIC examines the header of a packetand switches 1) incoming packets from the ring to aPM, 2) outgoing packets from the PM to the ring,and 3) continuing packets from the input link to theoutput link. The IRI controls the tra�c between tworings and is modelled as a 2� 2 crossbar switch.Possible implementations of the network nodes aredepicted in Figures 3 and 4. The NIC has a FIFOring bu�er to temporarily store transit packets arriv-ing from the network not destined to the local PM1Four main packet types are simulated, namely read request,read response, write request and write response.2No distinction is made between a phit (physical transferunit) and a it in our study.
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BufferFigure 4: Inter-Ring Interface (IRI).when the output link is currently transmitting anotherpacket from the local PM. If the ring bu�er is emptyand no packet is currently being transmitted, then anincoming transit packet will be forwarded to the out-put link directly, bypassing the ring bu�er. The NICalso has a FIFO input bu�er for storing packets des-tined for the local PM and a FIFO output bu�er forstoring packets originating from the PM destined fornodes elsewhere in the network. Both of these aresplit into request and response queues. For best per-formance, priority for transmission to the next nodeis given to ring packets either waiting in the bypassbu�er or having just arrived from the previous node.Otherwise, if there are packets in one of the outputqueues then priority is given to response packets overrequest packets.The IRI has two ring bu�ers, one for the lower ringand one for the upper ring. It also has a down bu�erand an up bu�er. The down bu�er stores packets ar-riving from the upper ring destined for the lower ring,while the up bu�er stores packets arriving from thelower ring destined for the upper ring. The downand up bu�ers are also split into request and responsequeues. Switching takes place independently at thelower and upper ring sides. Priority is given to pack-ets that do not change rings. Arriving transit packetsblock and are placed in the ring bu�er if the output
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BuffersFigure 5: Mesh Network Interface Controller.link is in the process of transmitting a packet from theup or down queue or when packets are already waitingin the ring bu�er.Both the NIC and IRI have ow control units (notshown in the �gures) which are used to signal up-stream neighbors when to stop sending packets. Eachbu�er in the NIC and IRI is large enough to accommo-date exactly one packet containing a cache line. Weassume all communication occurs synchronously; thatis, within a clock cycle, each NIC can transfer oneit to the next adjacent node (if the link is not beingblocked), and receive a it from the previous node itconnects to. An IRI, in one clock cycle, can transmitand receive a it on each ring (if there is no blocking).The routing delay through the NIC and the IRI is as-sumed to be one network cycle, based again on theNUMAchine implementation [6].32.2 Mesh system descriptionIn a mesh connected system, there is only one typeof network node, namely the mesh Network InterfaceController (NIC), to connect processing modules tothe mesh. A NIC for a bi-directional mesh is schemati-cally shown in Figure 5. It provides the basic switchingfunction from router inputs to outputs. The mesh NICis modelled as a 5�5 crossbar with four input/outputlinks from and to its four direct neighbors and one in-put/output link from and to the local PM. The inputlinks have FIFO bu�ers to store its that are blockedin the network.The NIC performs basic wormhole routing and owcontrol functions. It examines the header it of apacket to determine which output link the packetshould be forwarded to. The NIC also does properarbitration if there are competing requests for an out-put link. We assume that arbitration is round-robin.If a requested output link is not available, then the re-questing it is blocked and stored in the correspondinginput bu�er(s).3The NUMAchine system implements slotted ring switchingand not wormhole switching.



Cache NIC memoryChannel line requirementswidth size cl 4-it 1-it16B 32B - -Rings 128b 32B 48B - -64B 80B - -128B 144B - -16B 128B 64B 16BMeshes 32b 32B 192B 64B 16B64B 320B 64B 16B128B 576B 64B 16BTable 1: A comparison of memory requirements forring and mesh NIC bu�ers of di�erent sizes.Under the assumption of constant pin constraints,a 128-bit wide channel for rings with one input andone output connection per ring NIC translates approx-imately into a 32-bit wide channel for meshes with fourinput and four output connections per mesh NIC. It isassumed that our mesh NIC can connect all inputs tooutputs in a single clock cycle. Once a switch connec-tion between an input and output link is established,it is broken only after the last it of a packet has beentransferred.We consider mesh NICs with bu�ers of size 1, 4,and cl its, where cl is equal to the number requiredto hold a cache line with a header. In our study, cl willbe either 8, 12, 20 or 36 its to hold a cache line of size16, 32, 64 or 128 bytes, respectively (assuming 4 itheaders). In contrast, for hierarchical rings, we alwaysassume cl-sized ring bu�ers, where cl will be either 2,3, 5 or 9 its (assuming 1 it headers) to hold a cacheline of size 16, 32, 64 or 128 bytes, respectively. Since,there is only one ring bu�er in a ring NIC as opposedto four of them mesh NICs, this assumption is jus-ti�able when one considers the memory requirementsshown in Table 1.2.3 SimulatorThe simulator we use reects the behavior of thesystem at the register-transfer level on a cycle-by-cyclebasis. It was implemented using the smpl simulationlibrary [19]. The batch means method of output anal-ysis was used, with the �rst batch discarded to ac-count for initialization bias. A hierarchical ring basesimulator was validated against measurements takenfrom the Hector prototype, a hierarchical slotted ringarchitecture [16, 26]. The base simulator was thenextended to model other switching techniques, suchas wormhole routing. For 2D meshes, the processorand memory modules are essentially the same as inthe ring simulator with new NIC modules that incor-porates switching, routing and ow control in meshes.Our primary measure of performance is the aver-age round-trip access latency, de�ned as the time fromwhen a request is �rst issued until the correspondingresponse is received, measured in network clock cy-cles. We also consider network utilization measuredin percent of maximum network utilization. We as-sume the network clock cycle is the same as the PM

Number of Cache Line SizeProcessors 16B 32B 64B 128B4 4 4 4 46 6 6 6 2:38 8 8 2:4 2:412 12 2:6 2:6 3:418 2:9 3:6 3:6 3:2:324 2:12 3:8 2:2:6 2:3:436 3:12 2:3:6 2:3:6 3:3:454 2:3:9 3:3:6 3:3:6 3:3:2:372 2:3:12 3:3:8 2:2:3:6 2:3:3:4108 3:3:12 2:3:3:6 2:3:3:6 3:3:3:4Table 2: Optimal hierarchical ring topology for givennumber of processors and cache line sizes for workloadswith R=1.0 and C=0.04clock cycle,4 with the exception of hierarchical ringswhere in some cases (that will be pointed out) theglobal ring is clocked at a higher speed than the PMclock.2.4 Benchmark descriptionWe use synthetic micro-benchmarks to drive oursimulator in order to accurately evaluate the perfor-mance of both mesh and ring interconnection networksunder controlled conditions. A series of memory refer-ences (i.e. cache misses) is generated at each processorby a Multiprocessor Memory Reference Pattern (M-MRP) address generator similar to the one developedby Saavedra to measure the performance of real sys-tems [22]. More formally, an M-MRP is a set of Puniprocessor memory reference patterns, one for eachprocessor, each accessing its own region of the mem-ory address space. The access regions of the processorstypically overlap.An M-MRP in our simulation is characterized bythe following three attributes: 1) the size of the mem-ory region, R, accessed by each processor, 2) the cachemiss rate, C, of each processor, and 3) the numberof outstanding access transactions, T , a processor isallowed before it blocks. By varying each of these at-tributes, we can exercise the interconnect in a speci�cand predictable way and measure how the network re-sponds under controlled conditions.Parameter R 2 (0; 1), the size of the memory accessregion, allows us to control di�erent degrees of localityand thus the sharing between processors. If P repre-sents the number of processors in the system, then aprocessor accesses memory in the dR�P � 1e \closest"PMs, as well as locally. \Closest" is interpreted di�er-ently for hierarchical rings and meshes. For rings it isassumed that the processors are logically arranged ina sequence (by projecting them on to a line), and thememory is accessed in the dR(�P�1)=2e PMs on eitherside of the accessing PM, as well as locally. This corre-sponds to accessing a contiguous memory region cen-tered at the local PM. For meshes, the closest PMs aredetermined by the number of hops required to reach4In our NUMAchine prototype, the network and PMs oper-ate at 50 MHz cycles.
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Figure 6: Latency for single rings with di�erent cache line sizes.them. This corresponds to accessing a non-contiguousmemory region. In either case we assume that thesequence of memory references in a given memory re-gion is uniformly distributed and independent acrossthe region.A processor is allowed to have T outstanding re-quests before it is required to block for a reply. Thisparameter is used to model processors with prefetch-ing and/or multi-threading [14]. We assume that therate at which requests are generated is independent ofthe number of outstanding requests, which mimics thebehavior of multiple context processors.The o�ered load is controlled by parameter C, thecache miss rate, and is assumed to be 0:04 (or 25 cyclesbetween cache misses) for all our simulations. Thisrate is at the higher end of the predicted cache missratios of real applications [5, 25]. We assume the prob-ability that the cache miss is a read as 0.7 throughoutthis study.3 Hierarchical ringsIn this section we analyse the performance of hier-archical ring networks. The topology of a hierarchicalring system greatly a�ects its performance. In ourstudy, we use the topology that performs best for ap-plications with relatively poor memory access behav-ior, i.e. no locality and high cache miss rates (R = 1:0,C = 0:04, T = 4). This topology is dependent on thecache line size. Table 2 depicts the best topology for
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128B cache lineFigure 9: Latency for 3-level ring hierarchies.tively sustain 12, 8, 6 and 4 nodes, respectively, withalmost no performance degradation.Figure 7 depicts the performance of systems withtwo levels of rings, given the same workload withT = 4. A second level, global ring ring connects localrings, each containing the maximum number of PMsas determined above for the single ring case. The la-tency curves for values of T less than 4 show the sametrends and are not shown. There are two places wherethere is an increase in the slope of the latency curvefor a given cache line size. The �rst increase occurswhen the size forces us to connect two local rings toa second level global ring, causing an increase in theround trip distance. This happens at 12, 8, 6, and 4processors for cache line sizes 16, 32, 64 and 128 bytes,respectively.The second increase occurs after we connect threelocal rings to the global ring which happens at 36,24, 18 and 12 processors for cache line sizes 16, 32,64 and 128 bytes, respectively. This second increaseis primarily due to bisection bandwidth limitations,as can be seen in Figure 8 which depicts utilizationof local and global rings. The global ring utilizationalmost reaches its full capacity when we connect 3 lo-cal rings, and any attempt to connect additional localrings saturates the global ring. The local rings uti-
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Figure 11: Latency for hierarchical ring systems withdi�erent number of levels and 32B cache lines for work-loads with a) poor memory locality, R=1.0, b) highmemory locality, R=0.2Figure 11 shows the bene�t of having hierarchiesin ring-based systems for two di�erent workloads: the�rst with no memory locality (R = 1:0, C = 0:04,T = 2) and the second has some (R = 0:2, C = 0:04,T = 2). It is evident that each additional level inthe hierarchy shifts the latency curve further to theright, thereby allowing a larger number of nodes to beaccommodated. For the workload with locality, we seethat the bene�t of having a hierarchy is signi�cant.In our further study of rings we limit ourselves tothree levels of hierarchy.4 Mesh networks performanceIn this section, we evaluate the performance ofmesh networks. As described in Section 2, we assumesquare, 2-dimensional bi-directional wormhole routedmeshes with no end-around connection and simple, de-terministic e-cube routing. We are brief in our pre-sentation, since our results are compatible with thoseobtained by other researchers [1, 2, 8].Figure 12 presents latency curves for the access pat-tern with R = 1:0, C = 0:04, and T = 4, assumingbu�ers sizes of 1, 4 or cl its, where cl is the size re-quired to accommodate a packet containing a cacheline. One signi�cant observation from the �gure isthat the increase in latency as a function of the num-ber of nodes is more moderate than that obtained withhierarchical ring networks. As we increase the size of amesh network, both the aggregate network bandwidthand the bisection bandwidth scales, whereas in ringnetworks the bisection bandwidth remained constanteven though the aggregate local ring bandwidth in-creased. In mesh systems with cache line sized bu�ers,the latency increases by only a factor of between 5 and7 (depending on cache line size) when the size of thesystem is scaled by a factor of 30 from 4 to 121 proces-sors. For systems with 4-it bu�ers, latency increasesby a factor of between 6 and 8 for the same increase insystem size, and for systems with 1-it bu�ers thereis a factor of 9 to 12 increase in latency.As is evident from Figure 12, the performance im-
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Ring, T=4Figure 14: Comparing the latency of meshes with 4-it bu�ers and rings for di�erent cache lines.pact of bu�er sizes on mesh networks is quiet apprecia-ble. A 64 processor system with 128 byte cache lineswill exhibit 3 times higher latency with 1-it bu�ersand 1.3 times higher latency with 4-it bu�ers whencompared to that of cl-sized bu�ers. However, thememory requirements for cache line sized bu�ers are144 times higher than that for 1-it bu�ers (with a128-byte cache line size), whereas the memory require-ments for 4-it bu�ers are only 16 times higher thanthat for 1-it bu�ers for the same cache line size. Inother words, for a system with 128 byte cache linesand 64 processors there is only a 25% decrease in la-tency when we go from 4-it bu�ers to cache line sizedbu�ers, but there is a 9 times increase in the total on-chip memory requirements.Figure 13 presents the network utilization curvesfor a system with 4-it bu�ers. The network utiliza-tion reaches a peak relatively early and begins to de-crease monotonically thereafter as the system becomeslarger. Peak network utilization occurs at 16, 9, 9 and4 nodes when the cache line size is 16, 32, 64 and128 bytes, respectively. The utilization drops to lessthan 20% for 121 processor systems regardless of thecache line sizes considered. The network utilization islower for larger systems because the average distancea packet must travel increases, with an attendant in-crease in the probability of blocking (con�rmed by theincrease in the average NIC delay of a packet).

5 Comparative performance of ringsand meshesIn this section, we compare the performance of hier-archical rings and meshes, both for the workload withno locality we have been considering so far (R = 1:0,C = 0:04, T = 4) and also for a workload with a higherdegree of locality (R � 0:3, C = 0:04, T = 4). In ourcomparison, we generally try to be fair, although weslightly favor meshes. For example, our memory ac-cess locality model favors meshes, as it minimizes thenumber of hops in meshes, but not so for ring-basedsystems. We assume the rings are wormhole routed,even though slotted rings tend to perform somewhatbetter [21]. Also, we assume the same routing speedfor both mesh and ring NICs, although routing in ringsis simpler due to fewer number of connections and cangenerally be done faster. When considering on-chipmemory requirements for bu�ers, assuming cache linesized bu�ers for meshes favors meshes, while assuming1-it bu�ers for meshes favors hierarchical rings.5.1 Access patterns with no memory lo-calityFigure 14 compares the latency of rings and meshes.In these experiments, the mesh NICs all have 4-itbu�ers. Each �gure represents a di�erent cache linesize5 Generally, rings perform better than meshes5We use log-log graphs here, since most of the cross-overpoints are before 36 processors.
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Ring, T=4Figure 15: Comparing the latency of meshes with cl-sized bu�ers and rings for 128B cache lines.when connecting a small number of nodes, but meshesperform better in systems with a larger number ofnodes. We de�ne the cross-over point as the numberof nodes where the switch over occurs. The resultsshow that the cross-over point depends on the cacheline size; the larger the cache line size, the higher itis. The cross-over points are 16, 25, 27 and 36 nodesfor 16, 32, 64 and 128 bytes cache line systems, re-spectively. With larger cache lines, the relative lengthof a worm in a mesh network is higher than in a ringnetwork when compared to smaller cache lines, so theprobability of blocking increases. The cross-over pointis pretty much independent of the number of outstand-ing transactions (with the exception of T = 1 wherethe cross-over point is higher). However, the relativedi�erence in performance between the two networktypes becomes larger with larger values of T .For meshes with cache line sized bu�ers, the cross-over points are lower, lying between 16-30 nodes de-pending on the value of T. This is shown in Figure 15for a cache line size of 128 bytes. Systems with othercache line sizes have the same cross-over points (notshown), because there is zero probability that a wormwill stall more than one link.For meshes with 1-it bu�ers, then rings outper-form meshes for all cache line sizes: the cross-overpoint lies above 121 nodes for all cache line sizes con-sidered. The mesh performs poorer than hierarchicalrings, even for 16 byte cache line sizes (not shown), pri-marily because of the increased probability of wormsblocking over multiple links. Figure 16 shows thesecurves for a 128 byte cache line size system.5.2 Access patterns with localityIn this section we consider memory access patternswith higher degrees of locality. Figure 17 compares thelatency of rings and meshes for 16, 32, 64 and 128 bytecache line systems with 4-it mesh bu�ers and T = 4.Latency curves are shown for three di�erent values ofR, namely 0.1, 0.2, and 0.3. The results show thateven with moderate locality (i.e. R = 0:3), rings out-perform meshes for systems with up to 121 processors.This is true for all cache line systems considered withthe exception of 16 byte cache line systems, where the
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Ring, T=4Figure 16: Comparing the latency of meshes with 1-itbu�ers and rings for 128B cache lines.performance of rings and meshes are similar.For 32 byte cache line systems, rings perform onaverage 20% better than meshes for access patternswith R = 0:3 or less. For 64 and 128 byte cache linesystems, rings perform on average 30% better thanmeshes. Interestingly, the di�erence in performanceis larger for R = 0:2 than for R = 0:1. This is be-cause in meshes, most of the target PMs are directneighbors when R = 0:1, while with R = 0:2 largerdistances must be traversed with increased attendantcontention.The above discussion assumed 4-it bu�ers. For cl-sized mesh bu�ers, increased locality has the e�ect ofincreasing the cross-over point, as shown in Figure 18for 128 byte cache line systems. For R = 0:3 or less,the cross-over point is 45 processors or more. Thisshows that even with cl-sized mesh bu�ers, meshesperform worse than rings for small and medium scalesystems for workloads with moderate to good locality.6 Increasing the bisection bandwidthof ringsThe performance and scalability of hierarchicalrings are clearly limited by their constant bisectionbandwidth. In this section, we show that by increas-ing the bandwidth of the global ring (and thus the bi-section bandwidth), we can connect additional lowerlevel rings to the global ring without worsening theaverage memory access latency. Targeting just theglobal ring is e�ective, because the utilization of thelower level rings is low, especially when the global ringis saturated.The bandwidth of the global ring can be increasedeither by increasing the width of the ring or the speedof the ring. Moreover, using faster and more expen-sive technology is viable in this case, since it does nota�ect the total cost of the system by much with theglobal ring constituting a small portion of the system.For example, the global ring of the NUMAchine multi-processor will be implemented using free-space opticaltechnology [24], which will give us an aggregate globalring bandwidth of 1 Tb per second.Here, we explore the option of clocking the global
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Ring, R=0.3Figure 17: Comparing the latency of meshes with 4-it bu�ers and rings for di�erent values of R and cache linesizes.ring at a speed higher than that of the local and inter-mediate rings. Figure 19 presents latency as a functionof the number of nodes for a 3-level hierarchical ringsystem with the global ring being clocked at twice thespeed of the local and intermediate rings. To alloweasy comparison, the �gure also depicts the latenciesof the corresponding systems with the global ring run-ning at normal speed. The curves are presented for32, 64 and 128 byte cache line systems for a value ofR = 1:0, C = 0:04, and T = 4. The results showthat a third level global ring can then sustain up to 5second-level rings, as compared to 3 second-level ringswhen global rings run at normal speed. Five and notsix second-level rings can be sustained, because theamount of tra�c a second level ring routes throughthe global ring increases with the number of second-level rings in our memory access model. A system with5 second-level rings has 180, 120, 90 and 60 processorswhen the cache line sizes are 16, 32, 64 and 128 bytesrespectively; this compares to 108, 72, 54 and 36 pro-cessors for a system with normal speed global rings.From Figure 20, it is evident that the utilization of thedouble speed global rings increases more slowly andin a more linear fashion than of normal speed globalrings.Figure 21 compares the latencies of meshes and hi-erarchical rings with the global ring running at twicethe normal speed for a workload with no memory lo-cality (i.e. R = 1:0, C = 0:04, T = 4). The �g-
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