ABSTRACT

A log of execution of an executable program is obtained. Log messages contained in the log are parsed to generate object identifiers representative of instances of programmatic elements in the executable program. Relationships among the object identifiers are identified. A representation of identified relationships is constructed and outputted as, for example, a visual representation.
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\[ match(a, b) = \begin{cases} 
   b - a + 1 & \text{if } L[a..b] \text{ matches a constant} \\
   0 & \text{otherwise}
\end{cases} \]

FIG. 4A

\[ M(i) = \max\{match(0, i), \max_{0 \leq j < i} \{M(j) + match(j + 1, i)\}\} \]

FIG. 4B
Input: G: Type Relation Graph, EVENTS
Output: System Stack Structure (S^3) Graph

/ * Step 1: merge &lpar; nodes in G &rpar; /

foreach connected component C of &equiv; relations do
  foreach subset S: &lbrace;T_1,...,T_n&rbrace; in decreasing size do
    if \forall i \in [1,n], \forall obj_j \in T_i
      \exists obj_1 \in T_1, ... , obj_n \in T_n s.t.
      obj_1 &equiv; ... &equiv; obj_n then
      Node N ← merge(T_1, T_2, ..., T_n);
      N.sig ← hash(T_1.sig, T_2.sig, ..., T_n.sig);
      replace T_i.sig with N.sig in EVENTS;
  end
end
remove any outstanding &equiv; edges;

/ * Step 2: process \bowtie relations * /

foreach connected component C of \bowtie relations do
  S ← \{ all the types in C \};
  foreach E \in EVENTS do
    sig ← E \cap S;
    if \exists Node n where n.sig = sig then
      nv ← new Node() with nv.sig ← sig;
      if \exists Node n' where n'.sig \subseteq nv.sig then
        add edge n' \rightarrow nv;
      end
    else
      mark n;
    end
  end
remove all unmarked nodes from C;
end

/ * Step 3: filter non-object-types * /

foreach Node n do
  if \exists Node n1, n2 s.t. n1.sig \cap n2.sig = \emptyset and
    n1.sig \cup n2.sig \subseteq n.sig then
    remove n;
end

FIG. 11
<table>
<thead>
<tr>
<th>OBJECT</th>
<th>EVENT TIMELINE</th>
</tr>
</thead>
<tbody>
<tr>
<td>user3</td>
<td></td>
</tr>
<tr>
<td>QueryID..0301..</td>
<td></td>
</tr>
<tr>
<td>user1</td>
<td></td>
</tr>
<tr>
<td>QueryID..0437..</td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 12**

<table>
<thead>
<tr>
<th>OBJECT</th>
<th>EVENT TIMELINE</th>
</tr>
</thead>
<tbody>
<tr>
<td>user3</td>
<td></td>
</tr>
<tr>
<td>QueryID..0301..</td>
<td></td>
</tr>
<tr>
<td>application..4</td>
<td></td>
</tr>
<tr>
<td>attempt..4_m..1</td>
<td></td>
</tr>
<tr>
<td>container..4..071</td>
<td></td>
</tr>
<tr>
<td>attempt..4_r..1</td>
<td></td>
</tr>
<tr>
<td>container..4..081</td>
<td></td>
</tr>
<tr>
<td>user1</td>
<td></td>
</tr>
<tr>
<td>QueryID..0437..</td>
<td></td>
</tr>
<tr>
<td>application..5</td>
<td></td>
</tr>
<tr>
<td>attempt..5_m..1</td>
<td></td>
</tr>
<tr>
<td>container..5..611</td>
<td></td>
</tr>
<tr>
<td>attempt..5_r..1</td>
<td></td>
</tr>
<tr>
<td>container..5..613</td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 13**
<table>
<thead>
<tr>
<th>Log events</th>
<th>Identifiers</th>
<th>Edges</th>
<th>Objects</th>
<th>Instances</th>
<th>Types</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>instances</td>
<td>types</td>
<td>instances</td>
<td>types</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hive</td>
<td>3,981,149</td>
<td>206</td>
<td>91,872</td>
<td>69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spark</td>
<td>8,203,395</td>
<td>158</td>
<td>1,667,885</td>
<td>156</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OpenStack</td>
<td>2,336,227</td>
<td>20</td>
<td>266,203</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Production</td>
<td>312,779</td>
<td>36</td>
<td>123,688</td>
<td>22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>14,833,550</td>
<td>413</td>
<td>5,433,628</td>
<td>160</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIG. 14
LOG PROCESSING AND ANALYSIS
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FIELD

This disclosure relates to computers and computer networks.

BACKGROUND

Internet services today, such as those provided by Google™, Facebook™, Amazon™, and the like, tend to be built upon distributed server stacks. Understanding the performance behavior of distributed server stacks at scale is a non-trivial problem. For instance, the servicing of just a single request can trigger numerous sub-requests across heterogeneous software components. Further, it is often the case that many similar requests are serviced concurrently and in parallel. When a user experiences poor performance, it is extremely difficult to identify the root cause, as well as the software components and machines that are the culprits.

For example, a simple Hive query may involve a YARN (Yet Another Resource Negotiator) “ResourceManager,” numerous YARN “ApplicationManager” and “NodeManager” components, several “MapReduce” tasks, and multiple Hadoop Distributed File System (HDFS) servers.

Numerous tools have been developed to help identify performance anomalies and their root causes in these types of distributed systems. The tools have employed a variety of methods, which tend to have significant limitations. Many methods require the target systems to be instrumented with dedicated code to collect information. As such, they are intrusive and often cannot be applied to legacy or third-party components. Other methods are non-intrusive and instead analyze already existing system logs, using either use machine learning approaches to identify anomalies or relying on static code analysis. Approaches that use machine learning techniques cannot understand the underlying system behavior and thus may not help identify the root cause of an anomaly. Approaches that require static code analysis are limited to components where such static analysis is possible, and they tend to be unable to understand the interactions between different software components.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of an example performance analysis system.

FIG. 2 is a block diagram of the log processor of FIG. 1.

FIG. 3 is a flowchart of an example process to obtain and parse log data.

FIG. 4A is a definition of an example matching function.

FIG. 4B is a definition of an example string matching computation.

FIG. 5 is a block diagram of the server component of FIG. 1.

FIG. 6 is a flowchart of an example process to generate and output a log analysis.

FIG. 7 is a diagram of an example graph.

FIG. 8 is a diagram of an example instantiated graph.

FIG. 9 is a listing of example log messages.

FIG. 10 is a diagram of an example type relation graph of relationships between object types.

FIG. 11 is a listing of pseudocode of an example object identification process.

FIG. 12 is a diagram of an example event timeline at a user interface.

FIG. 13 is a diagram of an example expanded representation of the event timeline of FIG. 12.

FIG. 14 is a table of test results.

FIG. 15 is a graph constructed from test logs.

DETAILED DESCRIPTION

The techniques described herein allow for profiling the performance of an entire distributed software stack solely using the unstructured log data generated by heterogeneous software components. A system model of the entire software stack may be constructed without needing prior knowledge of the stack. The techniques described herein may automatically reconstruct the extensive domain knowledge of the programmers who wrote the code for the stack. A Flow Reconstruction Principle, which states that programmers log events such that one can reliably reconstruct the execution flow a posteriori, may be used. Improvements to performance profiling, resource optimization, and failure diagnosis of systems software may be realized.

A tool may be provided to extract information from standard logs and to visually display individual objects over their lifetimes to show, for example, how and when objects interact with each other. The tool may initially display high-level object instances (e.g., a Hive query) that can then be drilled down to view lower level instances (e.g., HDFS blocks, MapReduce tasks, or containers), referencing gathered information on object relationships. A hierarchical approach to displaying information allows for understanding what can often be an overwhelming number captured log events and a high number of objects involved.

The techniques discussed herein use the Flow Reconstruction Principle, which posits that programmers will tend to produce code that outputs sufficient information to logs, so that runtime execution flows may be reconstructed after the fact. More specifically, programmers will tend to insert, for each important event, a log printing/output statement that outputs the identifiers of relevant objects involved with the event. This allows at least partial reconstruction of execution flows a posteriori.

It should be noted that, in this description, the term "identifier" refers to a variable value that may be used to differentiate objects. Examples of identifiers include a thread identifier (ID), a process ID, a file name, and a host name. Examples of non-identifiers include a value of a counter or central processing unit (CPU) usage statistics. Note that a counter itself may be an object, but its value is not considered an identifier because it is not normally intended to be used to differentiate different counter instances.

Inserting log statements into programmatic code is a widely followed practice. Many object identifiers, such as process ID and thread ID, are automatically outputted by underlying logging libraries for each event. Programmers tend to insert log statements to allow them to reconstruct how a failure occurred. Specifically, programmers may tend to log a sufficient number of events, even at default logging verbosity, at critical points in the control path, so as to enable a post-mortem understanding of the control flow leading up to a failure.

Programmers may tend to identify the objects involved in the event to help differentiate between log statements of
concurrent/parallel homogeneous control flows. Note that this would not generally be possible when solely using constant strings. For example, if two concurrent processes, when opening a file, both output a string such as “opening file” without additional identifiers (e.g., process identifier) then one would not be able to attribute this type of event to either process. Programmers may tend to include a sufficient number of object identifiers in the same log statement to unambiguously identify the objects involved. Note that many identifiers are naturally ambiguous and need to be put into context in order to uniquely identify an object. For example, a thread identifier (e.g., tid) needs to be interpreted in the context of a specific process, and a process identifier (e.g., pid) needs to be interpreted in the context of a specific host. Hence, a programmer will not typically output a tid alone, but will tend to also include a pid and a hostname. If the identifiers are printed separately in multiple, thread-safe log statements (e.g., hostname and pid in one log statement and tid in a subsequent one) then a programmer may no longer be able to reliably determine the context of each tid because a multi-threaded system can interleave multiple instances of these log entries.

The techniques discussed herein may disregard constant strings and may not attempt to extract semantics from object identifiers. Interpretation of constant strings and identifiers that contain string sequences, which may be meaningful to the programmer, is avoided. Instead, information about objects is extracted by analyzing various patterns that exist in the logs.

FIG. 1 shows an example performance analysis system. The system includes a plurality of hosts mutually connected by a computer network. A host may be a server or other component of a distributed service whose performance is to be analyzed. A host may be referred to as a “node” or “network node” and use of the term “host” is not intended to be limiting, but rather to distinguish the hosts from graph nodes discussed below.

The network may include any local-area network (LAN), wide-area network (WAN), wireless network, intranet, internet, similar type of network, or a combination of such.

The system further includes a log processor that installed at each of the hosts 12 connected to the network, a log analyzer at the server 22, a graphical user interface (GUI) 26, and a results database at or connected to the server 22.

Each of the hosts 12 and the server 22 may include a processor and memory that cooperate to execute instructions. Examples of processors include a CPU, a microcontroller, a microprocessor, a processing core, a field-programmable gate array (FPGA), or similar device capable of executing instructions. Memory may include a non-transitory machine-readable storage medium that may be any electronic, magnetic, optical, or other physical storage device that stores executable instructions. The machine-readable storage medium may include, for example, random access memory (RAM), read-only memory (ROM), electrically-erasable programmable read-only memory (EEPROM), flash memory, a storage drive, an optical disc, and the like. The machine-readable storage medium may be encoded with executable instructions.

Each log processor includes instructions to obtain and parse logs generated by the host 12 at which the log processor 20 is installed. Such logs may contain log messages that are generated by log statements written by human programmers and provided to an executable program opera-

tional at the host 12. This kind of log statement is often inserted by programmers to assist in debugging, and it is not necessary that such log statements conform to any standard or provide any specific information or hook. Additionally or alternatively, logs may contain log messages that are generated by an automated tool or program, such as a tracing tool. This kind of log statement is often inserted automatically, for example under the direction of a human programmer, and may have a predictable format or hook, but not necessarily.

A log processor 20 may be configured to locate active logs, parse log messages into a set of object identifiers and related data, and communicate such data to the server 22. A log processor 20 may be referred to as a client or client program.

The log analyzer 24 at the server 22 includes instructions to analyze the log data provided by the log processor 20. For example, the log analyzer 24 may analyze events received from all log processors to build a visual representation, such as a System Stack Structure (S3) graph, or similar graph, and instantiate the S3 graph with object instances. Other examples of visual representations include data tables, charts, text, and the like. In further examples, other types of representations, such as data files, may be generated and outputted for consumption by a user or by a program or tool.

A log processor 20 and the log analyzer 24 may communicate using any suitable scheme. For example, the log processor 20 may initiate transmission of newly obtained data to the log analyzer 24 and such transmission may be unidirectional. This may not require any adjustments to a firewall that protects the hosts 12. In another example, the log analyzer 24 may poll the log processor 20 for any new data.

The log processor 20 may be located at the server 22 with the log analyzer 24. In such case, raw logs may be transmitted from the hosts 12 to the server for processing by the log processor 20 and log analyzer 24. Conversely, the log analyzer 24 may be located at the host 12 with the log processor 20 for processing and analyzing the logs at the host 12. The GUI 26 may be provided to the host 12 as well. In either case, the log processor 20 and the log analyzer 24 may be included in the same program or may be separate programs.

The GUI 26 includes instructions to generate output and receive input for interaction with the log analyzer 24. The GUI 26 may include a web interface, application, or other component that is provided to a remote terminal 30 via the network 14. A user at the remote terminal 30 may thus interact with the log analyzer 24, with data being communicated between the terminal 30 and the server 22 via the network 14.

The results database 28 may store data received from the log processors 20 and data generated by the log analyzer 24.

The server 22 may further include a login component, an authentication component, an authorization component, an encryption component, similar components, or a combination of such. The functionality of the log analyzer 24 may be provided to various users or groups of users having various access permissions. For example, several different organizations operating different groups of hosts 12 to implement different services may independently install log processors 20 on their hosts 12 and operate the log analyzer 24 independent of each other via, for example, respective terminals 30. Further, a log processor 20 may include an
encryption component, such that data communicated between the log processor \textbf{20} and the server \textbf{22} may be secured.

\textbf{FIG. 2} shows an example log processor \textbf{20}.

The log processor \textbf{20} is executable at a host \textbf{12} that includes a processor \textbf{40}, memory \textbf{42}, and communications interface \textbf{44}. The processor \textbf{40} and memory \textbf{42} have been described elsewhere. The communications interface \textbf{44} may include an Ethernet interface, a wireless interface, or similar device capable of communicating data between the log processor \textbf{20} and a computer network \textbf{14}.

The log processor \textbf{20} may include log processing instructions \textbf{50} to discover log files \textbf{52} and related binary executable programs \textbf{54} present at the host \textbf{12}, extract and parse data from the logs \textbf{52} and binaries \textbf{54}, and send such data to the server \textbf{22}.

Log processing instructions \textbf{50} may be to discover a log of execution of an executable program \textbf{54}, locate the executable program \textbf{54} in the file system of the host \textbf{12}, parse log messages contained in the log to generate object identifiers representative of instances of programmatic elements in the executable program, and identify relationships among the object identifiers to obtain identified relationships for output in a visual representation, such as an S3 or S3i graph. Programmatic elements include such things as variables, classes, fields, functions, subroutines, and the like. Indications of the identified relationships and other log data may be transmitted to the server \textbf{22} via a network \textbf{14} for analysis at the log analyzer \textbf{24}.

The log processing instructions \textbf{50} may further be to extract a string constant from the executable program \textbf{54} and to use the string constant to parse the log messages to generate the object identifiers.

The log processing instructions \textbf{50} may further be to infer types of objects represented by the object identifiers, and to identify relationships among the types when obtaining the identified relationships. Object type is an eminently determined type, which is not necessarily constrained to correspond to a type defined by a programming language of the executable program \textbf{54}. That is, the log processing instructions \textbf{50} infers type without access to the underlying source code and some of these interferences may be the same as in the source code and some may be different.

\textbf{FIG. 3} shows a process for obtaining and parsing log data. The process may be performed by the log processing instructions \textbf{50} at each log processor installed at a plurality of hosts \textbf{12}.

At block \textbf{60}, the process automatically discovers processes (e.g., programs in execution) that output log messages to files.

For example, a daemon process may be executed to wake the log processor at a predetermined interval or epoch. During each epoch the host is scanned to find all running processes. This may be accomplished by scanning a the /proc file system on Linux\textsuperscript{TM}. Each process’s file descriptors are examined to locate log files. A log may be identified if its file type (e.g., as determined by the file’s magic number) is ASCII text and its name or a parent directory’s name contains the text “log”. Other examples of identifying log files are also possible.

The length of an epoch may be a trade-off between the timeliness of monitoring and the amount of network traffic. An epoch length of zero will force the log processor to stay awake and send parsed log messages one at a time. A long epoch will compress log messages that have the same set of identifiers within the epoch into a single tuple. Since log messages often arrive in a bursty manner, even a small epoch can significantly reduce network traffic. An example epoch length is one second.

At block \textbf{62}, binary executable files/programs of the discovered processes are located.

For each process with an open log file, executables of the process (including dynamically linked libraries) may be located by searching through the process’s file descriptors and memory mapped files. For Java Virtual Machine\textsuperscript{TM} (JVM) processes, a process’s classpath may be searched for *.jar, *.war, and *.class files. This ensures that executables are found even if they were already closed by the JVM. Similarly, for Python\textsuperscript{TM} processes, the starting script may be identified from the shell command (e.g., ./script.py) and then Python’s ModuleFinder package may be used to locate the remaining scripts in the dependency graph, regardless of whether they are currently open.

At block \textbf{64}, string constants are extracted from the binary executable programs.

All constant strings may be extracted from each executable. For Executable and Linkable Format (ELF) executables, constants may be extracted from the read-only data segments (i.e., .rodata and .rodata1) by treating “0” as a string terminator. For Java class files strings may be extracted from each file’s constant pool. For Python bytecode, strings may be extracted from the co_consts field in the Python code object. Other examples of constant extraction are also contemplated.

At block \textbf{66}, the discovered log messages are parsed and object identifiers and their types are extracted. Object identifiers may be representative of instances of programmatic elements in the executable program.

Log parsing is to extract the identifier values and infer their types from each log message. If an executable’s constant string contains format specifiers, then this string can be directly used as a regular expression, where the specifiers are metacharacters (e.g., “\d” can be converted to “(d+)” to extract an integer). The pattern matched by a format specifier may be treated as a variable value.

Many variable values outputted to log messages from Java, Scala\textsuperscript{TM}, C++, and Python programs use string concatenation operators. For example, the message “2016-04-02T00:58:48.734 MongoDB starting:pid=22925 port=27017 dbpath=/var/lib/mongodb” may be printed by the following code snippet:

```
<%= MongoDB.starting:%d=%<%pid
<%= port=%<serverGlobalParams.port
<%= dbpath=%<storageGlobalParams.dbpath;
```

As such, an approach generic to all of the aforementioned languages may be used. For each log message, any segment that matches a constant string may be treated as static text, leaving only the variable values. In the example above, “MongoDB starting: pid=", "port=", "dbpath="” are three of the constant strings parsed from MongoDB\textsuperscript{TM} executable, leaving “22925”, “27017”, and “/var/lib/mongodb” as variable values.

String matching may be achieved using a dynamic programming algorithm. Given a log string of length n, L[0 . . . n−1], where M(i) is the maximum number of characters in L[0 . . . i] that are matched by constant strings, a subset of constant strings that matches M(n−1) characters of L in a non-overlapping manner may be found using a function match( ) shown in FIG. 4A. M(i) may then be iteratively computed as shown in FIG. 4B.

String matching may only be necessary the first time a log message type is parsed. After parsing a message, a regular
expression may be build. Continuing the above example, a regular expression may be as follows:

“MongoDB storing: std::string pid="(\d+)" port="(\d+)" dbpath="(.*)."

When another message is printed by the same statement, it can be directly matched against the regular expression. A heuristic may be used to discard any string literals with fewer than three characters since, as executables tend to contain most permutations of one and two character strings. Using such strings could misidentify identifier values as static text.

The type of each variable may be inferred as follows. First, a variable is expanded to include characters within the word boundary delimited by whitespace. If the expansion includes static strings, then this “schema” of constant strings serves as the variable’s type. For example, consider this Hadoop log message: “app_14 created task attempt14_r_0.” Initially, the occurrences of “_14” and “_0” are recognized as variables, while “app”, “created task”, “attempt”, and “_r_” are constant strings. Following expansion, the types of these two variables are “app”, “created task”, “attempt”, and “_r_” respectively.

If a variable still does not include constant strings after the expansion, the process may trace backwards starting from the variable and use the first matched static text alphabetical word as the type. For example, in the MongoDB example, the three variable would have the types “pid”, “port”, and “dbpath” respectively.

Heuristics may be used to avoid capturing non-identifier variables. A first heuristic may eliminate variables with types that do not end with a noun since identifiers tend to have noun-based types. For example, in the log, “Slow BlockReceiver write packet to mirror took 20 ms”, the latency variable is eliminated since the preceding static text, “took”, is a verb. Another heuristic may eliminate variables whose types are common non-identifiers (e.g., “size”, “usage”, “progress”, etc.).

Regular expressions generated by or used in the process may be modified by the user.

At block 68, the parsed log messages are sent to the log analyzer 24 at the server 22.

For example, at the end of each epoch, parsed log messages from the most recent epoch may be sent to the log analyzer 24 at the server 22. A suitable network protocol may include the following fields: (1) the timestamp of the epoch; and (2) a list of tuples, each with the format such as:

<severity, log file, {ID1: type1, ID2: type2, ...}, count>

All log messages from the same log file with the same set of identifiers and severity (e.g., INFO, WARN, etc.) are aggregated into a single tuple with the “count” field indicating the number of such log messages. This protocol message is then sent. A utility such as Rsyslog™ may be used, particularly if communication is to be unidirectional.

Fig. 5 show an example server 22.

A log analyzer 24 is executable at the server 22, which includes a processor 80, memory 82, and communications interface 84. The processor 80 and memory 82 have been described elsewhere. The communications interface 84 may include an Ethernet interface, a wireless interface, or similar device capable of communicating data between the log analyzer 24 and a computer network 14. The log analyzer 24 may include instructions to analyze log data provided by log processors 20, such as by performing an analysis on data received from log processors 20 installed at related hosts 12. The instructions may be to obtain log data that includes identified relationships among object identifiers representative of instances of programmatic elements in an executable program at a host 12, construct a visual representation of the identified relation-
node pair, indicating an interaction between them. Links may be represented by vertical lines, for example, in the GUI.

FIG. 7 and FIG. 8 show example graphs based on example log messages shown in FIG. 9. An example S3 graph for a Hive example shown in FIG. 7. FIG. 8 shows an example instantiated S3 graph that may be generated after analyzing several log messages. Each node is an object instance. The events that include the object are also shown on each node. In the example shown, the first message instantiates the node “user1”. The second message matches the first node, instantiates a child node “query_14”, and then further instantiates node “app_14” as a child of node “query_14”. The third message matches node “app_14”, but does not instantiate any new nodes. The fourth and fifth messages match node “app_14” and then instantiate two nodes with signatures “attempt14_m_0” and “attempt14_m_3” respectively.

A second thread of the example daemon builds the S3 graph, and incrementally updates it based on new patterns observed from incoming events. The thread first updates a type relation graph incrementally based on the observation that the relationship between two object types can only be updated in one direction, i.e., 1:n or m:n. Once the type relation graph is up to date, the process rebuilds the S3 graph and notifies the first thread so that it may use the latest S3 graph to build the S3i graph.

A process for building, rebuilding, and/or updating an S3 graph and a type relation graph will now be described.

Information may be extracted from logs to identify objects, their interactions, and their hierarchical relationships. An S3 graph, which may be represented as a directed acyclic graph (DAG), may be generated such that each node represents an object type and each directed edge captures a hierarchical relationship between a high-level object type (parent) and a low-level object type (child).

Each logged event e may be treated as a set of identifiers, id_e, . . . id_n. Object identifiers may be extracted by disregarding static substrings and applying a number of heuristics. For example, variables preceded by common non-identifier types (e.g., “size”) or succeeded by units (e.g., “ms”) may be disregarded. Example identifiers extracted in this way include machine IP addresses, process IDs, thread IDs, and file names. Note that the extracted IDs are often ambiguous until they obtain a context within which they can be interpreted. For instance, a process ID is unambiguous only if interpreted within the context of a specific host.

Each identifier is of a type, which may be the type of the object it represents (e.g., a process, a thread, an IP address, a host name). In the following, identifiers are represented in lowercase and their types in uppercase. For example, both host1 and host2 are of type HOST. Type may be identified by applying a number of heuristics that identify, for example, common static strings surrounding identifiers, common static substrings within identifiers, or the structure of the identifiers. The actual type (e.g., IP address, pid, file name, etc.) need not be understood or identified by the process, which may simply differentiate between types abstractly (e.g., TYPEA, TYPEB, TYPEN, etc.).

Two objects, obj and obj_j, are determined to be correlated, represented as obj→obj_j, if both were participants in the same logged event, meaning both of their IDs appeared in the same log message.

A first object obj_i subsumes a second object obj_j, or obj→obj_j, if and only if: (1) the objects are correlated, and (2) the second obj is not correlated with any other object of the same type as the first object obj_i. For example, in Hive, a user u_i subsumes query q_j because the user u_i will submit many different queries (including q_j), yet two queries with the same name will not typically be submitted by different users since each query is assigned a globally unique ID based on its timestamp and global order.

For a number of object types identified, T_1, . . . , T_k, the relationship between each possible pair (T_i, T_j) may be categorized as one of (i) empty, (ii) 1:1, (iii) 1:n, or (iv) m:n. This categorization may be used to help identify objects unambiguously and to identify the system structure object. The relationship is empty if object IDs of the two types never appear in the same log message. The relationship is 1:n, i.e., T_i→T_j, if it is not empty, and ∀ obj∈T_i, V obj→obj_j implies (obj→obj_j)∧(obj→obj_j). For example, if IPv4_ADDR∉HOST if there is no IP remapping. It is 1:n, i.e., T_i→T_j, if it is not empty or 1:1, and ∀ obj∈T_i, V obj→obj_j implies (obj→obj_j)∧(obj→obj_j). Finally, the relationship is m:n, i.e., T_i→T_j, if and only if: (a) obj_j∈T_j with obj_j→obj_j, while obj→obj_j and obj→obj_j.

The larger the size of the logs being used for the analysis, the better the relationships may be categorized. If the size is too small, then some of the type relationships might be misategorized. For example, (USER, QUERY) will be categorized as 1:1 instead of 1:n if the log spans the processing of only one query. Logs spanning too large a time frame may also cause misategorizations. For example, (USER, QUERY) might be categorized as m:n if the query ID wraps around. However, mature distributed systems like Hadoop, Spark, and OpenStack use universally unique identifiers (UUID) to assign key identifiers. Therefore, the likelihood of identifier reuse is low.

Conclusions may be drawn about a pair of identifiers based on the relationship between their types. For example, two identifiers with types in a 1:1 relationship may indicate that one might be able to use the two identifiers to identify an object interchangeably. Two identifiers with types in an m:n relationship may suggest that their combination is required to unambiguously identify an object. Two correlated objects with ID of types in a m:n relationship may indicate a hierarchical relationship between the objects they represent. For example, one may have created or forked the other.

To illustrate how the relationship between object types may be useful, an example log snippet is shown in FIG. 9, which is the slightly simplified log output when processing two Hive queries. The software component that output each log message is shown at the beginning of the line. RM and AM stand for YARN’s Resource Manager and Application Manager, respectively. MR stands for MapReduce. Examples of identifiers of objects of different types are indicated at 120, 122, 124, 126, 128, 130, and 132.

In FIG. 9, messages 2-25 are outputted when processing query_14 submitted by Hive. YARN assigns it to an application (app_14), which in turn spawns two map and two reduce task attempts. Each attempt is dispatched and executed in a container. After the map phase, each reduce attempt creates two fetchers. Each fetcher is a thread that shuffles output from map attempts. Messages 27-33 show events related to query_15 where map and reduce attempts fail and get reassigned to different containers. It also shows that the same container can be reused by multiple attempts.

FIG. 10 shows relationships between each pair of object types. This may be termed a type relation graph. Each node is an object type. A solid arrow represents a 1:n relationship between the source and the destination object types and a dotted line represents an m:n relationship. There is no 1:1 relationship between types in the Hive log example.
As shown in FIG. 10, while a user can submit multiple queries, a query is always uniquely associated with a single user. Hence, USER TO QUERY is a 1:n relationship. Further, the application ID (e.g., the "14" in "app14") is included as part of both the identifiers of the MapReduce attempts and the containers spawned by this application. Hence APP→ATTEMPT_M, APP→ATTEMPT_R, and APP→CONTAINER. Map attempts may be parsed as being of a different type than reduce attempts because they have different “schemas” (e.g., "attempt(w, m(.5))" versus "attempt(w).r.(.5)"). ATTEMPT_R has an n:m relationship with CONTAINER because a container can be reused by multiple attempts while an attempt can also be assigned to multiple containers, given container failures.

The object identification process illustrated in FIG. 11 shows how objects may be further identified unambiguously given that at least one identifier used to refer to objects is unambiguous. This process takes two inputs: the type relation graph and the entire set of EVENTS (type). Each event type, E, is represented as a set of object types based on the IDs found in the event log message. For example, E might be [USER, QUERY, APP], as extracted from line 2 in FIG. 9. The process converts the type relation graph into an S3 graph in a sequence of steps. Each node in the graph represents an object type along with its signature. This signature is the set of object identifier types defined by the requirement that an ID of each type must be present in order to unambiguously identify the object.

The process is started by setting the signature of every node in the type relation graph to the type of the object. The algorithm then goes through the following steps:

In Step “1”, 1:1 nodes are merged. First, merging the nodes that are connected with edges is attempted. If two types have a 1:1 relationship, then the IDs of those types may often be used interchangeably to represent the same object. However, this is not always true. For example, YARN creates a unique uniform resource locator (URL) for each reduce task attempt so that a user can monitor the progress of this attempt in a web browser. Consequently, ATTEMPT_R→URL may be inferred. However, URL is a generic type, and there can be other URLs that are not related to any reduce attempt. For example, every job has its configuration information stored in an Extensible Markup Language (XML) file that is referenced by a URL. This XML file URL does not appear together with any reduce attempt in any event. Therefore, it cannot be determined that XML URL and ATTEMPT_M→URL were used interchangeably. Note that ATTEMPT_M→URL may be inferred because for every pair of reduce task attempt (att.) and URL (url.), such that att.→url and url.→att.

Instead, only those nodes T1, T2, . . . , Tn in a connected component whose types can indeed be used interchangeably (line 3) are merged. For example, when for any obj of type T1, there exists objj of type T2, objj of type T2, . . . , objj of type Tn such that objj.→objj. . . . objj. where objj.→objj. if objj.→objj.→objj.→objj.→objj.→objj. This prevents ATTEMPT_M→URL from being merged because there exist URLs such as the XML file URL that are not correlated with any reduce attempt. The fact that the types of the merged nodes can be used interchangeably indicates they are redundant. To merge {T1, . . . , Tn}, their signatures may be hashed into a single value representing a new "type", and every Tn in EVENTS is replaced with this hash value. After this, the outstanding events, such as ATTEMPT_R→URL, are removed as the types that are connected by them are not truly interchangeable.

In Step “2” m:n nodes are processed. In order to be able to identify objects unambiguously, types with m:n relationships may be combined. It is thus determined which types should be combined. For example, "HOST", "PID", and "TID" (i.e., a thread ID type) have an m:n relationship between each pair. While [HOST], [HOST,PID], and [HOST,PID,TID] are meaningful combinations as they unambiguously identify hosts, processes, and threads respectively, the combination of [HOST,TID] is meaningless. To eliminate meaningless combinations, all of the different combinations the programmers output in the log statements are considered and only the type combinations that appear in at least one log message are included. The reasoning is as follows: if a combination of identifiers is not necessary to represent an object unambiguously, then a programmer will tend to always output them together. A meaningless combination, such as [HOST,TID], will likely never be found alone in a log message without a process ID type, "PID", so combinations such as these are discarded.

Therefore, for each N-connected component, C, only the type subsets where there exists an E EVENTS represented by a log message that contains exactly the types in this subset may be considered, but not any type in its complement set (lines 11-25). A node whose type always appears with other types in the same C is removed at the end (line 24).

For the example type relation graph shown in FIG. 10, Step “2” creates four new nodes: [CONTAINER, FETCHER], [CONTAINER, FETCHER, ATTEMPT_M], [CONTAINER, ATTEMPT_R], and [CONTAINER, ATTEMPT_M]. After creating the nodes, 1:n edges may be added from less constrained object types to more constrained object types (lines 17-19). For example, a→edge will be added from node [CONTAINER] to [CONTAINER, FETCHER].

In Step “3”, non-objects are filtered. It should be noted that not every node created in the previous step is an actual object type in the system. Among the nodes that are created in Step “2” for the Hive example, only the one whose signature is [CONTAINER, FETCHER] represents a true object type, namely a fetcher thread in a container process. To filter out non-object nodes, nodes that are a combination of two existing object types may be removed. Hence, in the present example, [CONTAINER, FETCHER, ATTEMPT_M], [CONTAINER, ATTEMPT_R], and [CONTAINER, ATTEMPT_M] would be removed because they are combinations of other object types.

FIG. 7 shows an example S3 graph constructed from the example Hive log shown in FIG. 9. This graph provides a simple model of the system. Each node is a type of object, and each edge represents a 1:n relationship, which indicates a hierarchical relationship, such as fork or creation. Note that the S3 graph should be cycle free, because objects do not generally have a circular fork or creation pattern. If a cycle exists, then it must already have existed in the Type Relation graph since the process illustrated in FIG. 11 does not introduce any cycles. Therefore, a cycle detection process may be first run on the type relation graph. If a cycle is detected, every 1:n edge in the cycle is conservatively changed to an m:n edge.

An example GUI 26 is shown in FIG. 12. Objects are organized hierarchically allowing users to understand the system’s structure as they drill down on each object. Each line represents an object with its IDs listed in the left panel. Users can drill down to objects at the next level by selecting (e.g., clicking) on the object. Each circle in the right panel represents an individual event, and its shading indicates the
host 12 where the corresponding log message was outputted. Only two queries are shown for sake of brevity. The event timeline shows the events where the object ID appeared such that the first and last event can be used to infer the object’s lifetime. Thus, a user can immediately determine that Query “0437” has the longest execution time and drill down to investigate.

FIG. 13 shows the GUI 26 following the expansion of both queries down to the level of map/reduce tasks. Under each query the YARN application created to process it, and under each application are the map/reduce task attempts and containers spawned to process the request. Clearly visible is that user1’s jobs start processing as soon as user3 releases its containers. The vertical lines show the interactions among objects, which are inferred from the events that included multiple objects. It shows that user1’s Query 0437 has attempts that were created early on but only received containers much later. This allocation may correspond with the release of a container in user3’s Query 0301, suggesting allocation was being serialized across users. This serialization may be caused by a bug in YARN’s Capacity Scheduler which may incorrectly limited all users’ resource usage whenever a single user reached his or her limit.

The GUI 26 may load the S3i graph as a JSON file and displays each node and its events as a row in a two-panel layout as shown in FIGS. 12 and 13. The graph may be rendered using an HTML5 Canvas and drawing hidden elements may be avoided where possible. For each node the user drill down, a transitive reduction on the edges between this node and its children may be performed.

With the extracted hierarchy information, the GUI 26 may initially show only the highest-level objects. The user can selectively drill down incrementally by selecting any of the objects of interest to expose more details at a lower-level. This enables identification of performance bottlenecks and analysis of potential root causes. A controlled user study showed that developers were able to speed up an analysis and debugging process by a factor of 4.6 compared to when they were restricted to using raw logs only. A system model was able to be reconstructed from logs with 96% accuracy when applied to Hive stack, Spark stack, and Open-Stack logs produced by 200 hosts as well as logs from production server stacks.

FIG. 14 shows test results for the techniques described herein applied to identify objects across the four different system stacks: Hive stack, Spark stack, Open-Stack, and the production server stack. For each workload, a complete set of logs was analyzed without performing sampling. The total number of instances without performing sampling. The total number of instances included 14.8 million log messages, from which 5.4 million identifier values were extracted to then infer 700,000 objects and 3.1 million edges. FIG. 14 shows a reduced complexity achieved by extracting the underlying system model. There are only 413 log event types, 160 identifier types, 101 object types, and 193 edges.

FIG. 15 shows an entire, unfiltered S3i graph inferred from the 4 million messages produced by the Hive stack. It clearly shows the hierarchical structure of the system.

The techniques described herein are able to construct a system model of an entire software stack without needing any built-in domain knowledge. An end-to-end execution flow of requests being serviced by distributed server stacks may be reconstructed in a non-intrusive manner. Analysis of unstructured log output from heterogeneous software components may be performed and a system model which captures the objects involved, their lifetimes, and their hierarchical relationships may be constructed. Diagnosis of complex cross-component failures may be performed non-intrusively. The techniques described herein focus on objects and their relationships and interactions as a way to account for system complexity, as opposed to focusing on events. Complexity is managed, for example, by initially displaying only high-level objects until a user decides to drill down on target objects.

It should be recognized that features and aspects of the various examples provided above can be combined into further examples that also fall within the scope of the present disclosure. In addition, the figures are not to scale and may have size and shape exaggerated for illustrative purposes.

What is claimed is:

1. A process comprising:
   - obtaining a log of execution of an executable program;
   - parsing log messages contained in the log without prior knowledge of a structure of the log messages, wherein parsing a particular log message involves parsing the particular log message into an object identifier and one or more of a string constant and a non-identifier;
   - the object identifier being one or more segments of the particular log message not parsed as a string constant or a non-identifier, the object identifier representing one or more instances of programmatic elements in the executable program;
   - identifying relationships among object identifiers of parsed log messages by inferring object types of objects represented by the object identifiers and identifying relationships among the object types of objects to obtain identified relationships, wherein an object type of the object identifier in the particular log message is inferred from a schema of the object identifier and one or more of a string constant and a non-identifier in the particular log message;
   - constructing a representation of the identified relationships;
   - outputting the representation, wherein the representation comprises a set of event timelines, each event timeline corresponding to an object, each event timeline depicting one or more nodes which each represent an event identified in a log message which contains the corresponding object, and wherein the event timelines are organized in nested hierarchical relationships corresponding to identified relationships of the corresponding object.

2. The process of claim 1, wherein the object types are empirical types that are not constrained to correspond to object types defined by a programming language of the executable program.

3. The process of claim 1, further comprising determining events from log messages and including the events in the representation.

4. The process of claim 1, wherein the log messages are generated by log statements provided to the executable program by a human programmer.

5. The process of claim 1, further comprising identifying relationship types of the identified relationships, and wherein the representation comprises indications of the relationship types of the identified relationships.

6. The process of claim 1, wherein the representation includes a visual connection between a node of a first event timeline and a node of a second event timeline, the connection indicating an event that contains object identifiers corresponding to the objects of the first and second event timelines.

7. A non-transitory machine-readable storage medium comprising instructions that, when executed by a processor:
discover a log of execution of an executable program; 
extract a string constant from the executable program; 
use the string constant to parse an unstructured log message contained in the log to generate an object identifier representative of an instance of a programmatic element in the executable program, wherein generating the object identifier involves identifying a segment of the unstructured log message that does not match the string constant or another non-identifier; 
identify a relationship between the object identifier and another object identifier to obtain an identified relationship for output in a representation, wherein identifying the relationship involves inferring an object type of the object identifier from a schema of the object identifier and the string constant or another non-identifier in the unstructured log message; 
construct a representation of the identified relationships; 
and output the representation, wherein the representation comprises a set of event timelines, each event timeline corresponding to an object, each event timeline depicting one or more nodes which each represent an event identified in a log message which contains the corresponding object, and wherein the event timelines are organized in nested hierarchical relationships corresponding to identified relationships of the corresponding object.

8. The storage medium of claim 7, wherein the instructions are further to locate the executable program in a file system of a host.

9. The storage medium of claim 7, wherein the object type is an empirical type that is not constrained to correspond to object types defined by a programming language of the executable program.

10. The storage medium of claim 7, wherein the instructions are further to transmit an indication of the identified relationship to a server via a network.

11. The storage medium of claim 7, wherein the unstructured log message is generated by a log statement provided to the executable program by a human programmer.

12. The storage medium of claim 7, wherein the instructions are further to identify relationship types of the identified relationships, and wherein the representation comprises indications of the relationship types of the identified relationships.

13. The storage medium of claim 7, wherein the representation includes a visual connection between a node of a first event timeline and a node of a second event timeline, the connection indicating an event that contains object identifiers corresponding to the objects of the first and second event timelines.

14. A non-transitory machine-readable storage medium comprising instructions that, when executed by a processor: extract string constants from an executable program; obtain log data that includes identified relationships among object identifiers representative of instances of programmatic elements in the executable program; construct a representation of the identified relationships; and output the representation, wherein the log data is based on unstructured log messages generated by log statements provided to the executable program and parsed using the string constants to generate the object identifiers, wherein generating the object identifiers involves identifying segments of the unstructured log messages that do not match the string constants or other non-identifiers in the unstructured log messages, and wherein the identified relationships are identified by inferring the object types of the object identifiers from schemas of the object identifiers, string constants, and other non-identifiers in the unstructured log messages; wherein the representation comprises a set of event timelines, each event timeline corresponding to an object, each event timeline depicting one or more nodes which each represent an event identified in a log message which contains the corresponding object, and wherein the event timelines are organized in nested hierarchical relationships corresponding to identified relationships of the corresponding object.

15. The storage medium of claim 14, wherein the instructions are further to identify relationship types of the identified relationships, and wherein the representation comprises indications of the relationship types of the identified relationships.

16. The storage medium of claim 14, wherein the representation includes a visual connection between a node of a first event timeline and a node of a second event timeline, the connection indicating an event that contains object identifiers corresponding to the objects of the first and second event timelines.

* * * * *