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Abstract

The HURRICANE File System (HFS) is designed for large-scale, shared-memory multiprocessors. Its architecture is based on the principle that a file system must support a wide variety of file structures, file system policies and I/O interfaces to maximize performance for a wide variety of applications. HFS uses a novel, object-oriented building-block approach to provide the flexibility needed to support this variety of file structures, policies, and I/O interfaces. File structures can be defined in HFS that optimize for sequential or random access, read-only, write-only or read/write access, sparse or dense data, large or small file sizes, and different degrees of application concurrency. Policies that can be defined on a per-file or per-open instance basis include locking policies, prefetching policies, compression/decompression policies and file cache management policies. In contrast, most existing file systems have been designed to support a single file structure and a small set of policies.

We have implemented large portions of HFS as part of the HURRICANE operating system running on the HECTOR shared-memory multiprocessor. We demonstrate that the flexibility of HFS comes with little processing or I/O overhead. Also, we show that HFS is able to deliver the full I/O bandwidth of the disks on our system to the applications.
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Chapter 1

Introduction

This dissertation describes a new file system, called the Hurricane File System (HFS), whose primary goal is to maximize I/O performance for a large set of parallel applications. There are several reasons why I/O in parallel computers has become an important problem. First, advances in processor architecture and VLSI technology have resulted in much faster processors, while corresponding improvements in secondary storage technology have been slower. Second, as application writers learn how to better parallelize the CPU-intensive parts of their applications, a growing number of even traditional supercomputer applications are becoming I/O-bound. Third, an increasing number of I/O bound applications are being developed for parallel supercomputers. For example, many of the Grand Challenges problems have extremely high I/O requirements [33]. As another example, parallel supercomputers are starting to be used extensively for business applications such as databases. Fourth, because the increasing demands on parallel supercomputers requires them to be multi-programmed, the file systems must be able to handle paging and/or swapping demands, while minimizing the effect of this activity on application performance.

The HURRICANE File System (HFS) is designed for large-scale shared-memory multiprocessors with disks distributed across the multiprocessor. The three most important features of HFS are:

**Flexibility:** HFS can support a wide variety of file structures and file system policies.

**Customizability:** The structure of a file and the policies invoked by the file system can be controlled by the application.

**Efficiency:** The flexibility of HFS comes with little I/O and CPU overhead.

Section 1.1 describes the need for file system flexibility for parallel supercomputers. Section 1.2 argues why we feel it necessary for the file system to allow the application or compiler to determine file structure and file system policies. Section 1.3 describes the approach we use to achieve the required flexibility with low processing and I/O overhead. Finally, Section 1.4 describes the major contributions of our work and outlines the remainder of this dissertation.

### 1.1 The need for file system flexibility

A file system for a large scale multiprocessor must meet several challenging requirements. First, the file system must allow applications to exploit the aggregate bandwidth of the large number of disks attached to the system. This means that the file system must support multiple data distribution and latency-hiding policies, so that the policies employed when a file is being accessed can be chosen to match the access pattern. The data distribution policy should match the application access pattern to avoid concurrent requests for different data being directed to a single disk [27, 56, 135]. Similarly, the latency-hiding policy (e.g., prefetching and poststoring) should match the application access pattern to prevent the application from seeing the large latency of disk I/O [49, 69, 71, 103, 121] and to avoid unnecessary disk requests.

Second, the file system must manage locality so that a processor’s I/O requests are primarily directed to nearby devices. In practice (especially when an application accesses persistent data), locality may be difficult to achieve in an application-independent manner. For example, without *a-priori* knowledge of which processes of an application will
access what data, the file system cannot ensure that a file is structured so as to enable each process’s requests to be satisfied from nearby disks.

Third, the file system must be scalable. A file system has non-negligible CPU and I/O requirements of its own (e.g., for file meta-data) and must be able to handle demands that grow linearly with the number of processors and disks. Hence, the file system of a large-scale multiprocessor is itself a complicated parallel program whose processing and I/O requirements must be balanced across the machine. This means that file system state must be cached at the sites where it is used, and the communication and synchronization strategies used to keep cached state consistent must adapt to application demands.

Fourth, the file system must be able to recover from component failures in a timely fashion. Because parallel supercomputers are made up of a large number of components, including processors, disks, memory banks and network segments, the failure of individual components can be expected to occur relatively frequently. This means that the file system must maintain redundant information to allow important files and file system state to be recovered in the event of a failure. The need for flexibility arises from the need to minimize the cost of maintaining redundancy by having the technique used (e.g., none, parity, replication) conform to both the reliability requirements of the data and the expected access pattern of the applications.

It is clear that to meet the above requirements a file system for a parallel supercomputer must have at least some flexibility. It must provide a variety of policies for data distribution, latency hiding and locality management. Also, it should support a variety of synchronization and communication strategies to deliver scalable performance to a large set of applications. Finally, it should support a variety of techniques for maintaining redundancy for fault tolerance.

An open question is how much flexibility is required. HFS has been designed with the goal of making it simple to extend the file system to support any file structure, file system policy, or I/O interface. Since large-scale multiprocessors have only recently become available, application I/O requirements for this hardware base are not yet well understood and even the I/O interfaces are not yet mature. While we do not know how much of the flexibility of HFS will be necessary once the requirements of I/O intensive parallel applications are better understood, we believe that providing such flexibility is crucial today so that application developers are not constrained by file system limitations.

1.2 The need for customizability

We contend that the file system flexibility must be exported to the application level, and that the application, compiler, and file system must cooperate in order to be able to fully exploit the I/O capabilities of a parallel supercomputer.

When vector supercomputers first became available, a common misconception was that new compiler, operating system, and hardware technology would some day make it possible for dusty deck programs to exploit the full power of these machines. Eventually it was recognized that application programmers must modify their programs in order to be able to fully exploit the power of these machines [59]. Similarly, all parallel supercomputer vendors have recognized that they must support new programming languages (e.g., HPF) that allow applications to provide extra information to simplify the task of exploiting the processing power of their machines.

Harnessing the I/O capabilities of a parallel supercomputer is at least as difficult as harnessing the processing capability of such a machine. As with the latter, the former requires cooperation between application programmers, compilers, and the operating/file system. For example, the correct choice of data distribution, latency hiding, and locality management policy is often specific to the application and cannot be extracted (at reasonable overhead) from the I/O requests made by the application. Hence, we believe the choice of policies used by the file system can be greatly simplified if the application can identify its expected demands in advance.

Most researchers studying file system issues for parallel supercomputers have recognized the need for cooperation between the application and the file system [26, 34, 49, 68, 83, 103]. Our approach differs from others in that HFS gives the application the ability to explicitly customize the implementation of a file to conform to its specific requirements. We believe that this extra level of control is important, given the current lack of understanding of the requirements of parallel applications.

---

1 Even the most recent draft language specification for High Performance Fortran (HPF) does not contain a set of parallel I/O extensions to Fortran [41].
1.3 The HFS file system

HFS uses an object-oriented building-block approach, where files are implemented by combining together a (possibly large) number of simple building blocks called storage objects. Each storage object defines a portion of a file’s structure or implements a simple set of policies. For example, storage objects belonging to different classes\(^2\) may: store file data on a single disk, distribute file data to other storage objects, replicate file data to other storage objects, store file data with redundancy (for fault tolerance), prefetch file data into main memory, enforce security, manage locks, or interact with the memory manager to manage the cache of file data. A major part of our research has been to develop interfaces that allow storage objects to be conveniently combined together in useful ways and minimize the overhead when a file is implemented using multiple layers of storage objects.

We have found this building-block approach to be ideally suited for achieving the flexibility requirements outlined earlier. New policies can typically be implemented by combining together existing storage object classes in new ways. We have found that a surprisingly small set of storage object classes allows a large set of policies to be implemented. Also, it is easy to add new storage object classes to the file system to provide new functionality, adapt to new machine architectures, or extend the file system to support the semantics of new I/O interfaces.

It seems clear that constructing a file from a large number of storage objects entails some overhead. Our experience, however, indicates that in many cases our approach results in less overhead than more traditional approaches. The functions and data of a storage object are specific to the (typically simple) policies it implements, so it is often possible to avoid executing conditional statements (e.g., to determine the policy to use) that a more traditional approach would require. Also, the data is optimized to provide exactly the information required, and hence can be represented more compactly, improving the hit rate in the main memory cache. If the use of many storage objects happens to result in poor performance for some important class of files, then it is straightforward to define and add a new storage object class to specifically handle this class of files.

There are three ways an application or compiler can cooperate with HFS to optimize performance. First, when creating a file, the application can explicitly choose which storage objects are to be used and hence the policies that are to be applied. Second, for some storage object classes, the policies applied can be changed at run time. For example, the storage object class used for replicated files provides a function to change the policy for future read requests to: 1) use a particular replica, 2) use the replica that will require the minimum amount of time to handle the request, or 3) use the replica closest to the location of the memory buffer into which the data will be read. Finally, an application can attach temporary storage objects to a file at run time to invoke policies that are different from those established at file creation time. This allows, for example, an application to attach a prefetching storage object to an existing file that is specific to how the application expects to access the file data.

1.4 Contributions and dissertation outline

The main contribution of this work is the design and validation of a file system architecture that possesses the following properties:

**Flexibility:** HFS can support the wide variety of file structures and file system policies needed to deliver the full I/O capability of a parallel supercomputer to a large set of applications.

**Customizability:** The structure of a file and the policies invoked by the file system when the file is accessed can be specified by the application. This allows the file structure and policies to be tailored to the requirement of a particular application.

**Efficiency:** The flexibility of HFS comes with little I/O and CPU overhead.

The unique nature of the environment in which this research took place, and the lack of existing infra structure, caused us to take a holistic view of the file system and its infra structure.\(^3\) Few other file systems have been designed from scratch for: a NUMA multiprocessor, a micro-kernel operating system, an operating system that supports

\(^2\)In the terminology of object-oriented programming, the definition of an object type is called the object’s *class*.

\(^3\)The file system architecture was guided by experience with the entire surrounding infra structure. While pursuing this research, new hardware for connecting disks to HECTOR was implemented, a device driver architecture for the HURRICANE operating system was designed, an NFS service was implemented, application-level I/O libraries were developed, a naming facility that directs requests to system services was developed, a scalable reader-writer locking algorithm was developed [72], and the basic IPC mechanism of HURRICANE was re-designed [45].
mapped files, or an operating system designed for scalability. Our file system architecture was designed as a part of a new experimental operating system (HURRICANE) on a new experimental hardware platform (HECTOR). The holistic approach we have taken has resulted in a number of secondary research contributions.

First, we have investigated the use of mapped files to a greater extent than other file system designers. As we will show later, much of the cost of I/O for many applications is the overhead that stems from copying data from one memory buffer to another and the cost of making calls to the operating system. Our file system makes extensive use of mapped files to reduce this overhead and in doing so improves I/O performance.

Second, a large portion of HFS is implemented within the address space of the applications that use it. This application-level facility, called the Alloc Stream Facility (ASF) [73, 74, 75], has several key advantages:

1. The structure of ASF makes it easy to adapt the facility to any operating system and hardware platform; taking advantage of features specific to each platform to improve performance.

2. ASF is designed for multi-threaded applications running on multiprocessors and allows for a high degree of concurrency.

3. ASF can support a variety of I/O interfaces, including stdio, emulated Unix I/O, ASI, and C++ streams, in a way that allows applications to freely intermix calls to the different interfaces, resulting in improved code re-usability.

ASF has been implemented for HURRICANE [129, 128], SunOS [63], IRIX [118], AIX [91], and HP-UX [133]. Also ASF has been adopted by TERA computer [2] as the I/O library for their parallel supercomputer. On most systems, improved performance can be achieved when applications use ASF rather than the facilities provided by the system.

As a third secondary research contribution, we have made extensive use of object-oriented technology not only to improve performance, but also for the more common goal of code re-use. For example, the NFS, naming, and disk file system services all share a great deal of code. This has allowed us to implement new services on HURRICANE with less programming effort than would be required on other systems.

Overview of dissertation

In Chapter 2 we define terminology used in this dissertation, describe some background necessary to understand it, present motivation for the key design choices we have made, and describe related research.

In Chapter 3 we provide an overview of the HFS architecture. In particular, we describe the object-oriented building-block approach, discuss the different logical layers of the file system, and provide examples of the storage objects defined by each layer. The layers are defined to (i) maximize the amount of the file system that can be implemented by an application-level library, and (ii) facilitate mapped-file I/O.

In Chapters 4, 5, and 6 we describe the details of the application-level library and system servers that make up our implementation of HFS. Chapter 4 discusses the interactions between the library, the different file system servers, and the HURRICANE micro-kernel. From a performance perspective, the most important file system server is the Block File Server, the server that controls the disks and distributes read and write requests across them. The architecture and implementation of this server is described in detail in Chapter 5. Much of our work has focused on the Alloc Stream Facility, the application-level library for HFS. The architecture and implementation of this application-level library is described in Chapter 6.

While we believe that fault recovery and scalability are important issues, the limited size of the prototype hardware used for our implementation made them irrelevant to application performance in our experimental environment. For this reason, we have only partially implemented the portions of the HFS architecture that relate to these issues. Our proposals for addressing these issues are described in Chapters 7 and 8.

In Chapter 9 we present results obtained from our implementation. These results demonstrate that (i) HFS can indeed support a variety of policies, (ii) the correct choice of policy can have a major impact on performance, (iii) HFS has low processing and I/O overhead and is able to export to applications the full I/O bandwidth of our hardware, and (iv) substantial performance advantages arise both from the choice to base the file system on mapped-file I/O and from the choice to implement substantial portions of the file system in an application-level library. The performance of the application-level library component of HFS is compared to existing libraries on several Unix platforms. The performance of HFS as a whole is examined on HURRICANE/HECTOR.
Chapter 2

Background and Motivation

The purpose of this chapter is to define common terms, give an overview of related work, and present motivation for several of the key design choices made for the HURRICANE file system. Section 2.1 describes the basic concepts and terminology of object-oriented programming. Section 2.2 describes some of the interfaces developed for sequential and parallel I/O. Section 2.3 discusses the basic methodology used by the Unix Fast File System (FFS) and related file systems. Section 2.4 describes our assumptions about the target environment for the HURRICANE file system. Finally, Section 2.5 gives an overview of other file system research.

2.1 Object-oriented programming

The HURRICANE file system exploits an object-oriented methodology to achieve much of its flexibility. In this section we informally introduce some of the concepts and terminology associated with object-oriented programming.

We use C++ terminology throughout this dissertation [124]. An object encapsulates both data and functions that operate on that data. The data and functions are referred to as member data and member functions. Public members define the object’s external interface (both functions and data). An object’s private members can only be used by the member functions of the object. The class of an object is its type; the class defines the organization of the data (i.e., the data structures) and the member functions. An object is said to be an instance of the class that defines it. Two special kinds of member functions are constructors, which are invoked when an object is instantiated to initialize the object, and destructors, which are invoked when an object is being terminated to run any clean up code.

Object classes can be derived from other object classes, where the derived class may redefine or extend the members it inherits from its base class. An object that is an instance of a derived class can be referred to either as belonging to the derived class or the base class. The base class determines whether a member function is virtual (i.e., polymorphic). When a derived class redefines a virtual member function, any calls to that member function invokes the derived (and not the base) class’s definition of the function, even when the object is referenced as being an instance of the base class. A hierarchy of derived classes can be defined, where a derived class can itself be the base class from which another class can be derived. Also, an object class can be derived from multiple classes, in which case multiple inheritance occurs.

Object-oriented software design has several software engineering advantages. First, an object controls how its data is accessed, hence it insulates other objects from the details of both the data and the code for manipulating its data. Second, through the use of inheritance, the programming effort placed into designing an object class can be re-used by other classes with common characteristics. Finally, polymorphism (i.e., the use of virtual member functions) allows an object’s member functions to be called without detailed knowledge of that object’s class, that is, the object can be referred to as being an instance of some base class.

2.2 I/O interfaces

Much of our work has been motivated by inadequacies in current interfaces for accessing disk files and in the common implementations of these interfaces. In this section we describe the three main classes of these interfaces, namely:
read/write system-call interfaces, mapped-file I/O system-call interfaces, and application-level I/O interfaces. We give examples of particular instances of each of these interfaces, and describe the advantages and disadvantages of how they are commonly implemented. We conclude with a short description of parallel-I/O interfaces.

2.2.1 Read/Write system-call interfaces

The best known read/write system-call interface is the Unix I/O interface. The primary Unix I/O abstraction is a sequential byte stream, and is provided by an interface consisting of the system calls open, read, write, lseek, close, fcntl and ioctl (See Figure 2.1). The Unix I/O facility is simple, easy to use, and has proven to be versatile in that it can be applied in a uniform way to a large variety of I/O services, including disk files, terminals, pipes, networking interfaces and other low-level devices. We refer to an interface that can be used in this fashion as a uniform I/O interface. Uniform I/O interfaces allow programs to be independent of the type of data sources and sinks with which they communicate [21].

```
open( filename, mode ) : opens a stream
read( stream, buffer, nbytes ) : reads nbytes from the current stream offset into buffer and increments the stream offset by nbytes
write( stream, buffer, nbytes ) : writes nbytes from buffer to the current stream offset and increments the stream offset by nbytes
lseek( stream, offset, whence ) : moves the stream offset to offset according to whence
fcntl( stream, cmd, arg ) : manipulates or locks open stream
ioctl( stream, request, arg ) : special control functions
close( stream ) : closes stream
```

Figure 2.1: The Unix I/O system-call interface.

With Unix I/O, when calling read or write, the application supplies a private buffer into which data should be read, or from which data should be written. The operating system copies data between system buffers and application buffers. For most operating systems, read is a system call that blocks until the data has been transferred to the application buffer. Write operations block until the data has been transferred to the file cache. Read and write operations are defined to be atomic with respect to all other I/O operations.

Accessing cached file data

The Unix I/O interface was developed in the early 70’s, when a PDP-11 system with 64 KBytes of main memory was the state of the art. Since that time, hardware advances have led to systems with hundreds of Megabytes of main memory. Once accessed, files will often remain cached in memory, so that the operating system I/O calls no longer involve accesses to I/O devices. Many files in fact are created and deleted without ever being written to secondary storage [99]. For this reason, an important component of the cost of Unix I/O is the overhead that stems from copying data from one memory buffer to another and from the cost of making calls to the operating system.

Also, with new technology, the overhead of copying and of system calls has increased relative to processor speeds. In recent years processor speeds have improved much more dramatically than main memory speeds have, requiring the presence of large memory caches. This increases the cost of buffer copying (required for Unix I/O) relative to processor speeds, because copying either occurs through the cache, destroying the cache contents, or the copying occurs directly to and from (the relatively slow) memory. Moreover, in many systems (e.g., multiprocessors), memory bandwidth may be a contended resource.
The system-call overhead of Unix I/O has also been increasing relative to processor speeds [96]. This is again partially due to the effects of slower relative memory speeds and due to the increased number of registers some modern processors need to save and restore on context switches. In some cases, it is also due to the increased use of microkernel operating systems, where system calls are directed to servers rather than being handled directly by the kernel. With distributed and multiprocessor systems, the cost of a system call may be even more expensive if the operation requires service at a remote processor.

It is possible to implement most of Unix I/O in the application address space to reduce the number of system calls. For example, the OSF/1 implementation of Unix I/O uses an emulation library in the application address space that maps (Section 2.2.2) large file regions into the application address space and copies data to or from the mapped regions, hence reducing the number of system calls [30].

Accessing uncached file data
Unix I/O also entails large overhead when data is being transferred to or from disks. The copying between buffers (described in the previous section) increases contention on the memory. For example, researchers who have dramatically improved file I/O bandwidth (by introducing disk arrays [102]) have found that Unix I/O copying overhead makes it difficult to exploit this bandwidth [23]. Since the application can specify an arbitrary number of bytes for I/O (and use a buffer with an arbitrary alignment), and since most devices have some fixed block size, the operating system must buffer data, and hence it is difficult to avoid copying when Unix I/O is used.

Another disadvantage of Unix I/O is that (since read operations are synchronous) the requesting application is blocked until data is transferred from the disks. Forcing applications to see the high latency of disk operations can limit performance. Most Unix implementations attempt to alleviate this problem by detecting when an application is accessing a file sequentially and, if so, prefetching data into the file cache.

Supporting multithreaded applications
Multithreaded programs are becoming more common, both because of the increasing availability of multiprocessor systems and because of their suitability as a structuring mechanism for some applications (e.g., event-driven systems such as windowing systems). Unix I/O is grossly inadequate for multithreaded programs. An obvious inadequacy is the way in which errors are reported to applications: a single global variable errno is set by the I/O system whenever an I/O error is encountered [57]. If multiple concurrent I/O operations incur errors, then having a single errno variable makes it impossible to properly identify the errors.

A second inadequacy of Unix I/O for multithreaded applications is the way random-access I/O is supported. For random-access file I/O, lseek operations are needed to position the file offset for subsequent reads or writes to begin from that point. To prevent concurrent lseek operations by multiple threads from interfering with each other, it is necessary for a thread to hold a lock on the stream from the time of the lseek operation until the corresponding I/O operation has completed, effectively serializing I/O operations.

Other read/write interfaces
Other read/write interfaces overcome some of the limitations of Unix I/O. For example, Cheriton’s UIO interface [21] (i) allows different threads to make random I/O requests without interference, (ii) takes into account the block size of the requested service, and (iii) returns thread-specific errors. Also, many Unix systems (e.g., IRIX version 5.1 and SunOS) provide asynchronous I/O facilities that allow applications to request that data be read or written without blocking. Asynchronous I/O facilities based on a read/write interface are, however, difficult to use [103], since on reading data, the application must check to see if the request has completed before it can use the data.

Extensions to Unix I/O allow some systems to deliver the full disk bandwidth to the applications. For example, IRIX 5.1 supports direct I/O, where the file system schedules the disk requests directly to or from the application buffer. A disadvantage of direct Unix I/O is that the file cache is bypassed, and hence an application should only use direct I/O if it knows that the data is not in the file cache (and cannot be effectively cached). Also, direct Unix I/O may require that the application use buffers that are a multiple of (and aligned to) the disk block size. These disadvantages may make direct I/O difficult for some applications to use efficiently.
2.2.2 Mapped file system-call interfaces

Most modern operating systems now support mapped-file I/O, where a contiguous memory region of an application’s address space can be mapped to a contiguous file region on secondary store. Once a mapping is established, accesses to the memory region behave as if they were accesses to the corresponding file region. The `mmap/munmap` [58] interface is the standard Unix mapped-file interface. `mmap` takes as parameters the file number, protection and control flags, the length of the region to be mapped, an offset into a file, and optionally a virtual address indicating where the file should be mapped. It returns a pointer to the mapped region. `munmap` accepts as parameters the address and length of the region to be unmapped.

Although support for mapped files is becoming a common feature on many operating systems, few applications have yet been written to use it. The most important reason for this is that mapped files cannot provide a uniform interface for all I/O. Unix I/O allows applications to use the same operations whether the I/O is directed to a file, terminal or network connection. Mapped file I/O can only be used for I/O directed to a random-access block-oriented I/O device that can be used to handle page faults, such as a disk.

Accessing cached file data

When data in the file cache is being accessed, the use of mapped-file I/O can reduce both copying and system-call overhead. With mapped-file I/O, rather than requesting a private copy of file data, the application is given direct access to the data in the file cache. Hence, the use of mapped-file I/O eliminates both the processing and the memory bandwidth costs incurred to copy data.

With mapped-file I/O the system-call overhead is reduced (relative to Unix I/O) because applications tend to map large file regions into their address space; if it turns out that the application accesses a small amount of the data, only the pages actually accessed will be read from the file system. In contrast, the application must be pessimistic about the amount of data it requests when Unix I/O is used, since `read` incurs any I/O cost when invoked. The reduction in the number of system calls when mapped-file I/O is used may be offset by an increase in the number of page faults. However, some systems (e.g., AIX) do not incur any page faults when pages in the file cache are accessed. Also, as we will show in Appendix A, the cost of a page fault is substantially less than the cost of a read system call on many systems.

Two cases where mapped-file I/O can result in performance worse than Unix I/O are (i) modifications of entire pages when the data is not in the file cache, and (ii) writing a large amount of data past the end-of-file (EOF). In the former case, mapped-file I/O will cause the page fault handler to first read from disk the old version of the file data. This is not necessary for Unix I/O, since the system is aware that the entire page is being modified. Similarly, mapped-file I/O will cause the page fault handler to zero-fill each new page accessed past EOF. Again, this does not have to be the case with Unix I/O.

In practice, the cost to zero-fill a new page may be very small. In fact, on some systems zero-filling a page that will be modified in its entirety may actually improve performance. Most modern processors are capable of zero filling cache lines without having to first load them from memory. Thus, with such hardware support, zero-filling the page saves the cost otherwise incurred to load from memory the data being modified.

Accessing uncached file data

In many current systems, achieving high I/O rates when reading data from disk is difficult if mapped-file I/O is used. The basic problem is that disk-read requests are for individual pages because they result from page faults. Unix I/O `reads`, on the other hand, can request a large number of disk blocks in a single request. Making large requests amortizes per-request costs (e.g., the cost to cross address spaces in a micro-kernel OS). Also, large requests make it easier to exploit either locality in the disk blocks allocated to the file (e.g., cylinder clustering) or concurrency in the disk system (e.g., if a file is striped across multiple disks).

Some operating systems give the application limited control over how file data is to be cached. For example, the SunOS `madvise` system call informs the operating system how a mapped region will be accessed (e.g., sequential or random access). This allows the operating system to prefetch data and to eject file pages with some knowledge about the application access pattern to the data. Similarly, the SunOS `msync` call can be used to either synchronously or asynchronously flush file data to disk, and the `mlock` call can be used to lock pages of a file in memory.
Mapped-file I/O may result in less I/O activity than Unix I/O if the amount of main memory is limited. When an application uses Unix I/O, there are often multiple copies of the same data resident in memory, since data is copied from the file cache to application specific buffers. This can result in an increase in paging or swapping activity. If mapped-file I/O is used, no extra copies of the data are made, so the system memory is used more effectively. Moreover, if data in the file cache is not modified it does not need to be paged out, since the data is already on disk, whereas with Unix I/O, the copy of the file data read in the application address space is considered dirty and hence must be paged out to disk.

As we will describe later, HURRICANE (which provides a mapped-file interface) provides a prefetch operation that allows the application to asynchronously read a (potentially) large number of pages from disk. This operation has the same advantages as large Unix I/O read requests (i.e., amortizing per-request overhead and sending multi-block requests to the disks), but is not synchronous. The asynchronous nature of prefetch requests is similar to asynchronous Unix I/O read requests, but applications using prefetch do not need to check if data is valid before accessing it. If a page is accessed that has not yet been read from disk then a page fault will occur and the faulting process will be blocked until the data becomes available.

Other mapped-file interfaces

Other interfaces for mapped-file I/O include the HURRICANE BindRegion/UnbindRegion interface (inspired by V [21]) and the AIX shmget interface [91]. The BindRegion interface is similar to the map interface, except that the management of bound regions is based on regions of an application’s address space rather than individual pages. The AIX shmget interface maps entire files into regions of the application address space. AIX exploits the segments of the RS/6000 architecture so that all programs accessing the same file share the same segment. If a page in the file cache has previously been accessed by a processor, new accesses to that page (even by a process that has not previously accessed it) incur no page fault cost.

2.2.3 Application-level interfaces

Application programs typically do not invoke system-call interfaces directly, but instead use higher-level facilities implemented either by the programming language (e.g., Pascal, Fortran, and Ada) or by application-level libraries associated with the language (e.g., Modula, C and C++). I/O facilities at the application level offer several advantages. The interfaces can be made to match the programming languages, both in terms of syntax and semantics, and they can provide functionality lacking at the system level. They increase application portability because the I/O facility can be ported to run under a variety of operating systems. Application-level I/O facilities can also significantly improve application performance, primarily by buffering the input and output to translate multiple fine-grained application-level I/O operations into individual coarser-grained system-level operations. For example, if an application inputs one character at a time, each request can be serviced from an application-level buffer without a system call; a system-level I/O operation is used, no extra copies of the data are made, so the system memory is used more effectively. Moreover, if data in the file cache is not modified it does not need to be paged out, since the data is already on disk, whereas with Unix I/O, the copy of the file data read in the application address space is considered dirty and hence must be paged out to disk.

As is the case with most application-level I/O facilities, the interface and implementation of stdio have remained largely unchanged since the mid-70s [123]. For this reason, the stdio interface has many of the same problems as the Unix I/O interface. For example, the basic I/O operations, fread and fwrite, require that data be copied to or from application-specified buffers. The stdio interface is also inappropriate for multi-threaded applications.

Some of the problems with stdio have been addressed by sfio, an application-level library developed by Korn and Vo [65]. Sfio is a replacement library for stdio that, in addition to the stdio interface, provides a more consistent, powerful and natural interface than stdio and uses algorithms that are more efficient than those used by typical stdio implementations. The sfio implementation exploits mapped-file I/O whenever possible. Also, sfio provides an operation called sfpeek that allows the application access to the library buffers, getting rid of copying between the application and library buffers in some cases. However, sfpeek data is only available until the next I/O operation, which is not suitable for multi-threaded applications.
General I/O:

\[
fopen(\text{filename, mode}) : \text{opens a stream}
\]

\[
fread(\text{buf, size, nitems, stream}) : \text{reads nitems items of size size from the current stream offset into buffer and increments the stream offset}
\]

\[
fwrite(\text{buf, size, nitems, stream}) : \text{writes nitems items of size size from the buffer to the current stream offset and increments the stream offset}
\]

\[
fseek(\text{stream, offset, whence}) : \text{moves the stream offset to offset according to whence}
\]

\[
fflush(\text{stream}) : \text{flush buffers}
\]

\[
fclose(\text{stream}) : \text{close stream}
\]

String I/O:

\[
fgets(\text{string, nbytes, stream}) : \text{reads a line of at most nbytes into string}
\]

\[
fputs(\text{stream, string}) : \text{writes string}
\]

Character I/O:

\[
getc(\text{stream}) : \text{reads next character}
\]

\[
ungetc(\text{character, stream}) : \text{returns last character}
\]

\[
putc(\text{stream, character}) : \text{writes a character}
\]

Formatted I/O:

\[
fprintf(\text{stream, format, args...}) : \text{formats args according to format, writes to stream}
\]

\[
ffscanf(\text{stream, format, args...}) : \text{reads from stream, formats args according to format}
\]

Figure 2.2: A subset of the stdio interface

Since application-level facilities buffer data, it is difficult for an application to concurrently use more than one application-level facility, or even both an application-level and a system-level facility. For example, the result of intermixed calls to both the Unix I/O and the stdio interfaces depends on the particular implementation of the library; a \texttt{read} operation that follows a \texttt{getchar} operation may receive data that is thousands of characters later in the stream than that returned by \texttt{getchar}. Since most languages provide their own I/O facilities, it becomes difficult to implement an application with individual parts written in different languages.

The \textit{Alloc Stream Facility} (ASF) that we have developed (described in Chapter 6) provides an interface that overcomes the limitations of the stdio interface, has better support for multi-threaded applications than \texttt{sfo}, and can support multiple I/O interfaces efficiently. Requests to the different interfaces provided by ASF can be interleaved with predictable results.

### 2.2.4 Parallel I/O interfaces

As with sequential I/O interfaces, parallel I/O can be supported with either system-call interfaces or application-level interfaces.

#### Parallel system-call interfaces

Kotz provides an overview of different parallel I/O interfaces in [67], and proposes a set of extensions to the \textit{Unix I/O} interface to handle parallel I/O. These extensions include (i) a choice of per-application or per-process file stream pointers, (ii) \texttt{readp/writep} operations that return the file offset used to handle the request, (iii) record oriented I/O,
(iv) the ability to access a file as a collection of subfiles, and (v) a flexible mapping function between the logical file offset of the application and the position in the file. The latter two extensions allow each process of an application to maintain its own view of the file data, thus allowing sequential requests by each process to be distributed across the disks used for the file in a fashion specific to the application.

In the Bridge (also called PIFS) file system [35, 36], Dibble defines three interfaces: 1) a standard interface that is similar to Unix I/O except that it is record oriented, 2) a parallel open interface, where a process issues \texttt{read} and \texttt{write} requests that, in a SIMD fashion, transfer data concurrently to a pre-specified set of workers, and 3) a tool interface, where applications have access to the low-level details of the file system. The tool interface allows applications to take into account the disk/memory locality by executing code on the I/O nodes that store the applications’ data.

The Vesta file system for the SP2 multicomputer [25, 26] provides a record oriented interface optimized for matrix operations. On creating a file, the application specifies the number of “physical partitions” (normally per-disk sub-files) that the data will be distributed across and the record size. When opening a file, the application specifies a “view” of the file that determines a mapping between the records in the different partitions and the order that the application will see the records (for that open instance). This view allows read and write requests to be directed to, for example, a single physical partition or a stripe of data across a number of (or all) physical partitions. More importantly, it allows common matrix access patterns to be specified directly. The Vesta file system also provides asynchronous requests and \texttt{RECKLESS} requests that have relaxed the Unix I/O atomicity constraints.

The nCUBE file system [31, 32] provides a mapping interface that is similar (but more constrained) than that provided by Vesta.

According to Kotz [67], most file systems of commercial multiprocessors provide the standard Unix I/O interface, typically with extensions for asynchronous I/O. The KSR provides for mapped-file I/O [11]. Some file systems (e.g., the CFS file system for the iPSC/2 and iPSC/860 [105]) implement the Unix I/O interface in a user-level library on top of a lower-level internal system-call interface. The OSF/1 file system for the Paragon implements the Unix I/O interface in an emulation library on top of a mapped-file interface [111]. Both mapped-file I/O and Unix I/O interfaces are exported to the application on the Paragon.

**Parallel application-level I/O interfaces**

Recently, there have been several proposals for developing application-level parallel I/O libraries [9, 25, 36, 44, 49, 119]. By providing an interface that matches common application requirements, these libraries can simplify the job of the application programmer. For example, they can provide operations specific to accessing a 2-D matrix. Also, the library can exploit both system-specific and application-specific information to optimize I/O performance.\footnote{An example of system-specific information that might by specified to an application-level library is that a file is distributed across 10 disks in a striped fashion. An example of application-specific information is that a file contains a two dimensional matrix that should be distributed to the processors in a block cyclic fashion. Note, while application-level facilities could accept such information to optimize I/O performance, most current application-level facilities are written to be independent of the underlying system. For example, Scott describes how it is necessary to bypass the Fortran run time library to get good I/O performance on an iPSC/860 [115].} Finally, these libraries can help make I/O intensive applications portable, because they can provide a consistent interface regardless of the system specific file system interface.

A major difficulty in designing the interface of an application-level library is that the information needed for optimizing I/O is typically architecture specific. For example, for some architectures there is no need take locality into account, while for other architectures it is necessary to take into account both the disk/memory and the memory/processor locality. As another example, if sufficient memory is available, an entire matrix can be read into memory (with the optimal transfer method dependent only on how the data is distributed across the disks), while in other cases the access pattern to the file data must be specified so that the library can overlap the computation of the application and the I/O (e.g., by prefetching).

Only recently have parallel systems with large-scale I/O become available. Hence, application I/O requirements for this hardware base are not yet well understood and the application-level I/O interfaces are not yet mature. All of the proposals for application-level parallel I/O facilities contain at least some suggestion that the interface to their facility should be expected to evolve in the future.

The functionality a system-call layer should have to efficiently support a sophisticated application-level facility is not clear. A strong argument could be made for having the lower-level facility only provide per-disk files, with the application-level facility responsible for providing applications with the abstraction of files distributed across multiple disks. The attraction of this approach is that it centralizes all decision making (e.g., synchronization, distribution, cache
management) in the application-level facility, simplifying the lower levels of the file system and avoiding contradictory policies (e.g., different prefetching policies) being concurrently invoked at different levels. However, such an approach has disadvantages in a multi-programmed environment. In particular, it is difficult for an application-level facility to properly handle and optimize for (i) synchronization between different applications accessing the same (distributed) file, (ii) the caching of file data in memory, especially when the amount of main memory is constrained, and (iii) concurrent use of the same sets of disks by multiple applications. Also, if the file system is not aware of the distribution of data across (sub) files, then to handle a read request for data distributed across multiple sub-files, the application-level facility must make independent requests to each of the sub files. If the file system is aware of the distribution, then the cost of a system call (e.g., the cost to cross address spaces) can be amortized over a larger number of blocks.

The application-level interface we have developed for HFS is an object-oriented interface similar to that developed by Grimshaw and Loyot [49, 50] for the ELFS file system. An object-oriented approach has the advantage that the interface can be easily extended by adding new object classes (through inheritance, re-using the code of other classes with common characteristics). The information provided by the application to the file system in order to optimize I/O is divided into two phases, namely: 1) the choice of the object class and the information provided on instantiating an object of that class, and 2) subsequent requests to an instantiated object. If all system-specific information can be specified in the first phase, then (through the use of virtual functions) the majority of the application code can be written to be independent of the system. This is similar in philosophy to the pragmas used by HPF [41] that specify data distribution across memory banks, where only the pragmas and not the code that accesses memory has to be changed to optimize performance when a HPF program is ported to a new platform.

### 2.3 The Unix Fast File System

Most Unix file systems, including parallel ones, are based on the the Unix Fast File System (FFS) [87]. In this section we describe how the FFS (together with the Unix operating system) implements files, and why the approach taken by this file system to implement files is inherently inflexible.

In addition to the file data, all file systems maintain state for each file that describes the file to the file system and to the application. This state is often referred to as *meta-data*, and can either be persistent and stored on disk with the file data (e.g., meta-data describing the disk blocks used to hold the file data) or transitory existing only when a file is being actively accessed (e.g., an offset for an open file). Some meta-data is visible to the application, such as the file length, while other meta-data is hidden from the application, such as the disk-layout information.

Much of the inflexibility of the FFS is due to the way it maintains and interprets file meta-data. The FFS persistent meta-data is maintained in four types of data structures (Fig. 2.3a), namely: 1) direct blocks that contain pointers to disk blocks holding file data, 2) indirect blocks that contain pointers to direct blocks, 3) doubly indirect blocks that contain pointers to indirect blocks, and 4) inodes that contain pointers to a fixed number of direct blocks, indirect blocks, and doubly indirect blocks. The persistent visible meta-data (e.g., file length, access times, access permissions) is stored as part of the inode. The file system identifies the type of a data structure, and hence the code to use to manipulate it, only by its context (i.e., the path used to reach it). For example, the file system can recognize that a particular block is an indirect block only by the fact that a particular inode pointer references it.

FFS inodes are located at fixed areas on each disk partition, where the disk space used for these inodes is allocated when the disk partition is created\(^2\). Unix identifies a particular file on a disk partition by an *inode number* which is used as a index into the array of inodes. The disk blocks used for the other persistent data structures (i.e., direct blocks, indirect blocks, and doubly indirect blocks) are fixed when they are allocated.

For transitory meta-data, the Unix kernel maintains extended in-memory inode structures and per-open data structures. In-memory inodes include (or reference) meta-data used by file system policies such as prefetching (i.e., the last block accessed). Per-open data structures maintain information specific to an open instance (e.g., the file offset). If an application is using an application-level library (like stdio), then additional per-open state is kept by the library in the application address space.

The FFS has no flexibility in supporting alternative file structures — the structure of a file is determined entirely by its file length. The way files are structured by the FFS is a compromise between the varying requirements of different files (e.g., write mostly, read mostly, large, small, etc.) and hence is optimal for none of them.

\(^2\)The disk space consumed by inodes is generally 6.25% of the total.
The policies that can be invoked on a FFS file are limited, in part because there is no way to associate policy-related persistent meta-data with the file. Such meta-data is important so that policies can be invoked automatically when a file is opened. Also, as will be discussed in Chapter 3, such meta-data is crucial for many policies such as prefetching, locking and compression that can depend on characteristics of the file data.

Another reason why the policies that can be invoked on a FFS file are limited is that they are typically implemented internal to the Unix kernel [52]. Since it is difficult to modify the Unix kernel, it is hard to develop new file system policies, especially if the new policies require input from the application (or application-level library). For example, the only prefetching policy supported by most Unix systems is sequential prefetching; a policy that can be invoked by the kernel when it detects that a file is being accessed sequentially. Existing Unix systems provide no way for applications to explicitly invoke prefetching policies specific to other access patterns.

Most parallel file systems implemented to date have provided for parallel files by extending the approach used by the Unix FFS. Typically, they support a single file type, where files are striped across a number of disks, or at most a small number of file types. The structure and policies used for a file are typically determined by the file type and (possibly) a small amount of additional persistent state such as the file length, the stripe length, and the number of disks used.

We used a similar approach in our first attempt to create a parallel file system, but found that we had to create a new file type every time we wanted a new file structure and any time we wanted to have a new policy invoked automatically when a file was opened. The proliferation of file types resulted in excessive complexity and code duplication. Moreover, every time a new file type was added to the system, a substantial part of the system (i.e., different libraries and servers) had to be modified to deal with the new file type. The complexity of adding new file types limited the file structures and policies we could support, and caused us to discard this first file system and develop a new file system based on a different way of representing files.

2.4 The target environment

A realistic evaluation of a file system architecture can only be obtained by targeting a specific class of machine architecture and implementing the file system on a real machine as part of a real operating system. In this section we first describe the target architecture of our file system, and then the characteristics of the HURRICANE operating system that have most influenced the design of HFS.
### 2.4.1 The target architecture

The class of machine architecture we considered is the class of large-scale NUMA multiprocessors with disks distributed across the multiprocessor (Figure 2.4).

NUMA multiprocessors achieve their scalability by using segmented architectures [12, 79, 131]. As new segments are added, there is an increase in: 1) the number of processors, 2) the network bandwidth, and 3) the number of memory banks and hence the memory bandwidth. The memory banks are distributed across the machine so that the cost for a processor to access nearby memory is less than the cost of accessing more distant memory. In these systems, the application and operating system must cooperate to maximize the locality of a processor’s memory references to minimize the access time and network bandwidth required by that processor.

If such a system is to scale in its I/O capabilities, then the number of disks should also increase with the size of the system. For our file system, we assume that these disks are spread across the segments of the NUMA multiprocessor and that the distribution of data to the disks is under the control of the file system software.

With such an architecture, the file system must be concerned with distributing file data across the disks to balance the load on these disks. Also, the file system must be aware of the locality between the memory banks and the disks that are the sources or sinks of file data. It may appear that locality is not important, since the time to transfer a disk block across the interconnection network is typically insignificant compared to the cost of getting the block from disk. However, the interconnection network will become congested if a large number of disks are concurrently transferring data over the network [56]. Hence, it is important that most of a processor’s I/O requests be directed to nearby devices.

An alternative to distributing the disks across the multiprocessor is to put all disks in a single large disk array [7, 19, 20, 23, 47, 62, 101, 102, 107], where the distribution of data to the disks is handled by a hardware controller associated

---

3 In the context of HFS, when we refer to the file system software we are referring to all components of the file system including the servers, application-level library, and device drivers.

4 This is especially the case with architectures like HECTOR and NUMAchine, where the hardware is designed under the assumption that the applications exploit locality, and hence the bisection bandwidth is quite low.
with the array. Using a disk array is attractive, because it greatly simplifies the file system issues. For example, it is not necessary to consider processor/disk locality since all disks are equally distant. The disk controller manages the distribution of the data across the disks, further simplifying the task of the file system. Finally, redundancy can be built into the array, allowing the file system to be designed assuming full reliability in the underlying medium.

However, disk arrays have disadvantages, especially in the case of a shared-memory multiprocessor. The disk striping techniques used by the controllers of such disk arrays, where data is distributed in a simple round-robin fashion across the array, are very restrictive. For parallel applications it is crucial that the file data distribution across the disks matches the access patterns of the application [27, 56, 135]. Also, it is expensive to build a network connection to the disk array that does not become contended when a large number of disks concurrently transfer data. (The latter problem has been addressed in part by the TickerTAIP parallel RAID architecture and by the I/O architecture of the CM-5, both of which provide multiple paths to the disk array. However, these architectures still use simple disk striping for distributing data across the disks [16, 127].)

We assume in our file system that the disks, processors, and memories are all connected using the same network. An alternative would be to use a separate network for the disks, which can have the advantage that data can be distributed to the disks without regard for locality to the memory modules [46]. However, we believe that for many applications memory/disk locality can be effectively exploited by file system software, and hence the additional cost of a parallel network is wasted for these applications.

The majority of the current large-scale systems (including the Vulcan, SP2, iPSC/2, iPSC/860, Paragon, CM-2 and CM-5 [26, 39, 83]) have separate I/O and compute nodes. This has the advantage that: 1) the resources of the nodes (e.g., memory for caching, or special hardware accelerators for computing parity or compression) can be tuned to their function, 2) I/O requests do not interfere with another application’s computation, and 3) it may be possible to reduce expense by using a single channel to control a larger number of disks. However, in systems where there is a strict division between compute nodes and I/O nodes, the processing power of the I/O nodes is wasted during periods of heavy computation and the compute nodes are idle during high I/O periods [90]. Also, we believe that if I/O resources are provided to all processors, the locality between the processor and its local disks can be exploited by the file system.

Our choice of target machine architecture was motivated largely by the availability of such a machine (HECTOR). However, much of our work is also relevant to multiprocessors with disk arrays, multiprocessors with separate I/O networks, multicomputers (such as the Paragon [55] or CM5 [127]), and even vector or SIMD computers with a large number of disks.

### 2.4.2 The target operating system

The HURRICANE File System is being developed as part of the HURRICANE operating system [129, 125, 128]. There are a number of characteristics of HURRICANE that have had an impact on the design of the file system. First, HURRICANE is a micro-kernel operating system, where most of the operating system services are provided by user-level servers. The micro-kernel provides for basic interprocess communication and memory management. As described in Chapter 4, most of the file system exists outside of the HURRICANE micro-kernel.

Second, HURRICANE is a single-level-store operating system that supports mapped-file I/O. Most file I/O in HFS therefore occurs through mapped-file I/O. Mapped-file I/O has the advantages that copying overhead is reduced and that all of main memory is used as a cache of the file system. However, mapped-file I/O presents a challenge to the file system, since it must handle demands that are implicit due to accesses to memory rather than explicit due to calls to the file system. Moreover, since the memory manager and not the file system controls the file cache, the two must cooperate to manage the data being cached.

Third, HURRICANE supports a new interprocess communication facility, called Protected Procedure Calls (PPC) that 1) allows fast, local, cross-address space invocation of server code and data, and 2) results in new workers being created in the server address space as they are required to handle requests [45]. Since PPC requests are fast, the HURRICANE file system can be partitioned into separate address spaces without a major impact on performance. The PPC facility also affects the file system architecture in that it simplifies deadlock prevention. Since PPCs create new worker processes on demand, servers can make PPC requests to each other without fear of running out of workers that can satisfy the requests.

---

5 With our current implementation PPC requests are close to an order of magnitude faster than the more traditional Send/Receive/Reply interface also supported by HURRICANE.
Finally, HURRICANE is structured for scalability using a technique called Hierarchical Clustering [129, 130]. With this structuring technique, the operating system is constructed from a hierarchy of clusters, where each cluster manages a unique group of “neighboring” processors. All system services are replicated to the different clusters. The clusters cooperate and communicate in a loosely coupled fashion to give applications an integrated and consistent view of the system. Scalability has been a secondary goal with the HFS and we currently do not support clustering in the implementation of the HFS. Hierarchical Clustering and our future plans for clustering the file system are described in Chapter 7.

2.5 Related work

In this section, we describe some of the related file system research. We start by describing studies of the I/O demand of parallel or supercomputer applications, and the workload models others have used to evaluate or characterize file system performance. Subsequent sections describe file system policies for optimizing performance. We conclude with a brief review of the salient characteristics of other file system architectures.

2.5.1 Workload studies and models

Most current parallel machines have poor support for high-performance I/O [33, 56]. As a result, the parallel processing community has mainly studied applications that have small I/O requirements. In this section, we provide motivation for our research by describing studies that suggest that many important applications have high I/O requirements. Also, we describe work by others that attempt to characterize the types of I/O requirements supercomputer applications have.

Several examples of scientific applications requiring high performance I/O are described by Intel [54]. Many of these applications require: 1) the ability to handle working sets that are larger than any possible amount of physical memory, 2) the ability to checkpoint the state of programs that can run for many days, and 3) the ability to read and write data sets composed of many Gigabytes of data, both in a random-access and a sequential fashion. Many of the applications require that the persistent data be in tertiary storage; the file system is used as a staging area for data actively being accessed. Scott describes one of these applications, out of memory solving of large systems of linear equations, in more detail [115]. The example provided is that of an airplane modeled with 150,000 degrees of freedom, requiring 90 Gigabytes of storage to hold the matrix that is accessed in full on every iteration.

del Rosario and Choudhary give a summary of the overall I/O requirements for a number of Grand Challenges applications [33]. These problems have similar I/O requirements to the applications described above. A particular example of a Grand Challenges problem is the genome-sequence pattern matching problem [3]. The sequence comparison is “embarrassingly parallel” since a single input sequence has to be compared against a large number of independent sequences in the database. These sequences can be very large and are read sequentially. (While currently the database can fit in the memory of large supercomputers, this problem is expected to eventually become I/O bound.) An application with I/O characteristics similar to genome sequence pattern matching is a full text retrieval program described by Lin and Zhou [81].

NHT-1 is an I/O benchmark developed at NASA to evaluate the I/O systems of parallel machines [17, 40]. This benchmark: 1) evaluates the capability of systems to handle problems that iterate for many steps, where at each step solution files are written out concurrently with the calculation of the next step, and 2) evaluates how long the file system takes to write to and read from secondary storage 80% of the system memory.

Miller and Katz traced and analyzed the I/O behavior of a number of supercomputer applications on a Cray Y-MP [89] (mostly computational fluid dynamics problems). The I/O accesses of these programs are: 1) a relatively short burst of large I/O requests to input and output application data, 2) periodic short burst of (for most applications) large I/O requests to checkpoint application state, and 3) staging I/O required in each iteration because the memory is insufficiently large to hold the entire problem. The third category dominated the I/O requests in the applications considered. As Miller and Katz state, applications on the Cray Y-MP are charged by the scheduler for CPU cycles and memory used, but the I/O requirements are ignored. Since the Cray has a fast solid state disk, some of the applications take advantage of this idiosyncrasy, maximizing the time they are granted the processor by minimizing their in-memory working set. Because the Cray does not have virtual memory, this staging I/O is done under the direction of the applications (rather than as a result of paging activity by the memory manager). Miller and Katz argue that the applications can control staging activity in an application dependent fashion more effectively than the operating system could if paging were available.

---

6 As Miller and Katz state, applications on the Cray Y-MP are charged by the scheduler for CPU cycles and memory used, but the I/O requirements are ignored. Since the Cray has a fast solid state disk, some of the applications take advantage of this idiosyncrasy, maximizing the time they are granted the processor by minimizing their in-memory working set. Because the Cray does not have virtual memory, this staging I/O is done under the direction of the applications (rather than as a result of paging activity by the memory manager). Miller and Katz argue that the applications can control staging activity in an application dependent fashion more effectively than the operating system could if paging were available.
was essentially identical for each cycle. Another study of I/O intensive supercomputing applications by Pasquale and Polyzos [100] supports Miller and Katz’s results. Galbraith, Gropp and Levine [44] investigated the I/O pattern of various applications running at Argonne National Laboratory. Their characterization of the application demands is similar to Miller and Katz’s.

Kotz and Ellis [70, 71] used a synthetic workload to analyze different cache management and prefetching policies. They characterize parallel application access patterns as: local whole file, local fixed-length portions, local random portions, segmented, global whole file, or global fixed portions. The local access patterns are those where each process independently accesses portions of the file sequentially. The global access patterns are those where the access pattern described is the merged access pattern of the different processes in the application. Crockett [28] describes six different access patterns: sequential, sequential partitioned, sequential interleaved, sequential self-scheduled, global random and partitioned random.

Reddy and Banerjee [108] studied the implicit and explicit file I/O activity of five applications from the Perfect benchmark suite running on a simulator. These programs were originally written: 1) without trying to avoid false page-level sharing, 2) to run on machines with small amounts of memory, and 3) to do little I/O. To make the applications I/O bound, Reddy and Banerjee extrapolated the I/O traffic for the case where processors are sped up by a factor of 10. When considering implicit I/O for their applications, they found: 1) that the majority of pages are shared, and hence there is little advantage in trying to exploit processor/disk locality, and 2) the working sets of the applications are very small, and hence implicit I/O is not a concern for these applications. They found that there was substantial variance in the size of the explicit I/O requests of the different applications, and that the explicit I/O requests were entirely sequential.

The success of the world championship calibre Chinook checkers program is largely due to its endgame databases [114]. The current databases represent over 150 billion positions, requiring 30 Gigabytes of storage when uncompressed. Using application-specific techniques, the databases are compressed into 5.22 Gigabytes of disk storage. Commonly accessed portions of the database are pre-loaded into memory and have a greater than 99% hit rate with a 500 megabyte cache. Cache misses result in random-access I/O. Even with this large cache, the sequential version of the program is I/O bound. A parallel searching version of Chinook further increases the I/O rate [84]. (Computing the database is even more I/O intensive than running a match.)

### 2.5.2 Latency hiding

Even if a system has a large disk bandwidth (i.e., if there are a large number of disks) it may be difficult for I/O bound parallel applications to exploit this bandwidth, because of the high latency of operations that go to disk. Hence, it is important that a large portion of applications’ I/O requests be serviced from the file cache. The three issues that researchers have concentrated most on are: 1) when to eject data from the file cache, 2) when to write back dirty data, and 3) when to pre-read or prefetch data into the file cache.

The majority of research on latency hiding has been for uniprocessor systems. A well-known trace study of uniprocessor Unix systems by Ousterhout et al. found that files are typically read and written sequentially in their entirety, files are repeatedly accessed, many files are temporary and, if they are effectively cached, will be deleted before ever being written to disk [99]. From the preceding section, it is clear that, while sequential access may be the norm for many parallel applications, the remainder of the conditions are less likely to hold. A good overview of different latency-hiding techniques is given by Kotz [66].

Kotz and Ellis have studied automatic cache management and prefetching techniques for shared-memory multiprocessors [69, 70, 71], where automatic means that the system invokes policies dependent on detected application access patterns (rather than in response to application directives). For cache replacement, Kotz and Ellis propose a variant of LRU that ensures that currently accessed blocks cannot be ejected. Assuming that blocks are typically written in their entirety, but that multiple processes may conspire to write a block, Kotz and Ellis propose a write full policy, that delays writing a block in the file cache until all data in the block has been written. For prefetching, Kotz and Ellis propose two automatic prefetching predictors. IOPORT is a local (i.e., per process) predictor that repeatedly tries each of: one-block look-ahead, infinite-block look-ahead, and portion recognition (that detects when processes each read sequential portions for a regular length and skip). RGAPS is a global predictor that assumes sequential
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7 It is difficult to say if such an approach yields useful results, since (presumably) the programs were initially written under the assumption that they were not I/O bound.

8 Their policy maintains a reference count that indicates the number of processes actively accessing a block. This reference count is used to avoid the block being ejected while it is the most recently used one for some process.
access until it detects random accesses. Kotz and Ellis compare their policies against simple and optimal policies on
the RAPID-Transit testbed [66], which is a file system implemented on a shared-memory multiprocessor that uses
simulated disks, and found that for the synthetic workload used (described earlier) their relatively simple automatic
prefetching techniques perform close to optimal in many cases.

Kotz and Ellis did not study the impact of a multiprogrammed environment, where multiple applications contend
for the same file cache and disks. Also, they did not study bursty access patterns, a characteristic common to many of
the applications described in the previous section. Finally, Kotz and Ellis did not consider implicit I/O, where the I/O
results either from mapped-file I/O or because of insufficient main memory. Some of the policies they developed may
be difficult to use with implicit I/O; for example, their write full policy cannot be used with mapped-file I/O since file
blocks are mapped in their entirety into the application’s address space. An important observation in their work is that,
even given optimistic assumptions about the workload, automatic prefetching can in some cases result in substantially
worse performance than if no prefetching is done.

An automatic policy for page prefetching due to implicit I/O was proposed by Song and Cho [121]. This approach
uses a history of previous page faults to predict subsequent page faults when an application repeatedly accesses pages
in the same order.

While automatic cache management may be the only feasible alternative on uniprocessor systems, where applica-
tions expect to run on different (binary compatible) systems, it is not clear that this is the best choice for multiprocessors,
where programs are at the least re-compiled for different platforms. Recent research has shown that recent memory
access patterns can be detected by compilers, and the compiler can use this information to insert instructions into the
code that prefetch data into the processor cache [93, 94]. It seems feasible that the compiler could provide similar
information to the file system to manage the file cache. Some steps have been taken in this direction. For example,
Malkawi and Patel describe how memory directives can be inserted by the compiler to manage the memory being used
for an application in a multiprogrammed environment [86]. Patterson, Gibson and Satyanarayanan propose having the
compiler provide the file system with high level hints that will allow intelligent prefetching [103]. The ELFS
file system prefetches file data by taking advantage of application-specific knowledge of both the logical file structure
(e.g., a two dimensional matrix) and the application access pattern [49, 50]. (An ELFS application specifies its access
pattern by its choice of object.)

While it is typically not under software control, it is important to keep in mind that most current disks support disk
caches into which data is prefetched sequentially according to the position of the data on the disk. It is also important
to consider where in memory data should be cached. The Intel CFS prefetches data sequentially into memory on the
I/O nodes. On the other hand, the Intel Paragon prefetches data into the memory of the compute nodes [111]. With
a shared-memory multiprocessor there is a greater range of alternatives. For example, data can be read into a remote
memory [78], and, rather than ejecting data from the file cache, it can be migrated to remote memories.

2.5.3 Disk block distribution

The majority of file systems for parallel machines use policies that distribute data in a simple round-robin fashion
across a number of disks [11, 31, 36, 66, 105], possibly with the stripe size and number of disks to stripe across
determined by the application. However, a number of studies have indicated that it is important that data be distributed
to the disks in a mapping that matches the application access pattern [9, 26, 27, 28, 56, 135].

Crockett [28] describes six application access patterns and suggests different distributions that match these patterns.
He suggests that the best distribution patterns (given the access patterns) are striped or partitioned. Crockett also
discusses having specialized parallel files, where there need not be a meaningful global view of the file (e.g., a
sequential stream of bytes) since they will only be accessed in the context of a particular parallel application. These
specialized files are convenient in that they provide the same functionality as having a large number of independent
files, but without the management overhead.

Jensen analyzed a series of distribution functions and found that the performance of these functions depends on the
total I/O load, the access pattern of the applications, the concurrency in the applications, and the number of files being
accessed [56]. An important consideration in the results is the effect of the on-disk cache, where mapping functions
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9 The authors argue that the application should provide the file system with “hints” disclosing the application access pattern rather than specific
advice on what resources should be reserved for the application. Their argument is that only the system can make intelligent decisions based on
global resource usage, and that the application can only aid this by providing more information. The format for specifying hints appears to be in an
early stage in its development.
that result in good disk cache hit rates generally perform better. This same study also suggests the possibility of custom mappings for application-specific access patterns.

Womble et al. observe that programmers using multicomputers have to explicitly arrange for the data they access to be in local memory [135]. Given this, they suggest that it is natural for the I/O system to maintain the same view of local secondary storage, where each processor has its own logical disk. They assume that the file system is being used primarily as a staging area for actively used data stored in tertiary storage.

The Rama file system acts as a cache for tertiary storage [90]. Disk space is broken into “lines” of a few Megabytes, where each line has a descriptor identifying the file blocks it holds and the status of these blocks. The location of a file block in the system is determined by hashing on the file id and offset to determine the disk and line number on that disk where the data may be contained.

The file system for the nCUBE distributes file data across the disks in a simple striped fashion with the stripe size determined by the system [31, 32]. However, when an application opens a file it specifies a mapping between the data in the files and on the processors. On read requests, the file system permutes the data between the two, collecting the corresponding data from the different disks.

In terms of distribution, the most flexible among existing parallel file systems is the Vesta file system for the SP2 multicomputer [25, 26]. It has separate concepts for physical partitions (effectively the number of disks used) and logical partitions. Logical partitions allow applications to specify a mapping between file data and an application’s view of the data. The mapping takes four parameters that specify the partitioning scheme (i.e., vertical group size, vertical interleave, horizontal group size, and horizontal interleave) and a parameter that specifies the position of the mapping in the partitioning scheme. With this approach, the application can specify a very wide variety of regular distribution strategies. For example, it can request that all I/O operations be directed to a single physical partition, striped across all physical partitions, or stripes across some subset of the physical partitions.

All the distributions discussed above are static. It is also possible to support dynamic distributions that optimize for locality or for the load on the disks. For example, it is possible to have a distribution that directs paging I/O to disks near the memory being paged out. If data is repeatedly accessed by a particular processor, then the corresponding blocks of the file can be migrated to disks near the requesting processor. If the load on disks varies, then it may be a good idea to direct write operations to the least loaded disks, especially in a multiprogrammed environment. Replicating a file can be used both to get better performance [8, 120] and to manage locality (since the more local copy of a disk block can be used to satisfy a read request). To the best of our knowledge, while migration and replication have been studied for distributed systems, these dynamic schemes have not been studied in the context of a tightly coupled parallel machine.

### 2.5.4 File system architectures and implementations

In previous sections we outlined different proposed file system policies and interfaces. In this section we discuss related work in file system architectures and implementations.

In the last decade, most file system research has been directed towards developing file systems for loosely coupled networks of workstations [6, 22, 53, 98, 132]. A good overview of research in this area is given by Levy and Sibershaz [80]. Key issues on these systems are scalability, fault tolerance, preserving traditional uniprocessor semantics in a distributed environment, and achieving good performance through caching, replication, and migration of file data and meta-data.

There have been a number of file systems designed for large-scale multicomputers, including CFS [105] for the Intel iPSC, sfs [83] for the CM-5, Vesta [25, 26] for the SP2, the OSF/1 file system [136], the file system for the nCUBE [31], and the Rama file system [90]. To achieve scalability, most of the file systems incorporate to some extent the strategies of distributed file systems. For example, the Vesta file system hashes file names across all I/O nodes in order to balance the load on directory operations. A major difference between multicomputers and distributed systems is that there is a greater expectation that many processes running on different nodes will concurrently access the same file on multicomputers. To handle such tight coupling, the Vesta file system allows the application to specify that I/O should be RECKLESS, in which case the file system does not enforce the atomicity of read/write requests. The sfs file system differs from the other file systems in that it is designed to perform well only for a special purpose workload, namely SPMD applications where a single read or write operation causes massive amounts of data to be moved between all processes in the application and the disks.

The majority of file system work on shared-memory multiprocessors targets small scale systems. In particular, there have been a number of projects that introduced fine grain locks into existing file system code to allow for greater
concurrency [60, 77, 82, 104].

The most innovative file system development in recent years is that of log-structured file systems [97, 110]. A log-structured file system treats the disk as a segmented append-only log. Write operations to the disk are coalesced and written to the end of the log in large I/O operations. The log contains indexing information so that files can be read back with the same performance as other file systems. Because information is always written to a log, it is easy to support fast crash recovery. A log-structured file system requires that a segment cleaner run periodically to compresses the live information from fragmented segments.

The log-structured file system has been extended in a number of ways. For example, Burrows et al. describe a method for adding automatic compression that benefits from the large writes [13]. The sequential nature and large size of the writes also makes log-structured file systems attractive for automatic migration of data to tertiary storage [64]. Finally, the Zebra file system combines ideas from log-structured file system and RAID-5 to maintain the file data for a distributed system in a fault tolerant fashion [51].

There has been a great deal of work in recent years to improve the flexibility of file systems in order to make it easier to add new features such as compression and encryption. Two examples that use an object-oriented approach are the Spring file system [61] and the Choices file system [15]. The iPcress file system by Staelin and Garcia-Molina [122] also uses (in a more limited fashion) an object-oriented approach, where each file is a file object that maintains statistics on the usage of the file to determine how data should be cached and how the file should be stored on disk. Stackable file systems are another approach for achieving the goal of flexibility, where the file system is composed of layer “building blocks” [52]. The layers can be developed by independent parties, each building on the functionality of the layers below it.

Finally, extent-based file systems, which structure files into sets of consecutive file blocks stored in contiguous disk blocks, and clustered file systems, that employ cylinder clustering techniques and always read large numbers of consecutive disk blocks, try to minimize the overhead of I/O by increasing the granularity of requests that go to disk. Before Sun’s UFS file system was modified to adopt such a strategy, it took about half of a 12 MIPS CPU to get just half the disk bandwidth of a 1.5 MB/second disk [88].
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10 These large write operations are especially important if a RAID-5 disk array is being used, since these disk arrays perform poorly for small write operations.

11 Multiple small files are combined together into a log that is distributed across a large number of disks. Parity information is calculated for every $n$ blocks of the log and is also distributed across the disks.
Chapter 3

Architectural Overview

The goals of our file system architecture are the following:

**Flexibility:** It should be able to support a wide variety of file structures and file system policies.

**Customizability:** It should allow the application to specify the structure of the file and the policies that are to be invoked by the file system when the file is accessed.

**Efficiency:** The flexibility should come with little I/O or CPU overhead.

In this chapter we give an overview of the HURRICANE File System (HFS) architecture, describing the key features of this architecture that make the above goals possible.

The flexibility of HFS is achieved through of a novel, object-oriented building-block approach, where files are implemented by combining together a (possibly large) number of simple building blocks. The building blocks, called *storage objects*, each define a portion of a file’s structure or implement a simple set of policies. The flexibility results both from the ability of the file system to support a large number of storage-object classes and from its ability to combine together storage objects of diverse classes.

HFS allows applications control over the storage objects used to implement their files. This allows an application to define the internal structure of its files, as well as the policies that should be invoked when the files are accessed. For a persistent file that is accessed by different applications over time, the storage objects used can be modified (in part) at run time to conform to specific application requirements.

Three features of HFS contribute to its low overhead. First, to minimize the overhead incurred by crossing address spaces, much of the functionality of the file system is implemented by an application-level library. Second, to minimize copying overhead, HFS is structured to facilitate the use of mapped-file I/O. Finally, the storage object interfaces that we have developed minimize copying overhead due to our building-block approach.

We designed HFS to support an unlimited set of file structures and policies. For example, file structures can be defined in HFS that optimize for small files, read-only files, or sparse files, and file structures can be defined to support files that span multiple disks or files replicated onto a number of disks. Policies that can be defined on a per-file (or in some cases on a per-open instance) basis include locking policies, prefetching policies, and cache management policies. In stark contrast, most existing file systems have been designed to support a single file structure and a small set of policies.

This chapter is organized as follows. Section 3.1 describes the object-oriented building-block approach. Section 3.2 describes the storage object interfaces we have developed. Section 3.3 describes the logical layers of the file system, provides examples of the storage objects defined at each layer, and discusses how this layering is designed to: 1) maximize the amount of the file system that can be implemented by an application-level library, and 2) facilitate mapped file I/O. Section 3.4 summarizes the main features of the HFS architecture.

### 3.1 Storage objects

HFS uses an object-oriented building-block approach, where files are implemented by combining together a (possibly large) number of simple building blocks called *storage objects*. Each storage object defines a portion of a file’s structure.
or implements a simple set of policies. In an object-oriented fashion, each storage object encapsulates member data and member functions that operate on the member data. For example, the simplest class of storage objects are disk blocks, where the member data is the contents of the disk block and the member functions are read and write.

With the exception of disk blocks, storage objects contain, among other state, pointers to other storage objects. We refer to the targets of a storage object’s pointers as sub-objects of the storage object. To allow storage objects to be combined together in diverse ways, storage object classes are designed so that the sub-objects of a storage object can belong to any of a large set of classes.\footnote{We have defined only three base storage object classes from which all other storage object classes are derived, and designed most storage object classes so that the sub-objects belong to one of the three base classes. Hence, a sub-object can belong to any of the classes derived from the expected base class. This is described in more detail in the next section.}

We say that file data is stored by a storage object if that object handles requests to read and write that data. A storage object may handle these requests by forwarding them to its sub-objects, in which case the sub-objects also store all or part of the file data.

Storage objects belonging to different classes may: forward read and write requests to disk block sub-objects on a single disk, distribute file data across sub-objects spread across multiple disks, replicate file data to each sub-object, store file data with redundancy (for fault tolerance), implement a policy for directing prefetch requests to sub-objects, enforce security, manage locks, or interact with the memory manager to manage the cache of file data.

A simple example illustrates how a file is implemented using our object-oriented building-block approach. Consider the distributed file shown in Figure 3.1(a). (Distributed, here, means that the blocks of the file are distributed across multiple disks.) For each of two applications accessing the file, there is a separate per-open storage object that maintains the file offset. These per-open storage objects share a single sub-object that implements some locking policy. The sub-object of the locking storage object is a distribution storage object that implements a policy for distributing the file across multiple disks. The sub-objects of the distribution storage object are per-disk storage objects that implement a policy for distributing the file across disk block storage objects on a single disk.

In Figure 3.1(a), application “A” directs its requests for file data to the storage object specific to its open instance of the file. The per-open storage object translates stream requests (i.e., requests for the “next” portion of the file) into random-access requests that identify a file offset, and forwards each request to its locking sub-object. The locking storage object ensures that the data requested has been locked by the application, and forwards the request to its distribution sub-object. The distribution storage object determines the disk that should be used to service the request, and forwards the request to the corresponding per-disk sub-object. Finally, the per-disk storage object determines the
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Figure 3.1: Unix and HFS implementation of an open file. The persistent state is state that is stored on disk. The transitory state is state that only exists while a file is being actively accessed.
disk block storage object that stores the requested data, forwards the request to that object, and the disk block storage object handles the request.\(^2\)

The ability to mix and match storage objects belonging to different classes is the key to the flexibility of HFS. For example, we can define a file that has the same distribution policy but a different locking policy to that shown in Figure 3.1(a), by using a different class for the locking storage object, while keeping the other storage object classes the same. Similarly, for a file that we don’t want to distribute across multiple disks, the sub-object of the locking storage object can be a per-disk rather than a distribution storage object. The per-open storage objects used can be tuned to the characteristics of the application that has the file open. For example, if an application is accessing a file sequentially, a per-open storage object that prefetches data sequentially can be used.

Let us contrast our approach with that used by parallel file systems based on the Unix FFS. As shown in Figure 3.1(b), these file systems are similar to HFS in that files are implemented using building blocks, such as inodes, direct blocks, indirect blocks, and doubly indirect blocks. However, these building blocks differ from those used by HFS in that they are passive data structures rather than objects. This means that the way the FFS building blocks are accessed, and the way they are connected together, is fixed by the type of the file. As described in Section 2.3, it is difficult with such an approach to support more than a small number of file types, resulting in limited flexibility with respect to file structure and policy.

HFS storage objects can be either persistent or transitory, where persistent storage objects are stored on disk with the file data and transitory storage objects exist only when a file is being actively accessed. In Figure 3.1(a), the per-open storage objects are transitory and all other storage objects are persistent.\(^3\) In the remainder of this section we describe the purpose of transitory and persistent storage objects and describe how they are instantiated.

### 3.1.1 Transitory storage objects

Transitory storage objects are used to implement all file system functionality that is not specific to the file structure and that does not have to be fixed at file creation time (say for security). For example, we have defined transitory storage objects that implement latency-hiding policies, compression/decompression policies, and advisory locking policies (for multi-threaded applications). Also, we have developed transitory storage objects that allow applications to have customized views of file data (as was discussed in Section 2.2.4) to simplify file access.

Transitory storage objects are specific to an open instance of a file\(^4\), and we have found it useful to define a large number of transitory storage object classes so that the objects used by an application can be chosen to match the expected behaviour of the application. For example, transitory object classes are typically specific to the access mode (i.e., read, write, and read/write), the particular access pattern (e.g., sequential, or random), and the expected degree of concurrency.

It is important to be able to associate a set of policies with a file that are invoked by default when the file is opened, but still have the flexibility to modify these policies at run time to conform to application-specific requirements. Transitory storage object classes are an important part of our strategy for achieving this goal. Information associated with each file specifies a default set of transitory storage objects that are automatically instantiated by the file system when the file is opened. To conform to application-specific requirements, an application can request that new transitory storage objects be attached to a file at run time. These new objects either use the existing objects as sub-objects or replace existing transitory objects.

### 3.1.2 Persistent storage objects

Persistent storage objects are used to define the structure of a file, to store file data and other file system state on disk, and to implement policies that are either specific to that structure or, because of security or performance reasons, are fixed at file creation time. Examples of structure-specific storage objects include distribution storage objects that distribute file data across sub-objects, and replication storage objects that store a full replica of the file data in each sub-object. Examples of structure-specific policies include the policy used by a distribution storage object to distribute write requests and the policy used by the replication storage objects to distribute read requests. Persistent storage
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\(^2\)For simplicity, we have assumed in this example that the requested data is stored by a single disk block.

\(^3\)Pointers to transitory storage objects differ from pointers to persistent storage objects. The former are memory pointers that directly reference the target object. The latter are handles that can be used to locate the object either on disk or in memory.

\(^4\)While it would be possible to define transitory storage objects that are shared by multiple applications that have a file open, we have not found the need to do so.
objects used to authenticate open requests are an example of objects that implement file system policy that because of security cannot be changed at run time.

The persistent storage objects that are fixed at file creation time, such as those that determine the file structure, are instantiated (optionally under application control) in a bottom-up fashion when the file is created. For example, the per-disk storage objects of a distributed file are instantiated before the distribution storage object is instantiated; the parameters passed to the constructor\(^6\) of the distribution storage object include references to its sub-objects — i.e., the per-disk storage objects. In some cases, persistent storage objects will instantiate other storage objects at run time. For example, the per-disk storage objects will instantiate disk block storage objects as they are required when the file grows.

The only persistent storage objects that are stored directly on disk are the disk block objects. All other persistent objects are stored by other objects, and ultimately stored on disk by disk block storage objects.\(^5\) This means that the policies applied to store file data can be applied in the same way to store object member data such as file system meta-data. This allows us, for example, to take advantage of the disk head position when writing object data to disk in the same way this can be done when writing file data to disk. Also, as we will show later, the object member data of many objects can be stored by a single object, which allows the co-location of related objects on disk, reduces disk fragmentation, and allows object data to be efficiently stored redundantly for fault tolerance. In contrast, the location of the building blocks used by the FFS is fixed when they are created, and, except for inodes that are written to reserved portions of the disk, each building block occupies an entire disk block.

Unlike transitory storage objects, persistent storage objects associated with a file cannot be changed at run time. Therefore, to handle application-specific requirements, some persistent storage objects must implement a number of policies. The policy used can then be changed at run time. For example, some distribution storage objects implement multiple policies for distributing write requests to their sub-objects (e.g., to the least loaded disk, to the disk nearest the memory, etc.).

### 3.2 The Storage Object interfaces

If storage objects are to be combined in diverse ways, the object classes must share common interfaces. There are three classes from which all other storage-object classes are derived (one for each of the three layers of HFS described in the next section), and the virtual member functions of these three base classes define the common interfaces. As described in Section 2.1, even when an object is referenced as being an instance of a base class, calls to virtual member functions invoke the functions of the derived class and not the base class. Hence, a storage object can make calls to its sub-objects without knowing their specific class (as long as the sub-objects’ class is derived from the expected base class).

A key feature of all three interfaces is that the target storage object chooses the buffer that is the source or destination of the I/O requests. On a read access, the storage object returns a pointer to a buffer containing the requested data, and on a write access, the object returns a pointer to a buffer into which the data should be placed. This allows objects to be combined together in a building-block fashion without requiring data to be copied every time a storage object makes requests to its sub-objects. This contrasts strongly with traditional read/write interfaces (e.g., stdio and Unix I/O) where the requester supplies a buffer into which or from which data must be copied on each request. In Chapter 9 we show that the cost of copying can be a major source of I/O overhead.

While having common interfaces is important, for extensibility it is also important that storage objects be able to export additional class specific functions, such as functions that query an object’s state, change a policy used by an object, or migrate a file block from one sub-object to another. A problem with our building-block approach is how to allow the application to invoke a class-specific function when the target object is a sub-object of other storage objects. For example, consider a locking storage object that implements some locking policy and stores file data indirectly in a sub-object. The locking storage object does not directly support a migrate function, but its sub-object may support such a function. In this case, the locking storage object must be able to pass on to its sub-object all requests that the sub-object can handle, so that objects can be layered without restricting the requests that can be made to the lower level objects. In effect, we want a storage object to be able to inherit the extended interface of its sub-objects.

To allow objects to inherit the interface of their sub-objects, each of the three common interfaces provide a
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\(^5\) A constructor in C++ terminology is the function of a class that instantiates an object of the class.

\(^6\) The object used to store a persistent storage object is specified as a parameter when it is instantiated.
3.3 File system layers

HFS is logically divided into three layers: an application-level library, the physical server layer, and the logical-server layer. (Figure 3.2).

The application-level library, in addition to being a layer of HFS, is the library for all other I/O servers provided by HURRICANE. It attempts to service application requests for I/O within the application-level wherever possible. If the target file is mapped, then the application-level library translates read and write requests into accesses to a mapped-file region. If the application-level library cannot service the request directly, then it forwards the request to a server that provides the required I/O service. These requests might be directed to a terminal, socket, HFS, NFS, or pipe server.

The physical server layer directs requests for file data to the disks. It maintains the mapping between file blocks and the disk blocks that store them. Consecutive blocks of a file may be spread over a number of disks.

The logical server layer implements all file system functionality that does not have to be implemented at the physical server layer and, for security or performance reasons, should not be implemented in the application-level

7The UCLA stackable layers interface adopts a very similar solution to the same problem, where their default function is equivalent to our special function [52]. Also, special is similar to ioctl provided by Unix, where it is used for exceptional requests, that are unique to particular types of storage objects, and under conditions where the cost to marshal the arguments into the buffer is not important.
library. For example, this layer provides naming (i.e., directories), authentication, and locking services. There are benefits in implementing naming in a system server, in that cached naming information can be shared by multiple applications. In order for locks on file data to be enforced (rather than just advisory) they must be implemented by a system server that can prevent applications from accessing data that has not been locked.

Each layer of HFS implements a different set of storage-object classes. In the remainder of this dissertation, we will differentiate between storage objects at each layer by the following naming convention: a storage object is called an Application-level Storage Object (ASO), a Logical-level Storage Object (LSO), or a Physical-level Storage Object (PSO), depending on whether it is implemented in the application, logical, or physical layer of the file system.

3.3.1 The physical server layer

The physical server layer is responsible for file structure and all policies related to disk block placement, including load balancing, locality management, and cylinder clustering.

Studies of parallel applications (described in Section 2.5.1) suggest that files are often accessed sequentially. To facilitate mapped-file I/O for this kind of access, we designed HFS with the physical server layer below the layer containing the memory manager. This allows an application to map a large portion of a file into its address space, even if the disk blocks are distributed across a number of disks. Also, an application can make a single request to the memory manager to prefetch or eject a large number of logically contiguous file pages from the file cache maintained by the memory manager. As will be shown in Chapter 9, this is important to amortize per-request overhead.

All Physical layer Storage Objects (PSOs) are persistent. They store file data and the data of other persistent storage objects — i.e., LSOs, and some PSOs. The simplest class of PSO are disk blocks. Besides disk blocks, there are three other types of PSO classes, namely: (i) basic PSO classes, (ii) composite PSO classes, and (iii) read/write PSO classes. Basic PSO classes define objects whose sub-objects are (largely) disk blocks contained on a single disk. Composite PSO classes define objects whose data, for performance or security reasons, is accessed using a read/write rather than a mapped-file interface. We now briefly describe these classes in more detail.

Basic PSO classes

Basic PSOs provide a mapping between file blocks and the disk blocks on a particular disk. Each basic PSO class is optimized for a particular access pattern. For example, we provide a PSO class for sparse files; a PSO class for dense files that are mostly accessed sequentially; a PSO class for dense files that are mostly accessed in a random-access fashion. In contrast, the Unix FFS supports only one file type, suitable for all files and usages, but optimized for none of them.

There are three reasons why basic PSOs are restricted to refer to disk blocks on a single disk, as opposed to blocks distributed across multiple disks. First, it makes it easier to re-organize the blocks of each disk independently (e.g., for de-fragmentation). Second, it is necessary for the mechanisms for fast fault recovery used by HFS (as described in Chapter 8). Finally, it is necessary for the scalability mechanisms used by HFS (as described in Chapter 7).

Composite PSO classes

A composite PSO services read and write requests by directing them to appropriate sub-objects. For example, a file distributed across a number of disks can be implemented by using a distribution PSO whose sub-objects are basic PSOs that store the file data assigned to a particular disk.

Composite PSOs can be used in a hierarchical fashion, where a composite PSO can have sub-objects that are themselves composite PSOs. For example, a replicated file where each replica is distributed across a number of disks would be implemented using a replication PSO with two distribution PSO sub-objects.

The PSO classes we have implemented either provide a single static policy or provide a small number of dynamic policies for directing requests to sub-objects. A distribution PSO class that distributes consecutive file blocks in a round robin fashion across sub-objects is an example of class with a static policy. Our replication PSO class supports a number of policies that define which replica should be used on reads (i.e., the replica on the disks with the least load, the closest replica, and a particular replica) and the policy used can be changed at run time.
Read/write PSO classes

Read/write PSO classes are so named because the data they store can only be accessed by an application using a read/write interface rather than a mapped-file interface. An example of a read/write PSO class is the class used to store the data of small files. In this case, a read/write interface that copies a small amount of data can be less expensive than the cost of a page fault that is incurred if mapped-file I/O were used. Also, if a read/write interface rather than a mapped-file interface is used, it is not necessary to allocate a full page frame to hold the data of a small file.

The fixed sized record store PSO class is a read/write PSO class used when fixed sized records are stored in a file. If locks are to be enforced (by an LSO) at a record granularity, then the application cannot be given access to the file using mapped-file I/O because of its page-oriented nature. One of the major users of fixed sized record store PSOs is the file system itself. For most storage object classes, object member data consists of a small amount of data, and is stored as a record by a fixed sized record store PSO.

Read/write PSOs are similar to composite PSOs in that they contain pointers to sub-objects that store the file data. For example, a read/write PSO that stores fixed sized records can have as a sub-object a basic PSO (in which case all the file data is on a single disk) or a composite PSO (in which case the file data may be distributed across a number of disks).

PSO Instantiation

The structure of a file is defined when the file is created by instantiating a number of PSOs in a bottom-up fashion. For example, the basic PSOs of a distributed file are instantiated before the composite distribution PSO is instantiated; the parameters passed to the constructor of the distribution PSO include references to its sub-objects, i.e., the basic PSOs. Applications can control how the PSOs are instantiated, allowing sophisticated application programmers to construct complicated files optimized for their own purposes. However, for other (naive) users we provide an application-level library of functions that can be used to create most popular file structures, which hide the process of constructing the file from the application.

The storage objects that define the file structure are fixed at file creation time. However, if necessary, an application can change the distribution of a file manually by creating a new file with a different distribution, copying the file data between the two files, making a call to the physical server layer to swap the identities of the two files (i.e., the integer number that uniquely identifies the files to the system) and deleting the first file. We provide library routines to simplify this task.

Some PSOs are also instantiated as a file is being accessed. For example, basic PSOs will instantiate disk block PSOs as the file grows.

PSO member data must also be stored on disk. The only PSOs that are stored directly on disk are disk blocks. The PSOs from all other classes are themselves stored on disk by other PSOs, and ultimately stored on disk by disk block PSOs. Typically, a single PSO is used to store the member data of a large number of other PSOs. Whenever a PSO other than a disk block is instantiated, an argument specifies which other PSO will be used to store its member data. It is interesting to compare our approach for storing meta-data with that of the Unix FFS. The disk block position of a FFS inode is fixed when the file is created and the position of all other FFS data structures (e.g., indirect blocks) is fixed when they are created.

The approach used by HFS has a number of advantages over that used by the FFS:

1. The disk blocks used for storage-object data are not fixed. Hence, it is possible to place object data near other related data. For example, the member data of a PSO can be placed on disk near the member data of its sub-objects. Also, by selecting an appropriate PSO to store it, it is simple to take advantage of the disk head position when writing object data to disk.

2. The disk space wasted for small files is minimized. The read/write PSO class used by HFS for small files stores the file data directly in the member data of the PSO, and any number of these objects can be packed into a single disk block, depending on the PSO used to store them. This means that HFS can use very large disk blocks to reduce management overhead and obtain improved performance for large files while not wasting disk space for small files.

---

8On each disk, there are a small number of PSOs whose location on disk is recorded in a well known location.
3. PSO data can be stored redundantly for fault tolerance by selecting an appropriate PSO for storage. Since the member data of many PSOs is typically stored by a single PSO, the cost of maintaining this redundancy can be amortized over a large amount of data. This is important in the case of small files, like directories, where the cost of maintaining redundancy would otherwise be very high. This is discussed in more detail in Chapter 8.

An example

Figure 3.3 illustrates how simple PSOs can be combined together in a building-block fashion to create complex file structures. In this example, a replication PSO replicates data to two distribution PSOs, that in turn distribute data across a number of basic PSOs. The distribution and basic PSOs used for each replica belong to different classes, and hence implement different policies for distributing the data on and across the disks.

Such a file structure could be useful for a read-mostly file, where data is accessed in different ways at different times. For example, consider a file where the first replica uses a distribution PSO that stripes file data across a large number of disks with a small stripe size and basic PSOs that are optimized for random-access I/O. This replica would result in good performance for a multi-threaded application with threads that make many small random-access I/O requests, because interference that occurs when multiple threads access data on the same disks would be minimized. The second replica might use a distribution PSO that stripes file data across a small number of disks with a large stripe size and basic PSOs that allocate disk block extents of contiguous disk blocks on each disk. This replica would result in good performance when the file is accessed sequentially in its entirety (making effective use of the on-disk caches and large I/O requests).

With the type of file structure described in this example, the application (or application-level library) should explicitly select at run time the replica that is to be used for all subsequent requests so as to match the expected access pattern. If multiple applications make conflicting requests to select a replica, then the last request will override all previous ones.

9 The application specifies the replica to be used by making a special request to the replication PSO.
A general problem exhibited by this example is what to do when multiple applications make conflicting policy requests to a PSO. It is possible to concurrently support different policies for each application. Using this example, if two applications request that different replicas be used, the replication PSO could service each application’s requests from the replica it selected. To support this functionality, we would have to make the application “ID” a parameter to the read/write member functions of our PSO classes, and the replication PSO would have to maintain policy related state for each application. We chose not to do this because the added complexity is quite large, and because we do not believe that it is common for multiple applications to concurrently access the same file in different ways. However, it is still an open question if this workload assumption is in fact true.

3.3.2 Logical server layer

The logical server layer implements all file system functionality that does not have to be implemented at the physical server layer and, for security or performance reasons, should not be implemented by the application-level library. LSO classes exist for naming, handling requests for file data, locking and authentication:

Naming LSO classes: Naming LSOs maintain the name space necessary to refer to and locate files; they are similar to Unix directories. All file systems cache naming information in memory in order to minimize the number of disk I/O operations required for name lookup. On large systems, file systems may replicate naming information to improve performance [80]. In HFS, the particular naming LSO class determines the policy for caching and replicating the naming information of each directory. Allowing these policies to be determined on a per-directory basis is important, since different naming objects have different types of access patterns. For example, “/bin” is primarily accessed read-only, suggesting replicated management, while “/tmp” and user home directories are modified frequently, and replication would hurt performance.

Access-specific LSO classes: An access-specific LSO class handles application requests to transfer data to or from a file. So far we have implemented only two such LSO classes, one which first authenticates read and write requests and then forwards them to the appropriate (read/write PSO) sub-object, and the other which first authenticates requests to map file regions into the application address space and then forwards them to the memory manager.

Locking LSO classes: These classes implement locking policies and ensure that the required locks have been acquired before forwarding file access requests to a sub-object. Different classes of this type may lock data at the granularity of the entire file, file block, memory manager page, or record. Also, they may implement class-specific policies for acquiring locks, such as reader/writer and exclusive, and class-specific strategies for detecting and recovering from deadlock conditions.

Open authentication LSO classes: An open authentication LSO authenticates requests to open a file. Currently we have implemented only one such class which uses the same kind of permission information as Unix (i.e., read/write/execute for user/group/other). New LSO classes could provide alternative kinds of authentication, for example, using an access list.

LSO instantiation

All LSOs associated with a file are persistent and are instantiated when a file is created in a bottom-up fashion. The last persistent storage object instantiated when creating a file (i.e., the one for which all others are directly or indirectly sub-objects) must be an open authentication LSO. Once this LSO is instantiated, a bind call is made to a naming LSO to associate the file with some string name in the file system name space.

We chose to make all LSOs persistent, because it was simpler to do so in our implementation, and because we have not found the need to define any transitory LSO classes. However, if such a need does arise, then the changes required to support transitory LSO classes would be minimal.

An example

As an example of the kind of functionality provided in the logical server layer and of how this layer interacts with the other layers, consider a file composed of a large number of fixed sized records. A file of this type could be implemented as shown in Figure 3.4. On an open request, the logical server layer uses the pathname specified by the application to
locate the open authentication LSO via the naming LSOs that maintain the HURRICANE name space. The request to open the file is then directed to the LSO that implements an access list based policy for authenticating open requests. When the file is opened, this LSO returns to the application a handle to its sub-object, in this case an LSO that handles lock requests on a per-record basis. The locking LSO stores locking information in a PSO sub-object. After ensuring that the corresponding locks have been acquired, the locking LSO directs read and write requests to an access-specific LSO sub-object that understands how to handle unlocked read and write requests for a file composed of fixed sized records. This record I/O LSO stores indexing information in one PSO sub-object and the file data in another PSO sub-object. After determining which record is requested, the record I/O LSO forwards the request to the (read/write) fixed-sized record PSO. Finally, this PSO will respond to the requesting application.

3.3.3 The application-level library

One of the most original features of HFS is the amount of file system functionality implemented by the application-level library. The main advantage of having functionality provided by an application-level library, instead of by a system server, is that it improves performance by reducing the number of requests to system servers that incur the cost to cross address space boundaries. There are also a number of secondary advantages. For example, the interface to the library can be made to match the syntax and semantics of the application programming language. Moreover, some file system policies are specific to an application, and in our experience it is simpler and more efficient if these policies are implemented in the application address space. Finally, it allows an expert user to modify or add to the functionality provided by the library without requiring the privileges needed to modify a system server.

Our application-level library is called the Alloc Stream Facility (ASF). In addition to being the application-level library for the HFS file system, it is the library for all other I/O services provided on HURRICANE. Also, ASF has been ported (independent of the rest of the file system) to other operating systems, including SunOS, IRIX, AIX, and HP-UX [73, 74, 75].

The common interface provided by all Application-level Storage Objects (ASOs) is called the Alloc Stream Interface (ASI). While having the characteristics described in Section 3.2, ASI differs from the other storage-object interfaces (provided by PSOs and LSOs) in that it is a uniform interface. That is, it is an interface that can be used for any kind of I/O, including I/O not provided by HFS servers (e.g., pipes, terminals, network I/O) (see Section 2.2). Similar to
Unix I/O and stdio, the primary abstraction provided by ASI is a sequential byte stream, and we will often refer to an open file as a stream.

All ASO are transitory and are specific to an open instance of a file. We have defined ASO classes that handle requests for different types of I/O services, that implement file system policies, and that simplify the task of the programmer by exposing the semantic structure of a file to the application.

Service-specific ASO classes

The requests that come through the ASI interface will, if they cannot be handled at the application level, be passed to an I/O server. Because each I/O server may have a different interface, ASF must translate between ASI and the service-specific interface provided by the I/O servers. Exporting a uniform interface to the applications is important so that the programmers are able to write applications independent of the sources and sinks of their data. For good performance, on the other hand, we have found it is important that data be transferred to and from the application address space in a service-specific fashion. For example, large files are most efficiently accessed using mapped-file I/O, while terminal I/O is best provided using a read/write interface.

We have found it advantageous to have a large number of specific ASO classes, instead of a smaller number of general ones. At least one service-specific ASO class exists for each I/O service. Also, for each I/O service, a separate ASO class exists for read only, write only, and read/write access. For uni-directional streams less checking is necessary when read-only and write-only ASOs are used (rather than read/write ASOs), leading to improved performance.

Policy ASO classes

Some ASO classes are used to implement file system policies. We have defined ASO classes that prefetch, compress, decompress, and enforce advisory locks. Implementing policies at the application level rather than in a system server reduces the number of calls to system servers, and can have other secondary advantages. For example, having compression and decompression performed at the application-level may be useful, since it allows the pages in the file cache to be in a compressed format, possibly reducing the number of pages required for the file.

Our building-block approach makes it easy to add new policies to the library. Policy ASO classes are generally written to be independent of the stream type, that is, they direct all stream requests to a sub-object. For example, our locking ASO classes have no knowledge of how to interact with the file system server; instead they use a service-specific ASO sub-object to handle these interactions.10

A user can easily add new policy ASO classes to optimize for her applications. For example, it is easy to add new application specific compression algorithms, since the ASO classes that do the decompression need only be shared by applications accessing files in that format. That is, the user does not require the permissions needed to add the policy to a system wide library or server.

Matching application semantics

Many files have some underlying semantic structure. For example, the data in a file may be a two or three dimensional matrix of fixed sized elements. It is possible to define ASO classes that match a particular semantic structure. These objects may export additional methods that allow the application to directly access the structure stored in the file. For example, if a file contains a two dimensional matrix, an ASO could export member functions such as read_row and read_column, in addition to the standard ASI interface. Since the logical structure of the file data is understood by the ASO class, the task of invoking policies is also simplified, allowing the ASO in this example to prefetch data either by row or by column. Also, if the matrix is predominantly accessed either by row or by column, then an ASO that optimizes for that type of access behavior can be used, which would save the matrix in row major or column major fashion, whichever is more appropriate. As described in Chapter 2, the ELFS file system [49, 50] provides for similar functionality.

Special ASO classes can also be defined to provide for functionality like that of the Vesta file system [25, 26], where an application can request a particular “view” of a file. The “view” determines a mapping between the bytes in the file and the order that the application will see these bytes. This simplifies file access for those applications that access files in a regular, but non-sequential fashion.

10In addition to simplifying the policy ASO classes, having the policy ASO classes independent of the stream type makes it easier to port ASF to new platforms, since only the service specific ASOs have to change.
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Instantiating ASOs

ASOs are transitory and specific to a open file instance, so that for every open file instance there is an independent set of file-specific ASOs. When a file is created, information specifying a default set of ASOs is associated with each file. ASF uses this information to automatically instantiate the ASOs when the file is opened. Having ASOs instantiated by default is important in order to provide functionality to the application transparently. For example, if compression/decompression ASOs are instantiated automatically, then the library can hide from the application the fact that compression is being done. This allows standard utilities, such as an editor, to process a compressed file without knowledge of this fact.

A stream’s ASOs can be modified after a file has been opened. It is important to be able to do this, since the applications that access a particular file, or even the phases of a single application, will have different access patterns and hence can benefit from access-specific ASOs. For example, an application can instantiate at run time a prefetching ASO specific to how it expects to access the data if one does not already exist. Or, if a prefetching ASO was automatically instantiated when the file was opened, the application can replace that ASO with another one, or remove it entirely.

We allow a single ASO to be the sub-object of more than one ASO. This allows the threads of a multi-threaded application to each have their own thread-specific ASOs, each sharing a common sub-object, so that only a single open request is made to the LSO, rather than one for each thread. The thread-specific ASOs would all share a common service-specific ASO, confining the overhead to instantiate the many objects to the application layer. As shown in Figure 3.5, the shared sub-object of the per-thread ASOs can be a locking ASO to ensure that multiple threads do not access the same file data concurrently.

---

Figure 3.5: An example of ASOs used by a multi-threaded application to access a file stored on disk in a compressed format.

---

[1] This is in contrast to the PSOs and LSOs that are fixed at file creation time.
An example

Figure 3.5 illustrates how ASOs are can be used in a building-block fashion. It shows four threads of an application, each sequentially accessing a different part of a single file. The file is stored on disk in a compressed format. Each application thread has a per-thread ASO that maintains the file offset for that thread. Since each thread accesses data sequentially, but the file as a whole is not being accessed sequentially, each per-thread ASO has an independent prefetching sub-object. The prefetching ASOs have a common sub-object that implements some policy for (advisory) locks. The sub-object of the locking ASO decompresses data read from the file and compresses data being written to the file. Finally, the compression/decompression ASO makes requests to access file blocks to a service-specific ASO optimized for large files.

The service-specific and the compression/decompression ASOs are instantiated automatically by ASF when the file is opened. Hence, the application need not be aware that the file is stored in a compressed format. On the other hand, the number of threads and the way threads access the file are specific to the application, so the thread-specific ASOs and the locking ASO are instantiated by the application at run time.

Interface modules

ASF was designed so that (i) it can efficiently support multiple I/O interfaces, so that (ii) it can be easily extended to support new I/O interfaces, and so that (iii) an application can intermix requests to the different I/O interfaces. Each interface is implemented by ASF in an interface module, which translates between application requests to that interface and the ASI interface provided by the ASOs. Four features of ASI facilitate the implementation of I/O interfaces using it:

1. ASI is implemented by ASOs in the application address space rather than by a system server; hence, there is no system-call overhead to make an ASI request.
2. ASI is designed to avoid copying by having the target ASO provide the buffer for an I/O request.
3. ASI supports random-access requests, where the file offset for a request is specified by a parameter to the request.
4. ASI supports stream requests, where the file offset for a request is determined by the request that preceded it.

These features make it possible to implement I/O interfaces using ASI very efficiently. In Chapter 9 we show that the Unix I/O and stdio interfaces provided by ASF interface modules perform better on some Unix platforms than the native implementations on these systems.

New I/O interfaces can be easily added to ASF. This is important because the existing parallel I/O interfaces are immature and are likely to change in the future. Since ASI supports both random-access and stream requests, it is simple to translate from other interfaces to ASI. In our limited experience, the code required to implement ASF interface modules is trivial, especially in comparison with traditional implementations of I/O interfaces above the Unix I/O system-call interface. The key reason for this is that buffer management in ASF is handled by ASOs, above which the interface modules are built, and not in the interface modules. In contrast, with traditional implementations of stdio more of the code is related to buffer management than to the stdio interface.

Requests to different interfaces provided by ASF can be intermixed because the interface modules do not buffer data; only the ASOs that are shared by the interface modules buffer data. For example, the application can use stdio fread to read the first ten bytes of a file and then Unix I/O read to read the next five bytes. This allows an application to use a library implemented with, for example, stdio even if the rest of the application was written to use Unix I/O, improving code reusability. More importantly, it also allows the application programmer to exploit the performance advantages of ASI by rewriting just the I/O intensive parts of the application to use that interface. Because requests to the different interfaces can be intermixed, ASI appears to the programmer as an extension to the other interfaces.

\[\text{We have defined a prefetching ASO class that fetches data sequentially in a bounded region, ensuring that the prefetching ASO will not request (and lock) more data than the thread will use.}\]
3.4 Summary of HFS architecture

In this chapter we provided an overview of the HURRICANE file system architecture. In particular, we have described (i) the object-oriented building-block approach used by the file system to represent files, (ii) the main features of the storage-object interfaces, and (iii) the functionality provided by the three logical layers of our file system.

There are three main goals for HFS:

1. to support a wide variety of file structures, file system policies, and I/O interfaces,
2. to allow applications to actively cooperate with the file to optimize I/O performance, and
3. to provide these structures, policies and interfaces at low processing and I/O overhead.

These goals are important in making it possible for a wide variety of applications to exploit most of the I/O bandwidth of a parallel supercomputer. In this section, we review the main features of the HFS architecture, and discuss how they contribute towards meeting these three goals.

3.4.1 Flexibility in file structure, file system policy, and interface

The object-oriented building-block approach we use provides much of the needed flexibility. Files are implemented by combining together a potentially large number of simple storage objects. Because each storage object defines its own member functions and because the object classes at each layer of the system have common interfaces, we are able to combine together objects of different classes in a multitude of ways. This allows us to support many different file structures and file system policies.

The Alloc Stream Interface provided by ASOs is designed so that other interfaces can be easily and efficiently implemented using it. This allows HFS to be extended to support new I/O interfaces. Also, the design allows applications to intermix requests to the different I/O interfaces with predictable results. This is important, because it allows each part of an application to use a different I/O interface, which means that a programmer can take advantage of a new I/O interface by modifying just the I/O intensive part of her application. Also, it increases code reusability, because an application can be linked to libraries that use a different I/O interface.

Another aspect of the storage-object interfaces that contributes to the flexibility of HFS is the fact that an object’s member functions can be invoked by an application even if the function is not part of the common interface and the object is not directly referred to by the application. This allows us to define new storage-object classes that handle new types of requests without having to modify all object classes that directly or indirectly may have an object of the new class as a sub-object.

HFS treats file system meta-data in the same way that it treats file data, where a single PSO can be used to store the member data of a large number of other storage objects. This has the advantage that the policies used for managing file data can also be used for object member data. It allows HFS to, for example, co-locate related objects on the disk, reduce disk fragmentation, and store object data with redundancy (for fault tolerance) in an efficient manner. To our knowledge, no other existing file system allows this much flexibility with respect to the file system meta-data.

The HFS application-level library design has advantages that extend beyond HFS and our operating systems. ASF can easily be ported to new platforms; only the set of service-specific ASO classes must be changed. We have ported ASF to SunOS [63], IRIX [118], AIX [91], and HP-UX [133], where it runs independent of any server or special kernel support. Also, ASF can easily be extended to support new types of I/O services that a particular platform might provide. Because the ASO classes can be optimized to take advantage of operating system or hardware specific features (such as different variants of mapped files, and different types of communication facilities), ASF in many cases performs better than the native facilities of these platforms, as will be shown in Chapter 9.

3.4.2 Application–file system cooperation

We believe that the application, compiler, and file system must all cooperate to optimize the I/O performance of a parallel supercomputer. For the file structure to be tuned to the application(s) that will access it, the file structure must be specified by the creating application, since it is difficult to modify file structure at run time. Also, we believe that for many applications the best choice of file system policy is specific to the application and cannot (at reasonable overhead) be extracted by analysis of the I/O requests made by the application.
When creating a HFS file, the application can specify (i) which persistent storage objects, i.e., PSOs and LSOs, should be used to store the file data, (ii) which persistent storage objects should be used to store the meta-data, and (iii) which transitory storage objects, i.e., ASOs, should be instantiated when a file is opened. The application can therefore request any file structure or policy that can be composed from the storage objects defined by the file system. To maximize this flexibility, we have developed a large set of simple object classes rather than a smaller set of more complex ones. Also, expert users can add new policies to the file system by adding new ASO classes.

For a persistent file that is accessed by different applications over time, HFS provides two mechanisms that allow the default policies associated with the file to be modified to conform to a specific application’s requirements. First, the set of ASOs used for an open file can be changed at run time by adding, removing, or replacing ASOs. Second, some PSOs accept requests to modify their policy at run time.

### 3.4.3 Low overhead

It seems intuitive that accesses to a file constructed from a large number of storage objects will incur some extra overhead. Our experience, however, indicates that our approach typically results in less overhead than the more traditional approaches. This low overhead is in part a result of the storage-object interfaces we developed, which do not require that data be copied as control passes from one storage object to another. The low overhead is also a result of the large number of storage objects that are provided, allowing the application to use storage objects that are tuned for its exact requirements. This makes it possible to avoid executing conditional statements, for example, to determine which policy to use, and to optimize the storage-object member data so that it can be represented compactly and effectively cached in main memory. Should the use of a large number of storage objects result in poor performance for some important file type, then it is always possible to add a new storage-object class to HFS to specifically handle that file type.

The layered structure of HFS, with the physical server layer below the memory manager layer, also contributes to a reduction of overhead, in that it allows mapped-file I/O to be used efficiently for many parallel applications. As discussed in the previous chapter, mapped-file I/O is an important way to reduce I/O overhead. Studies of parallel applications (described in Section 2.5.1) suggest that files are often accessed sequentially. Because the physical server layer that implements logical to physical mappings is below the memory manager, an application can map a large portion of a file into its address space, even if the disk blocks are distributed across a number of disks. Also, an application can make a single request to the memory manager to prefetch or eject a large number of logically contiguous file pages from the file cache maintained by the memory manager. As shown in Chapter 9, this is important in order to amortize per-request overhead.

Finally, implementing as much of the file system as possible at the application level (instead of in a system server) also reduces file system overhead, because it reduces the number of times it is necessary to make calls to system servers and hence cross address space boundaries.

The following chapter describes key implementation details that affect the overhead of HFS requests that cross file system layers. Succeeding chapters describe the internal implementation of the application and physical layers of HFS, the two layers that have the greatest impact on performance. We show that our object-oriented building-block approach can in fact be implemented so that the cost of implementing a file from a large number of objects can be low.
Chapter 4

HFS Servers

In the previous chapter we described the architecture of the HURRICANE File System (HFS). We have implemented substantial portions of this file system as a part of the HURRICANE operating system running on the HECTOR shared-memory multiprocessor. This implementation is a proof of concept prototype that demonstrates that the HFS architecture can be implemented on a real system and that a file system based on this architecture can deliver high performance I/O.

This and the next two chapters discuss the key HFS implementation issues. This chapter provides an overview of the servers that implement the three architectural layers, and discusses how these servers interact. The next two chapters describe in detail implementation issues related to the physical-server layer and the application level library layers of HFS.

4.1 Overview

Our implementation makes use of three user-level (i.e., not in the kernel) system servers. The Name Server manages the HURRICANE name space. The Open File Server (OFS), maintains the file system state for each open file, and is (largely) responsible for authenticating application requests to lower level servers. The Block File Server (BFS) controls the disks, it determines which disk an I/O request should target, and directs the request to a corresponding device driver. Dirty Harry (DH) is the only kernel-level file system server. It collects dirty pages from the memory manager and makes requests to the BFS to write the pages to disk. The Alloc Stream Facility (ASF) is a file system library in the application address space. For many disk files, the ASF maps files into the application’s address space and translates read and write operations into accesses to the mapped regions. The servers, library, and their interactions are depicted in Figure 4.1. The BFS is described in detail in Chapter 5, and the ASF is described in detail in Chapter 6.

The BFS maintains Physical-level Storage Objects (PSOs), and is our implementation of the HFS physical server layer. The Name server maintains Naming Logical-level Storage Objects (LSOs), and the OFS maintains all other LSOs. Together they implement the logical server layer of HFS. The ASF implements the application level (library) layer of HFS. For each application, the ASF maintains the Application-level Storage Objects (ASOs) for the files accessed by that application.

Ninety percent of the code in all layers of HFS is specific to storage object classes. The remaining ten percent is glue, primarily to locate objects, to manage shared resources such as caches of object member data, and to handle interactions between the different servers. Each request to an HFS server from the library, memory manager, or another server, contains an argument that identifies the target storage object that will handle the request. In our implementation, we use three kinds of storage object identifiers:

**tokens:** A token is a number that uniquely identifies a persistent storage object (i.e., a LSO or PSO) to its server. Tokens are used internal to each server and are exported to trusted servers. For example, when the memory manager makes a read request to the BFS, it identifies the target file by using the token of the top level PSO. Similarly, LSOs and PSOs reference their sub-objects using tokens.

**file handles:** A file handle is a capability that gives an untrusted client access to a file. For example, when a file is opened, the OFS returns to the library a file handle that (indirectly) identifies the LSO to which subsequent requests will be made.
Figure 4.1: The HURRICANE File System. The Name Server, Open File Server and Block File Server are user level file system servers. The Alloc Stream facility is a file system library in the application address space. The Memory Manager and Dirty Harry Layer are part of the HURRICANE micro-kernel. Solid lines indicate cross-server requests. Dotted lines indicate page faults.
Within the application level, ASOs are identified directly using memory pointers. For example, when an application makes a read request to an open file, it identifies the target (open) file using a pointer to the top level ASO. ASOs reference ASO sub-objects using pointers.

When an application opens a file, the server allocates a per-open data structure that contains the token of a persistent storage object and any state needed to authenticate requests to the open file\(^1\), and returns to the application a handle that can be used to locate this data structure. On each subsequent request to the open file, the server uses the handle to locate the per-open data structure, obtains from the data structure the token of the target persistent storage object, and passes to the target object both the arguments of the request and a pointer to the per-open data structure that contains the information needed for the persistent object to authenticate the request. We place both the token of the object and the authentication state in the per-open data structure, even though the authentication state is interpreted by the object, so that all per-open state can be localized to a single data structure.\(^2\)

A simple example illustrates the interactions between ASF and the system servers. When an application opens a file, the open request is sent by the library to the name server. The name server translates the character string name of the file into the token for the associated open authentication LSO, and forwards the request to the OFS. The OFS uses the token to locate the LSO (reading it in through the BFS if it is not cached in memory), and invokes that LSO’s open member function. The LSO determines whether the application is allowed to open the file, and if so, obtains the token of its LSO sub-object (e.g., an access-specific LSO) to which subsequent requests will be made, makes a request to that LSO to obtain authentication state for subsequent requests, and allocates a per-open data structure in which it stores the token and the authentication state. The OFS then returns to the ASF a file handle that identifies the per-open data structure. Finally, the ASF obtains from the OFS information identifying the ASOs that should be instantiated, instantiates them, and returns to the application a pointer to the highest-level ASO instantiated.

Let us assume a file is being accessed for which mapped-file I/O is to be used and that the data being accessed is not currently mapped in the application address space. When the application makes a read or write request to an open file, the service-specific ASO will make a request to the OFS to map the file into the application address space. The OFS invokes the map region member function of the corresponding LSO, located using the file handle. The LSO uses the state in the per-open data structure to ascertain that the access is valid and forwards the request to the memory manager, identifying the target file by using the token of the top level PSO (i.e., its sub-object). Once a file (or portion thereof) has been mapped into the application address space, the library (more specifically, the service-specific ASO), services the application I/O request by copying data to or from the mapped region.\(^3\) On the first access to a page in the region, the process will page fault. If the data is available in the file cache, then the memory manager, as part of handling the page fault, will modify the application page tables to reference the physical page and returns control to the faulting process. Otherwise, the fault is translated by the memory manager into a read page request to the BFS. In this case, the BFS invokes the corresponding member function of the PSO identified by the token argument of the request. This function determines which disk contains the requested block and initiates the operation to the corresponding device driver. Control is returned to the faulting process when the I/O operation to the disk has completed and the memory manager has updated the application’s page tables. If a mapped page is modified by the application, then Dirty Harry will eventually make a write page request to the BFS (at the latest when the memory manager wishes to reassign that physical page frame).

### 4.2 Implementation details

We have implemented HFS as a part of the Hurricane operating system running on the HECTOR multiprocessor. We placed the name server, OFS, and BFS in the same address space for convenience. Since our research has focused on the application level library and the physical server layer, we minimized our efforts in implementing the name server and OFS, so both of these servers are quite basic.

---

\(^1\) We also store in the per-open data structure additional state used for garbage collecting these data structures for the case when the applications do not properly close the file.

\(^2\) By placing both the token and authentication state in the per-open data structure, and by passing a pointer to this data structure to the persistent object, we allow the persistent object to modify the token field of the per-open data structure so that subsequent requests will be directed to some other persistent storage object. This is used by the LSO that maintains the state needed to instantiate the per-open ASOs. After handling a request to obtain the ASO instantiation information, the LSO changes the token in the per-open data structure so that all subsequent requests for file data will be directed to the LSO that services these requests.

\(^3\) When necessary, the service specific ASO makes requests to the OFS to modify the file length, modification time, and file offset.
All of the explicit cross-address-space communication is performed using HURRICANE PPC operations \[45\]. We chose to use PPC operations because they are very fast (on the order of 30 \(\mu\)sec), they have semantics similar to that of procedure calls, and they require no locks in the micro-kernel. PPC requests are executed on the local processor, which allows for efficient implementation (bypassing the scheduler and avoiding locking) and makes it possible to take advantage of temporal locality when a process repeatedly makes requests to a server. On each PPC request, a worker process is created in the server address space to service the request, so the number of workers handling requests in the server address space is always equal to the number of client requests it is servicing. This also simplifies deadlock avoidance, since different servers can make PPC requests to each other without fear of running out of workers that can satisfy the requests. For example, the BFS and memory manager can both make requests to each other. A PPC variant, called anonymous PPC, is used when the PPC is invoked by a micro-kernel page-fault or interrupt routine (i.e., when it is not a HURRICANE process invoking the request). In this case, the invoker is not blocked and any response to the PPC is discarded.

In the prototype implementation of HECTOR, all disks are connected to specific processors. The disks can DMA to or from any processor in the system, but disk requests can only be initiated from the local processor\[5\], and all interrupts from the disk are received by the local processor.

A per-disk BFS process executes on each processor to which a disk is attached. Except when initiating a new request to the disk, the per-disk BFS process is blocked. In our implementation, the per-disk BFS process needs to be awakened only if the disk is idle when a new request arrives.

Figure 4.2 depicts the interactions between the memory manager, BFS, and device driver. The memory manager interacts with the BFS either to read data (as a result of a page fault or a prefetch operation) or through Dirty Harry to write data. When servicing a page fault, the memory manager places the faulting process’s descriptor into a waiting

---

4 The BFS makes requests to the memory manager to, for example, allocate physical memory for growing the cache of file system meta-data.

5 Only the processor local to the disk can access the registers of the disk controller.
for I/O queue and translates the page fault into an anonymous PPC to the BFS. The BFS, by invoking the \texttt{read\_page} method of the corresponding PSO, determines the disk and disk block to be used to service the request, and enqueues the operation on the per-disk I/O queue (using shared memory if the disk is remote). If the disk is idle, the per-disk BFS process is awakened to initiate the disk request.

When an interrupt occurs, indicating that a disk operation has completed, the device driver preempts the currently running process and does an anonymous PPC to the BFS. The BFS determines whether additional requests for the disk are pending, and if there are, initiates a new request to the disk. It then informs the memory manager that one of its requests has completed so that the memory manager can unblock the process waiting for the I/O.

To write out a page, Dirty Harry unmaps it from the address spaces that reference it and issues a \texttt{write\_page} request to the BFS. After determining the target disk and disk block, the BFS initiates the request in the same way as for a read fault and then replies to Dirty Harry. Dirty Harry is only blocked for the amount of time taken to enqueue the disk request; hence, it can have multiple requests outstanding at a time. As an optimization, the memory manager can request that the BFS remove a \texttt{write\_page} request from the per-disk I/O queue to allow a process faulting on that page to proceed without blocking.

The interaction between the memory manager, BFS and device driver is optimized for the case where disks are busy. In that case, it is not necessary to wake up the per-disk BFS process to initiate a new request to disk, because the request will be serviced when a previous request is completed. To lower the turn around time between the completion of a disk request and the initiation of the next request, the new request is issued to the disk even before the memory manager is informed of the completion of the previous request.

The time between an interrupt and the initiation of the next disk request could be further reduced by maintaining the queue of outstanding requests at the device driver instead of at the BFS. We may do this in the future, but have so far not done so because keeping the list of waiting requests in the BFS makes it easier: 1) for the memory manager to reclaim pages that are being actively accessed, and 2) to take into account the priority of the requests (e.g., for fault recovery some write operations must complete before other write operations) when scheduling operations to the disk.
Chapter 5

Physical-server layer implementation: The BFS

This chapter describes the Block File Server (BFS) that implements the physical server layer of the HURRICANE file system. Section 5.1 describes the per-disk data structures. Section 5.2 describes the common interface exported by Physical Server Object (PSO) classes. The key feature of this interface is that it minimizes copying overhead. The PSO classes that have been developed are described in Section 5.3, and examples of the data distributions that can be achieved using these PSOs is presented in Section 5.4. Section 5.5 describes how the application-level library interacts with the BFS to instantiate PSOs. Finally, Section 5.6 describes some additional implementation details of the BFS.

5.1 Per-disk data structures

Figure 5.1 depicts the per-disk data structures maintained by the BFS. The primary purpose of the superblock is to indicate the position of all other per-disk data structures on disk. It also contains general information describing the disk such as the disk block size and the number of disk blocks. The superblock is the only per-disk data structure whose location on the disk is fixed.

The block map identifies which disk blocks are free and which are being used. It is organized as a simple vector of bits, where bit $i$ indicates whether block $i$ on that disk has been allocated. We chose a bit map because simple masks can be used to allocate or deallocate groups of contiguous blocks, which allows a file system to employ cylinder clustering techniques to reduce the number of seek operations required.

Each PSO has an entry in the object map. The entry identifies the class of the object and the location of the object’s

Figure 5.1: Per-disk data structures.
member data on the disk. In our current implementation, the class of the PSO is specified by the 8 bit obj_type field. The location of the PSO's member data is specified by the 24 bit obj_loc field. The interpretation of the object location is specific to the PSO class. For some PSO classes, the obj_loc field identifies a disk block directly, while for other PSO classes it identifies the PSO that stores the member data.

Each PSO is identified to the BFS by a token. The token contains up to three values: 1) an omap number that identifies an object map, 2) an object number which is used as an index into the object map, and 3) a obj_type field, which, if it exists, identifies the class of the PSO. PSOs reference their sub-objects using tokens that contain a type field, so that a type lookup becomes unnecessary when a PSO makes requests to its sub-objects. However, tokens exported by the BFS do not include the type field, so that it is possible to change the object type without affecting other servers.

It is necessary for some PSOs to identify on which disks their sub-objects are stored so that load balancing and locality management become possible. The omap field of the token, which identifies the per-disk object map (and hence implicitly a disk), is used for this purpose. In the case of basic per-disk PSOs, all data stored by the PSO is on the disk identified by the omap. For the other PSOs, the omap number identifies one of the disks that stores the data, and is used as a hint for locality management.

Figure 5.1 is a logical representation of the actual per-disk data structures. In reality, the object and block maps are spread over a number of disk blocks. The superblock contains two arrays of disk block pointers, one for the object map blocks and one for the block map blocks. The number of elements in these arrays is determined when the disk is formatted.

The object map provides HFS with a level of indirection. The token identifies an object map entry and the object map entry identifies the location of the PSO data. This indirection has several advantages over the Unix FFS, where the inode number determines the disk location of the inode. First, PSO member data can be located anywhere on disk, and the location can be changed over time, for example, to take advantage of the current disk head position when writing the PSO to disk. Second, there is no need to reserve disk space for PSOs that do not exist, and hence: 1) space is not wasted in the case of a small number of very large files, and 2) there is no pre-set limit to the number of small files. Finally, as will be described in Chapter 8, the object map allows a low cost fault recovery mechanism to be incorporated into the file system.

The main disadvantage of the object map is that extra disk operations will be required to read and write object map data. However, we expect accesses to the object map to only rarely result in disk operations, since each object map entry is very small (a single 32 bit word) and therefore can effectively be cached in main memory. Also, the location of each block of the object map is determined by the superblock, and is not fixed on disk, so HFS can take into account the current disk head position in order to minimize the cost of writing out object map blocks.

5.2 The PSO interface

All PSO classes are derived from a single class whose virtual functions defines the common PSO interface. The key operations of this interface are shown (in slightly simplified form) in Figure 5.2.

Read page and write page are used to read or write file data to or from physical page frames when data stored by a PSO is accessed using mapped-file I/O. The arguments to read page and write page include a file offset that identifies the target data, a physical address that identifies the physical page frames, a length which specifies the number of pages being requested, and information returned to the memory manager to identify the request when the I/O request has completed.

The acquire and release member functions are used by the BFS to access the data stored by PSOs when mapped-file I/O is not being used. The acquire operations obtain a read or write lock on requested data and return a pointer to a buffer containing the data. If the data is not available in memory, an acquire operation will read the data from disk. The release operations release locks held on previously acquired data.

An important feature of both the read/write and acquire/release operations is that data is not copied as control passes through multiple layers of objects. This is important so that a file can be constructed with many object layers without excessive overhead.

---

1 The Unix FFS inodes consume 6.25% of the disk space, whether these inodes are used or not. HFS uses almost no disk space for files that do not exist (1 word for every 32000 possible files).
Some PSO classes extend the interface inherited from the base class with operations specific to the policies or structures they implement. For example, most PSO classes provide additional functions that return the type of the object and the PSO member data, allowing applications to discover how a file is structured. Also, some PSO classes provide functions that allow the application to set the policy to be used for subsequent read and write requests.

The requests a PSO can service depends not only on its class, but also on its sub-objects. For example, if a PSO’s class does not directly support a migrate function, but its sub-objects do, then it may be able to forward such a request to a sub-object. Rather than trying to exhaustively define all possible requests as part of the common PSO interface, the \texttt{special} function handles this case. The arguments identify the operation requested and refer to a variable length buffer that holds the arguments specific to the operation.

### 5.3 Physical Server Objects

We have developed the PSO classes shown in Table 5.1. PSO classes are divided into three categories, namely: basic, read/write, and composite. Basic PSO classes define objects that directly refer to disk blocks. Read/write PSO classes define objects which can only be accessed using read/write operations (rather than mapped-file I/O). Composite PSO classes define objects that store file data indirectly by referencing sub-objects.

In the next three sub-sections we briefly describe these PSO classes. For the sake of simplicity, we will assume throughout this discussion that disk blocks, physical page frames, and file blocks are all 4096 bytes. To simplify the caching of PSO member data in memory, we have defined PSO classes to (with one exception) have member data that is either 64 or 4096 bytes. The need to have the amount of object member data fit into one of these two sizes is the cause of constraints like the maximum number of sub-objects a PSO can have.

#### 5.3.1 Basic PSO classes

All disk blocks referenced by basic PSOs must be on a single disk.

**random-access PSO:** These objects maintain a vector of one thousand pointers to disk blocks. The $i^{th}$ entry in the vector identifies the disk block that holds the file data for the $i^{th}$ block of the file stored by the PSO. A random-access PSO can directly reference up to 4000 KBytes of file data.

**sparse-data PSO:** These objects maintain a vector of 512 entries, where each entry identifies a file block and the disk block which stores it. A simple hash function, based on the file block number, is used to locate the entry for a file block. Hence, these objects are best suited for sparse files, where large portions of the file are not populated. An instantiation parameter identifies which bits of the file block number are used by the hash function.

**extent-based PSO:** This object class is intended for files typically accessed using requests for large numbers of sequential file blocks. Each such PSO can represent up to 14 extents, where an extent is a set of up to 256
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<table>
<thead>
<tr>
<th>Basic PSO classes</th>
<th>object description</th>
<th>data length (bytes)</th>
<th>max sub-objects</th>
<th>obj_type</th>
</tr>
</thead>
<tbody>
<tr>
<td>random-access PSO</td>
<td>4096</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>sparse-data PSO</td>
<td>4096</td>
<td>1</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>extent-based PSO</td>
<td>64</td>
<td>1</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Read/write PSO classes</th>
<th>object description</th>
<th>data length (bytes)</th>
<th>max sub-objects</th>
<th>obj_type</th>
</tr>
</thead>
<tbody>
<tr>
<td>small-data PSO</td>
<td>variable</td>
<td>0</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>fixed-sized record-store PSO</td>
<td>64</td>
<td>1</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Composite PSO classes</th>
<th>object description</th>
<th>data length (bytes)</th>
<th>max sub-objects</th>
<th>obj_type</th>
</tr>
</thead>
<tbody>
<tr>
<td>striped-data PSO</td>
<td>64</td>
<td>15</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>replicated-data PSO</td>
<td>64</td>
<td>15</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>distribution PSO</td>
<td>64</td>
<td>15</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>checkpoint PSO</td>
<td>64</td>
<td>15</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>parity PSO</td>
<td>64</td>
<td>2</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>appl. specific distribution PSO</td>
<td>4096</td>
<td>256</td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: PSO classes.

Consecutive file blocks stored in contiguous disk blocks. Each extent is identified by a 24 bit number indicating a starting disk block number and a 8 bit number indicating the extent size. The maximum extent size is determined by an instantiation parameter. The size of an extent may depend on the number of contiguous disk blocks available when the extent was created.

The file data blocks of random-access and sparse-data PSOs are always written to disk at a location as close as possible to the current disk head so as to maximize disk throughput. If the file block being written has previously been written to disk, the previously used disk block is freed. In contrast, the disk blocks of an extent-based PSO are reused.\(^2\)

With extent-based and sparse-data PSOs, the amount of data that can be directly stored by a PSO will vary from PSO to PSO. The size of each extent of an extent-based PSO, for example, can differ depending on how fragmented the disk is when the extent is allocated.\(^3\) Hence, each basic PSO includes a sub-object pointer to allow objects of the same class to be chained together. A chain of basic PSOs can thus reference an arbitrary number of file blocks.

When an extent-based or random-access PSO forwards a request along its chain, it adjusts the file offset being referenced by the amount of data it directly references. For example, if a random access PSO receives a request to write file block 1001, it instantiates a new random-access PSO, saves the token of the new object as its sub-object, and directs the write operation to that sub-object (as a write to file block 1 for that object). Any subsequent requests to read or write file blocks past 1000 are directed to the sub-object. When a sparse-data PSO forwards requests along its chain it does not adjust the file offset.

It is obvious that it is inefficient if data access must occur indirectly through a long chain. Our solution to this problem involves the use of composite PSOs and is discussed in Section 5.4.

---

\(^2\) A new extent is allocated on the first write past a previous extent. Our application-level library releases any excess at the earliest opportunity.

\(^3\) With our implementation of the sparse-data PSO class, the number of blocks referenced directly depends on how the hash function matches the file blocks used. The sparse-data PSO attempts to place a new entry either in the entry indicated by the hash function or the two succeeding entries, and, if all three entries are used for other file blocks, forwards the request to the sub-object PSO.
5.3.2 Read/write PSO classes

Read/write PSO classes are used for those files where it is not appropriate to use a page-sized block-oriented interface to access the file. If an application accesses such a file, it must use a read/write interface rather than a mapped-file interface. Read/write PSOs are primarily used by the file system itself to store meta-data. We have implemented two read/write PSO classes.

**small-data PSO:** These objects can store less than 2 KBytes of data. They only accept read and write requests for the entire file data. The maximum file size is specified with an instantiation parameter. The file data is contained directly as part of the PSO’s member data.

**fixed-sized record-store PSO:** These objects store small, fixed sized records, where the record size is an instantiation parameter. A bit map 30 Kbits large identifies the free and occupied record locations. A fixed-sized record-store PSO has a single sub-object that it uses to store the file data. Read and write requests are always for entire records, and the offset of a read/write request is interpreted as a record number rather than a character offset.

Internally, HFS uses fixed-sized record-store PSOs to store all PSOs whose member data requires less than a disk block. For example, while small-data PSOs are used for small files, those PSOs are, in turn, stored as records of a fixed-sized record-store PSO. A fixed-sized record-store PSO’s record size can be chosen so as to reduce the disk space wasted; in contrast, the Unix FFS uses a minimum fragment size of 1 KByte.

On each disk the superblock maintains an array of a small number of tokens of fixed-sized record-store PSOs, where the upper 8 bits of a PSO’s obj_loc (from the object map entry) is used as an index into this array to obtain the token of the fixed sized record store PSO that stores the object member data, and the lower 16 bits is used to identify the particular record number of the record used.

5.3.3 Composite PSO classes

A composite PSO handles requests for file data by directing the requests to its sub-objects, where the sub-objects of a composite PSO can be basic PSOs or other composite PSOs. Generally, a composite PSO has a number of sub-objects, where each of the sub-objects is used to store some part of the file data. For example, one of the classes distributes file blocks in a round robin fashion across its sub-objects. Unless otherwise stated, when a composite PSO forwards a request to read or write file data to a sub-object, it adjust the file offset so that the sub-objects can be dense files. That is, a request made to a sub-object for block \( n \) is for the \( n^{th} \) block stored by the sub-object and not for the \( n^{th} \) block of the file as a whole.

**striped-data PSO:** These objects distribute data in a round robin fashion across up to 15 sub-objects. Four instantiation parameters define the striping policy: 1) the number of sub-objects, 2) the striping unit, that is, the number of consecutive file blocks written to a sub-object, 3) the stripe length, that is, the number of consecutive striping units written to consecutive sub-objects, and 4) the skip unit, that is the number of sub-objects skipped after writing each stripe length. (As described in Section 5.4, the stripe length and skip unit make it possible to emulate RAID-5 disk arrays, where parity blocks are distributed across the disks so that they are interleaved with data blocks.)

**replicated-data PSO:** These objects replicate file data across up to 15 sub-objects. Three policies for reading file data are defined: 1) reads directed to the sub-object located closest to the memory module containing the target physical page frame, 2) reads directed to the sub-object located on the disk with the shortest queue of pending requests, or 3) reads directed to a particular sub-object. A default policy is chosen at PSO instantiation time and can be modified at run time.

**distribution PSO:** These objects distribute file data across up to 15 sub-objects. A sub-object size is defined by an instantiation parameter. The first sub-object is filled before the following one is used. The first sub-object then stores the first sub-object size blocks of file data, the next sub-object stores the next sub-object size blocks of file data, etc.

**checkpoint PSO:** These objects are used for checkpointing, where the data is written once and very seldom read. File data is distributed across up to 15 sub-objects. Two policies for writing file data are defined: 1) writes directed to the sub-object located closest to the memory module containing the physical page frame, 2) writes directed to
the sub-object located on the disk with the shortest queue of pending requests. A default policy is chosen at file creation time, and can be modified at run time.

A checkpoint PSO does not keep track of which sub-object stores what file data. A read request is forwarded to each sub-object until the read is successful. This class differs from the other classes described so far in that the offset passed to the sub-object is not altered before the request is forwarded, which means that the sub-objects of a checkpointing PSO will typically be sparse even if the checkpointed data itself is not sparse. It is not possible for the checkpointing PSO to adjust the offset, since it has no way to identify \textit{a priori} what data will be stored by each sub-object.

\textbf{parity PSO}: These objects have two sub-objects, one that stores the file data, and one that stores parity information for the file data. The parity information is used for fault tolerance as described in Chapter 8. A \textit{blocking factor}, specified at object instantiation time, determines the number of consecutive file data blocks used in calculating a parity block. That is, with blocking factor $b$, word $w$ in the $n^{th}$ parity block is equal to the exclusive-or of word $w$ in data blocks $(n \times b)$ to $((n + 1) \times b)$.

\textbf{application-specific-distribution PSO}: These objects distribute data across up to 256 sub-objects in an application determined way. They maintain a vector of three thousand numbers, where entry $i$ in the vector identifies the sub-object that stores file block $i$. For example, if entry 15 in the vector has the value 100, then the 15th file block is stored by the 100th sub-object. The maximum amount of file data that can be stored is 12 MBytes. The vector is downloaded by the application when the PSO is instantiated. The application can at run time request that a file block be migrated from one sub-object to another.\footnote{On receiving a request to migrate a file block, the PSO reads the file block from the sub-object that currently stores it, makes a request to that sub-object to delete that block, writes the block to the sub-object that will now store it, and modifies the corresponding entry in the vector to identify the new sub-object for that block.} This class is similar to the checkpoint PSO class in that the offset passed to sub-objects must be the same as the offset received by the \textit{application-specific-distribution} PSO, since there is no way to determine \textit{a priori} what file data will be stored by which sub-object. Hence, the sub-objects of an \textit{application-specific-distribution} PSO store sparse data.

We do not claim that the set of composite PSO classes listed here is complete. However, we developed this particular set for three reasons. First, they each implement different policies for data distribution, and hence form a reasonable set of PSO classes to test our design. Second, while each of them is quite simple, they can be combined together to implement a wide variety of policies for distributing data to different disks, as we will show in the next section. Finally, these object classes all have characteristics described in Chapters 7 and 8 that simplify fault recovery and scalability.

### 5.4 Data distribution examples

This section illustrates how the simple PSO classes described in the previous section can be combined together in arbitrary ways to achieve tremendous flexibility.

\textbf{Example: Large per-disk files}

An object of any of the basic PSO classes can handle arbitrary amounts of data by chaining multiple objects of the same type together. However, the length of these chains can become long, and hence expensive to traverse, for large files.

A \textit{distribution} PSO can efficiently implement large per-disk files by referring to up to 15 basic PSO sub-objects on a single disk. If the basic PSOs are \textit{random-access} PSOs, then the \textit{sub-object size} of the \textit{distributed} PSO should be set to 4 MBytes, which is the amount of data that a \textit{random-access} PSO can reference directly. In this case, the file can be used to store up to 60 MBytes of file data.

For even larger per-disk files, the sub-objects of the \textit{distribution} PSO can themselves be \textit{distribution} PSOs whose sub-objects are basic PSOs. In this case, if the basic PSOs are \textit{random-access} PSOs, the \textit{sub-object size} of the top level PSO should be set to 60 MBytes, and the file as a whole can store 900 MBytes.

In all subsequent examples, whenever we refer to a per-disk file, we are referring to a file implemented in any of the ways described here.
Example: Striped files

A storage object that is striped across 15 disks can be constructed from a striped-data PSO that refers to 15 per-disk files. To have successive file blocks written to successive disks, the striping unit should be set to 1 and the skip unit should be set to 0.

To stripe across a larger number of disks, striped-data PSOs can recursively refer to other striped-data PSOs. For example, a file can be striped across 3375 disks using three levels of striped data PSOs. To have successive file blocks written to successive disks, the top striped-data PSO should have a striping unit of 225 and the striped-data objects in the second level should have a striping unit of 15. With this approach a file can be striped across any number of disks that is equal to the product of factors that are each less than or equal to 15.

When data is striped across a large number of disks, it may be important to store data redundantly so that disk failures can be tolerated. A file that emulates RAID level 4\(^5\) can be implemented using a parity PSO with the data sub-object pointer referencing a striped file and the parity sub-object pointer referencing a per-disk file. RAID level 5 files can be implemented using a parity PSO referring to two files striped across the same sets of disks. The stripe length and skip unit of the two sub-objects would be set so that the parity blocks are properly interleaved with the data blocks.

Example: A checkpoint file

Periodically checkpointing application state allows the application to recover from the checkpointed state if the system crashes. A checkpoint file distributed across 225 disks can be constructed from a checkpoint PSO that has 15 checkpoint PSO sub-objects that each in turn have 15 sparse-data PSO sub-objects. To take into account memory/disk locality, the writing policy for the top checkpoint PSO should be to direct writes to the sub-object nearest to where the memory is located. To balance the load across the disks (near the memory containing the page frame), the policy for the second level of checkpoint PSOs should be set to write data to the least loaded disk.

Example: A read only large file

Consider a file that is sometimes accessed using requests for large numbers of sequential file blocks, and is at other times accessed by many different threads (or applications) using small random-access requests. To optimize for the first case, we might want to distribute the file across a small number of disks in order to exploit the on-disk caches. To optimize for the second case, we might want to distribute the file across a large number of disks in order to minimize interference between the different threads. Each of these distributions would perform poorly for the type of access it is not optimized for.

For a read-only file, it makes sense to replicate the file using a replication PSO with each replica optimized for a different type of access. In this case, the application (or application-level library) selects which replica is used for read operations at run time, depending on the expected access pattern.

Application-specific distributions

Some applications want explicit control over how data is to be distributed across the disks. For example, data bases can maintain statistics on the load on different parts of the data base, and hence can exploit this information to balance the load on the disks. A file implemented using application-specific-distribution PSOs gives the application this kind of control. The application can make migrate requests at run time to move file blocks between the disks. Files larger than 12 MBytes, can be implementing using distribution PSOs with application-specific-distribution sub-objects. (We cannot conveniently distribute file data across more than 256 disks, with our implementation of these PSO classes.)

We could always use application-specific-distribution PSOs instead of striped-data or distribution PSOs. However, the member data of striped-data and distribution PSOs is more compact, allowing it to be cached in main memory more efficiently. Also, with striped-data PSOs and distribution PSOs, any of the three basic PSO classes can be used for storing the file data on disk, while with application-specific-distribution PSOs only sparse-data PSOs can be used to store the file data on disk.

\(^5\) RAID level 4 stripes data across some number of disks and parity information is written to a single other disk. RAID level 5 stripes both data blocks and parity blocks across the same set of disks.
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<table>
<thead>
<tr>
<th>PSO class</th>
<th>input parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>random-access</td>
<td>disk</td>
</tr>
<tr>
<td>sparse-data</td>
<td>disk, bit, mask</td>
</tr>
<tr>
<td>extent-based</td>
<td>ssoid, disk</td>
</tr>
<tr>
<td>small-data</td>
<td>disk, max length</td>
</tr>
<tr>
<td>fixed-sized record-store</td>
<td>ssoid, disk, el_size, token</td>
</tr>
<tr>
<td>striped-data</td>
<td>ssoid, disk, str_unit, str_len, skip_unit, tokens 1-15</td>
</tr>
<tr>
<td>replicated-data</td>
<td>ssoid, disk, policy</td>
</tr>
<tr>
<td>distributed</td>
<td>ssoid, disk, numobj, obj_len, tokens 1-15</td>
</tr>
<tr>
<td>checkpoint</td>
<td>ssoid, disk, numobj, policy, tokens 1-15</td>
</tr>
<tr>
<td>parity</td>
<td>ssoid, disk, token1, token2</td>
</tr>
<tr>
<td>appl. specific distribution</td>
<td>disk, token1-256, dist_pattern</td>
</tr>
</tbody>
</table>

Table 5.2: Constructor parameters for the PSO classes. A token parameter identifies a token that will be used as a sub-object. A ssoid parameter identifies some fixed-sized record-store PSO that will store the object member data. All PSO class constructors return a status and a token for the object created.

5.5 Object instantiation

When creating a file, the application (or application-level library) makes requests to the BFS to instantiate the PSOs that will implement the file. In doing so, the application passes to the BFS a buffer containing the instantiation parameters. The parameters for the object classes we have described are shown in Table 5.2. The ssoid parameter identifies a particular fixed-sized record-store PSO that will store the member data of the PSO being instantiated. With our current implementation, the application can choose from fixed-sized record-store PSOs that store object member data: 1) on a particular disk, 2) striped across all system disks, and 3) striped across all system disks with redundancy (for fault tolerance).

It is clear that it is important to match the PSOs used to the expected file access behavior in order to obtain good performance. While we have found writing application-level code to create files to be relatively easy, we do not in general expect application programmers to write this code. Instead we believe that a number of approaches will allow even novice users to exploit the flexibility of our building-block approach:

1. For many parallel applications a large part of the I/O is a result of paging activity due to insufficient physical memory to hold the entire application image in memory at the same time. This is entirely transparent to the application. The files used to page different parts of the application memory image will be created by the compiler, and we expect that future compilers will be able to take the requirements of the application and the capabilities of the I/O system (i.e., the number and latency of the disks, and the capabilities of the file system) into account to select appropriate PSOs. This is no different than an HPF compiler having to take into account the characteristics of the application and system in order to distribute data across the memory modules of the system.

2. The application-level library can create files using reasonable defaults if no information is available from the application. Initially, it assumes that a file will be small, and uses a small data PSO to store the file data. If this turns out to be incorrect (when the application writes more data than can be held by a small-data PSO), the application-level library assumes that the file will be medium sized and should be distributed across a small number of disks. In this case, the library will create a new file, copy the data from the original to the new file, use a rename operation to switch the contents of the object map entries for the two files, and then deletes the original file. If a file grows to be very large, then the library will: 1) instantiate a new top level distribution

---

6 Applications typically communicate with the BFS indirectly through the OFS or the memory manager, which are trusted servers. Object instantiation and some special requests are exceptions, where the application communicates directly with the BFS. The authentication mechanism used for these requests is described in Section 5.6.3.

7 As an optimization, the application-level library need not instantiate any PSOs until either the application has written more data (initially buffered in the application address space) than can be handled by a small-data PSO, or the application has closed the file.
PSO, 2) use the existing file as the first sub-object of the new PSO, and ultimately, 3) instantiate new PSOs for the other sub-objects on demand. With this scheme, new, higher layers are added as the file grows in size.

3. We have constructed a variety of library routines that implement the most common types of data distribution, including the different example distributions described in the previous section. These routines hide the process of instantiating PSOs from the application programmer. We expect that the choice of routine, together with the parameters specified on calling it, will provide sufficient flexibility for many applications.

4. In many cases, files are created by system utilities, such as Unix cp or cat. These utilities cannot know how the file will subsequently be accessed. To allow a utility to be used to create a file with a specific distribution, we plan to associate templates with directories, where the template specifies the application library routine and its parameters that should be used to create the file. We expect to provide a number of directories that have default templates, so that the user can create files in these directories and then move the file into a target directory owned by the user. We also expect to provide utilities to convert a file from one structure to another.

5. While we have not yet done so, in the future we would like to implement objects that keep statistics on how the file is being accessed, periodically re-evaluate the choice of file structure, and restructure if necessary.

5.6 Implementation details

The internal structure of the Block File Server is shown in Figure 5.3. We have implemented the BFS in C++, and all blocks shown in this figure are C++ objects. Each PSO class is implemented by a C++ class, and derivation is used to allow code to be re-used in a natural way. Ninety percent of the code of the BFS is specific to the PSO classes. The remaining ten percent is glue, to locate objects, to manage shared resources such as the cache of file system meta-data, and to handle interactions with the device drivers.

While conceptually a PSO encapsulates both member data and member functions for operating on that data, in our implementation the member functions of a PSO are not stored on disk with the member data, but are instead implemented by a C++ object that is always memory resident. Since the member functions are common to all objects of the same class, a single C++ object is used per-PSO class to implement the member functions for all PSOs of that class.\(^8\) The separation between member functions and member data in our implementation allows PSO member data to be stored on disk in a class-specific fashion, where a member function of the PSO can be invoked in order to read the member data of the PSO from disk.

Each request to the BFS includes a token parameter that identifies the target PSO. The request is received by the object manager which looks up the class of the PSO from the obj_type in the object map entry of the PSO. The object manager then invokes the corresponding class-specific code by forwarding the request to the corresponding C++ object.

All file system meta-data is cached in main memory in the meta-data cache, which is described in detail in Section 5.6.1. It caches blocks of object map information, superblocks, blocks of block map information, and the PSO member data. All file system meta-data is cached in one common cache, instead of separate caches, so that the memory can be used most efficiently. While the meta-data cache is responsible for caching PSO member data, since the member data is stored on disk in a class-specific fashion, the meta-data cache does not read or write the data to disk.

The PSO class array is an array of C++ objects, where each C++ object corresponds to a particular PSO class, implementing its member functions. When handling a request to a PSO, the obj_type, obtained either from the token or from the object map entry, is used to index into this array to locate the appropriate C++ object and the corresponding member function. The C++ object then uses the PSO’s member data in the meta-data cache to handle the request. If the PSO’s member data is not available in the cache, the C++ object loads the required data into the cache.

A disk object controls the I/O to a particular disk. It handles all interactions with the device driver and maintains a queue of outstanding read and write requests for the disk (as described in Section 4.2).

\(^8\)Our implementation is similar to the way C++ objects are commonly implemented, where a pointer maintained with the object data identifies an array of virtual function pointers, and the array of virtual function pointers is shared by all objects of the same class. For comparison, the obj_type of the PSO corresponds to the pointer to the array of virtual function pointers, and the C++ object that implements the member functions of a PSO class corresponds to the shared array of virtual function pointers.
5.6.1 The meta-data cache

The meta-data cache is used by all components of the BFS to cache file system state. In particular, it is used to cache object map blocks, PSO member data, file blocks, superblocks, and block map blocks. In this section, we describe the internal structure of the meta-data cache and the interface the meta-data cache exports. We will refer to particular state cached by the meta-data cache as a cached element.

The internal structure of the meta-data cache is shown in Figure 5.4. A simple hash function, based on type, id, and token, is used to locate a particular cached element. Token identifies the PSO to which the element belongs.\textsuperscript{10} Type identifies the type of the data being cached (e.g., file data or object map data).\textsuperscript{11} Id identifies the instance of data of that type cached (e.g., block 10).

\textsuperscript{9}Both the disk and superblock objects are organized in arrays, so that the omap field in the token can be used as an index into this array for fast access.

\textsuperscript{10}Tokens with object numbers less than 5 are reserved to identify cached superblock, block map, and object map blocks.

\textsuperscript{11}For a PSO that stores the member data of other PSOs, both the object member data and the file blocks stored by this PSO may cached in the meta-data cache, and the type field is used to differentiate between these two kinds of information.
Figure 5.4: Organizations of BFS meta-data cache.
acquire_rd( token, id, type, el ) returns pointer to element el and status: locks el for read access
acquire_wt( token, id, type, el ) : returns pointer to element el and status: locks el for write access
release_rd( el ) : releases read lock
release_wt( el ) : releases write lock
mark_dirty( el, list ) : marks el as dirty
clear_dirty( el ) : marks el as clean
mark_doingIO( el ) : marks el as doing I/O
clear_doingIO( el ) : clears doing I/O
downgrade( el ) : downgrade access from exclusive to inclusive
getdirty() returns token: get a token of a file with something dirty in the cache
getdirtyel( token ) returns cache element: return a dirty element that from the specified file
invalidate( el ) : marks el invalid
invalidate( token ) : marks all elements from a file invalid

Figure 5.5: The meta-data cache interface

The interface exported by the meta-data cache is shown in Figure 5.5. Acquire_rd and acquire_wt locate and lock a cached element and return a pointer to that element. A reader-writer lock is used, allowing either multiple readers to inspect shared data or a single writer exclusive access for modifying the data. Release_rd and release_wt unlock a cached element.

On a cache miss, the meta-data cache allocates a cache element from the free list, exclusively locks the element, and returns a pointer to the newly allocated cache element together with status information that indicates that the element returned contains invalid data. The requester is then responsible for obtaining the valid data, either from disk or from some other PSO, and placing it into the acquired cache element. All other processes requesting the same element will block on the cache element until a valid copy of the data becomes available.

Whether processes should spin or block when waiting for a lock depends on how long the element is expected to remain locked. If a lock on a cache element is being held for a short period of time, then spinning is more appropriate. However, if the lock is being held for a long period of time, it is better for the process to be blocked (instead of spinning) in order to release the processor for more productive use. The DOINGIO flag in the status field of the cache element is used to determine which strategy should be used; a set flag indicates that the lock will be held for a long time. A PSO can set and unset the DOINGIO flag explicitly using the mark_doingIO and clear_doingIO operations. Also, the DOINGIO flag is set by the meta-data cache when a miss occurs and a new cache element is allocated.

Whenever a process is blocked, its identity and the identity of the target element are enqueued on the waiting for I/O list. When the lock is released, then all processes waiting for the element are awakened.

A single free list runs through the elements of the meta-data cache. The free list contains items that are neither locked nor dirty. Dirty elements are not kept on the free list, because it simplifies the allocation of new elements, since it is not necessary to check if the element removed from the free list is dirty or not. New elements are allocated from the front of the list, and freed elements are appended to the end, implementing an LRU policy for re-allocating the memory of the meta-data cache.

The meta-data cache is virtually addressed (by token, type, id) rather than physically addressed (by disk address), because it allows the position of the data on disk to be determined when it is being written instead of when it is allocated, making it easier to take advantage of the current disk head position when allocating the disk frame for the data. Moreover, if a file exists for only a short period of time (and for a large number of files this is the case), then no disk blocks have to be allocated for the file if it is created and then deleted without ever having been written to disk.

The BFS periodically flushes dirty meta-data to disk to make the on-disk copy consistent with the cached copy of the meta-data. The writing out of cache elements is always under the control of a PSO. The BFS calls getdirty to retrieve the token of a PSO with dirty elements in the cache, and then makes a request to that PSO to flush its dirty
state from the cache. The PSO then repeatedly calls `getdirtyel` to retrieve one dirty cache element (specific to that PSO), writes that cached data element to disk, and calls `clearedirty` to mark the cache element as clean.

There are multiple dirty lists, as shown in Figure 5.4. They are required to make sure that dirty elements are written to disk in the proper order. For example, PSO member data should be written to disk before the object map blocks, since the object map entry will change to reflect the (new) position of the object member data once it has been written to disk. Similarly, superblocks should be written only after the object map blocks have been written to disk. The routines `getdirtyel` and `getdirty` search each dirty list in turn, from lowest to highest priority, when searching for an element to be cleaned.

While logically there is only a single meta-data cache, we have implemented them as two caches, one for elements that are 64 bytes large, and one for elements the size of a disk block; most of the PSOs we have implemented come in one of these two sizes. Having multiple caches, each tuned for a different element size, results in better performance than having a single physical cache with multiple element sizes.

Before a PSO forwards a request to a sub-object, the PSO either releases (i.e., unlocks) any meta-data cache elements it holds, or sets the DOINGIO flag for each of the acquired elements. It is preferable to release cache elements rather than set the DOINGIO flag, since it allows greater concurrency, and since setting and un-setting the DOINGIO flag can be expensive relative to the simple code executed by many PSOs. If a element cannot be released, then it is important to set the DOINGIO flag, since it is possible that the sub-object will require I/O, and setting the DOINGIO flag will cause other processes requesting locked data to block and release the processor rather than spin during the entire time required for the I/O. We have found that by properly designing the PSO classes, it is usually possible to release all cache elements before forwarding the request. For example, when a read operation is passed from a PSO that implements a striped file to a per-disk PSO, the meta-data cache element for the striped file PSO member data is released (and never re-acquired for that request).12

5.6.2 A simple example

To illustrate how the data structures and objects described in the previous sections are used, consider a `readpage` request from the memory manager to a file implemented by a `random-access` PSO. Let us assume that neither the object map block that contains the object map entry nor the PSO member data are in the meta-data cache, but that the superblock is in the meta-data cache. This is an extreme example, since before the `readpage` request can be handled, both the object map block and the PSO member data will have to be read from disk.

The `readpage` request received by the object manager includes as parameters 1) the token of the top level (in this case `random access`) PSO, 2) the address of the physical page frame into which the data should be read, and 3) an offset identifying the required file block.

To determine which object-specific code should handle the request, the object manager requests from the object map manager the `obj_type`. The object map manager uses the `omap` and `object_number` embedded in the PSO's token to determine the object map block that contains the required object map entry, and attempts to acquire that block from the meta-data cache. Because the object map block is not found in the cache, the object manager acquires a new meta-data cache entry from the meta-data cache, who locks the entry as a side effect. (All subsequent requests for that object map block will block until it has been read from disk and released by the object manager.) The object map manager then makes a request to the superblock object to read the object map block into the acquired meta-data cache entry. The superblock object determines the location of the data on the disk by accessing the superblock data, which it acquires from the meta-data cache and then releases. It then makes a request to read the corresponding disk block. Once the read operation has completed, the object map manager retrieves the `obj_type` from the object map entry, releases the cached block, and returns the `obj_type` to the object manager.

The object manager uses the `obj_type` returned by the object map manager to determine which C++ object implements the PSO's member functions and makes the read request to that object. The C++ object then attempts to acquire the PSO's member data from the meta-data cache. Because it is not found there, the meta-data cache allocates a new locked cache element for this data. The C++ object then makes a request to the object map manager to obtain the `obj_loc`, uses this information to determine the disk block that contains the PSO data, and then makes a request to a disk object to read that data into the acquired meta-data cache element. Once the PSO data has been read from disk, the C++ object uses this data to determine the location on the disk of the file data requested by the memory manager.

12The only cases where we have found it necessary to hold on to cache elements is for non-performance critical operations, such as when a file is being deleted.
and initiates a read request to a disk object for that data. Finally, once the file data has been read into the physical page frame, the BFS responds to the memory manager as described in the previous chapter.

We have illustrated how the in-memory data structures are used for a relatively simple case. More complicated cases include PSOs whose member data is stored by other PSO and composite PSOs. While a detailed description of these cases may seem complicated, our object-oriented building-block approach makes each of the objects relatively simple.

5.6.3 Authentication

Most requests to the BFS come from trusted servers, such as the memory manager or the OFS. No authentication needs to be done on these requests. However, the application level interacts directly with the BFS when a file is created and for some special requests, so the BFS must ensure that these requests and their parameters are valid.

Since the arguments to instantiate an object and the special arguments are class specific, the target PSO class must be responsible for authenticating these requests. To facilitate object-specific authentication, the BFS maintains a simple hash table. Each entry in the hash table contains a token, a pid and a flags field. An object can place an entry in the hash table to indicate that a particular process is allowed access to a particular PSO identified by the token. One bit in flags indicates whether the process is allowed bind privileges, that is the ability to instantiate new PSOs that references the PSO identified by the token as a sub-object. The other bits in the flags are interpreted in a class-specific fashion.

On instantiation of a PSO, the class constructor ascertains that the requesting process has bind privileges for the sub-objects specified, instantiates the new PSO, removes its sub-objects from the hash table, creates a new token that references the new object, grants the process permission to bind to that PSO, and finally returns a status and the new token to the application. When the application binds a token into a directory (i.e., a Naming LSO), then the name server makes a request to the BFS to determine whether the process has bind permission on that object, and if so removes that permission and does the binding.
Chapter 6

Application-level library implementation: The ASF

This chapter describes the application-level library portion of the HURRICANE File System (HFS), the Alloc Stream Facility (ASF). One of the most original features of HFS is the amount of file system functionality implemented at the application-level by ASF. The main advantage to having functionality provided by an application-level library, instead of by a system server, is that it improves performance by reducing the number of times it is necessary to make calls to system servers and hence cross address-space boundaries.

In addition to being a part of HFS, ASF serves as the library component for all other I/O services provided on HURRICANE. That is, it handles all interactions between applications requesting I/O and the HURRICANE servers that provide I/O services, including the HFS servers, NFS servers, pipe server and TCP/IP servers.

As with the other layers of HFS, we use an object-oriented building-block approach to implement the functionality provided by ASF. The storage objects implemented by ASF are called application-level Storage Objects (ASOs). For each type of I/O service (and each type of disk file) there is at least one ASO class specific to that service. We have also defined a large number of ASO classes to provide file system policies, such as prefetching and advisory locking.

All ASO classes provide a minimum common interface, called the Alloc Stream Interface (ASI), that allows applications to make I/O requests to an ASO without knowledge of the type of I/O service that object provides. ASI minimizes copying overhead, and hence allows ASOs to be efficiently combined together in a building-block fashion.

We believe that the application-level library of a parallel file system must support a variety of I/O interfaces, both for compatibility with existing interfaces, and to allow for new parallel I/O interfaces currently being developed. ASF is unique in its ability to support a variety of I/O interfaces. In our current implementation we provide, in addition to ASI, the stdio and Unix I/O interfaces.

Section 6.1 describes the Alloc Stream Interface. Section 6.2 describes some ASO classes we have developed. Section 6.3 describes how ASOs are instantiated. Section 6.4 describes some of the implementation details of ASF. Finally, Section 6.4.2 reviews the advantages of ASF, both in general, and more specifically as a part of the HURRICANE file system.

6.1 The Alloc Stream Interface

The Alloc Stream Interface (ASI) is the common interface provided by all ASO classes. This interface is similar to the Unix I/O or stdio interfaces (described in Chapter 2) in that it is an interface to a character stream that can be used uniformly for all I/O services (e.g., disk files, terminals, pipes). The key difference between the ASI, and the Unix I/O and stdio interfaces, is that the ASI allows applications to directly access the internal buffers of the ASO instead of having the application specify a buffer into which or from which the I/O data is copied. We describe in this section the C variant of this interface, where the first parameter to each ASI function identifies the target ASO.

---

1 As discussed in the next chapter, many of the policy ASO classes have not yet been implemented.

2 The C++ variant of ASI differs only in that there is no need to explicitly specify the target object in the arguments of member functions.
Memory allocation operations:

* `malloc(length)` returns pointer: allocates `length` bytes of memory
* `free(ptr)` returns error code: frees previously allocated region

ASI operations:

* `salloc(stream, length)` returns pointer: allocates `length` bytes from `stream`
* `sfree(stream, ptr)` returns error code: frees previously allocated region

Figure 6.1: Comparing The Standard C Memory Allocation Interface to ASI

ASI is modeled after the standard C memory allocation interface. The two most important ASI operations are `salloc`, which allocates a region of an I/O buffer, and `sfree`, which releases a previously allocated region. They correspond to the two memory allocation operations: `malloc`, which allocates a memory region and returns a pointer to that region, and `free`, which releases a previously allocated region (Fig. 6.1). The arguments to `salloc` and `sfree` differ from the corresponding memory allocation operations in that the ASI operations require a stream handle to identify the target ASO.\(^3\)

`Salloc` is used together with `sfree` for both input and output. In the case of input, `salloc` returns a pointer to a region of memory that contains the requested data, and advances the stream offset by the specified length. `Sfree` tells the ASO when the application has finished accessing the data, at which point the ASO can discard any state associated with it. In the case of output, `salloc` returns a pointer to a region of memory where the data should be placed and advances the stream offset. The application can then use this region as a buffer in which to place data to be written to the stream. `Sfree` tells the ASO that the modifications to the buffer are complete.

For a disk file in read mode, only data already in the file can be allocated. If an application attempts to allocate past the end of the file, the length parameter is set to the amount of remaining data and only that data is allocated. The application should not modify data obtained by `salloc` in read mode.\(^4\)

For a disk file in write mode, if data is allocated past the end of the file, then the file length (from the perspective of the application) is automatically extended on `sfree`. This occurs on `sfree` rather than on `salloc`, since the data is in a non-deterministic state until the `sfree` has been performed and therefore should not be visible to other threads. The order of writes are guaranteed to be in the same order as the corresponding `salloc` operations even if the `sfree` operations occur in a different order.\(^5\)

The full ASI interface is shown in Figure 6.2. An ASI stream is always in one of two modes: read or write. If the stream is opened for read-only access, then the mode of the stream defaults to read mode; otherwise it defaults to write mode. The mode of the stream can be changed using the ASI routine `set_stream_mode`. The ASO pointer (i.e., stream handle) returned by `set_stream_mode` identifies the ASO to which subsequent requests should be directed.\(^6\)

`SallocAt` allows the application to allocate data from a specified location in a stream. The `whence` field indicates whether the `offset` should be interpreted as absolute, relative to the current offset, or relative to the end of file.

`Srealloc` allows the application to shrink or grow a previously allocated region. Library buffers are a convenient location to prepare data for writing and `Srealloc` is used when the application does not know `a priori` the amount of data to be output: the application can `salloc` a large data space and then shrink the region back to the actual amount

\(^3\)In the case of `salloc`, the length parameter is passed by reference and on return either indicates the amount of allocated data or holds a negative error code (in which case the pointer returned by `salloc` is NULL).

\(^4\)The type of error that occurs if the application attempts to modify data obtained by `salloc` in read mode depends on the particular stream type. For streams not implemented using mapped files, the modification will have no effect. For mapped file streams, modifications to the buffer results in a memory access protection violation that returns control to the library.

\(^5\)The one exception is unbuffered read/write streams, where data is written in the order of `sfree` rather than `salloc` operations.

\(^6\)As we describe in Section 6.4.2, some read/write streams are implemented as an ASO with a read-only and a write-only sub-object. For these kinds of streams, `set_stream_mode` returns a stream handle for the sub-object that corresponds to the requested mode. For other read/write streams, `set_stream_mode` changes the mode of the stream and returns a handle to the ASO to which the request was made.
### Basic operations:

- `salloc( stream, length )` returns pointer: allocates `length` bytes from `stream`
- `sfree( stream, ptr )` returns error code: frees previously allocated region
- `srealloc( stream, ptr, newlen )` returns pointer: changes length of previously allocated region
- `sallocAt( stream, length, offset, whence )` returns pointer: moves the stream offset to `offset` according to `whence` and allocates `length` bytes
- `sflush( stream )` returns error code: flushes buffers
- `set_stream_mode( stream, mode, error )` returns stream handle: changes mode of stream to `mode` handle

### Mode variable operations
These operations differ from the corresponding basic operations in that a `mode` argument is used to explicitly specify that the operation is for reading or writing:

- `Salloc( stream, mode, length )`
- `SallocAt( stream, mode, length, offset, whence )`

### Unlocked operations
These operations have the same arguments as the corresponding basic and mode variable operations, but differ in that they do not lock the stream:

- `u_salloc( stream, length )`
- `u_sfree( stream, ptr )`
- `u_srealloc( stream, ptr, newlen )`
- `u_sallocAt( stream, length, offset, whence )`
- `u_sflush( stream )`
- `u_SallocAt( stream, mode, len, offst, whce )`
- `u_Salloc( stream, mode, length )`
- `u_set_stream_mode( stream, mode, error )`

### Locks and Unlocks

- `LockAsfStream( stream )`: locks stream
- `UnlockAsfStream( stream )`: unlocks stream

---

**Figure 6.2: The Alloc Stream Interface**
of data prepared. If the region being reallocated is the most recently allocated region, then \texttt{srealloc} repositions the
offset in the stream. For example, if \texttt{salloc} allocated bytes 1-200 of a file, and \texttt{realloc} shrinks the region to bytes
1-20, then the stream offset for the next access will be at byte 21 of the file.

In addition to the basic ASI operations described above, there are also low level operations that allow applications
greater flexibility at the cost of additional program complexity. For example, the operations \texttt{u_salloc}, \texttt{u_sfree},
\texttt{u_srealloc} and \texttt{u_sallocAt} have the same parameters as the basic operations, but differ in that they do not lock the
stream. The (capitalized) \texttt{Salloc}, \texttt{Srealloc} and \texttt{SallocAt} operations are mode variable variants of the corresponding
uncapitalized basic operations in that the (read/write) mode is specified on each call, instead of switching between
stream modes with \texttt{set_stream_mode}.

### 6.1.1 Advantages of ASI

The most important advantage of ASI over other interfaces is that the buffer used for I/O is chosen by the ASO and
not the application. This results in less overhead than read/write interfaces (like Unix I/O) where data must be copied
between application and library buffers.

The low overhead of ASI has two major implications for ASF. First, it allows us to combine together ASOs in
a building-block fashion. If we had instead used a read/write interface, then \( n \) levels of ASOs would have resulted
in the data being copied \( n - 1 \) times. The second implication is that it allows other I/O interfaces to be efficiently
implemented in a layer above the ASOs. For example, we have implemented the stdio interface in a library layer that
uses ASI and have found that our implementation has better performance than most vendor implementations of stdio.

The idea of having the I/O facility choose the location of the I/O data is in itself not new. For record I/O, Cobol and
PL/I read both provide a current record, the location of which is determined by the language implementation [95].
Also, the \texttt{speek} operation provided by the sfo library [65] allows applications access to the libraries internal buffers.
However, the data of a Cobol or PL/I read or a sfo \texttt{speek} is only available until the next I/O operation, which is not
suitable for multi-threaded applications. In contrast, ASI data is available until it is explicitly freed.

ASI was designed from the start to support multi-threaded applications. All ASI operations return an error code
directly so that it is always clear which thread incurred an error. Also, ASI provides the \texttt{sallocAt} operation which
atomically moves the stream offset to a particular location and performs an \texttt{salloc} at that location. Because this is
done atomically, there will be no interference from other concurrently executing threads. (As described in Chapter 2,
a major problem with the Unix I/O and stdio interfaces is that they provide no such function.) Finally, ASI allows a
high degree of concurrency when accessing a stream. Since data is not copied to or from user buffers, the stream only
needs to be locked while the library’s internal data structures are being modified, so the stream is locked only for a
short period of time.

A final advantage of ASI over other interfaces is that it is optimized for uni-directional accesses, that is, a read-only
or write-only stream. The majority of streams are used uni-directionally [70, 99]. Also, even for streams open for
read/write access, most applications do not frequently interleave read and write accesses. ASF (and other application-
level libraries like stdio) must execute special code whenever the application switches between reading from and
writing to a stream.\footnote{For example, depending on the type of the stream, the library may have to modify the current offset in the buffer, invalidate some buffers, acquire a different set of locks, etc.} Hence, interfaces like stdio or Unix I/O, where the mode of the access is specified by the function,
(i.e., \texttt{read} is for read access, and \texttt{write} is for write access), require the library to check whether the previous operation
was of the same mode. In contrast, if an application uses the basic ASI operations (rather than the mode variable
operations), then it is agreeing to tell the library explicitly when it is changing the mode of a stream, and hence no
checking is necessary.

### 6.2 ASO classes

It is useful to have a single storage object in the lower layers of the file system implement multiple policies, because the
LSOs and PSOs used for a file are fixed, and hence policies can be changed at run time only if the storage objects provide
several of them. While having multiple policies results in extra overhead, such as an extra conditional statements or
memory accesses, this overhead is typically not significant relative to the incurred cost of crossing address spaces.

In contrast to the other levels of HFS, we have found it advantageous at the application level to have a large number
of very specific ASO classes instead of a smaller number of more general ones. One of the major functions of ASF
is to reduce the number of interactions with the file system servers, for example, by buffering data in the application address space. Hence, we expect many more requests to ASOs than to PSOs or LSOs. Also, some applications make many fine grain I/O requests (e.g., for a single character) to an ASO. Therefore, overhead at this layer of the system is critical, and an extra conditional statement or memory access may impact application performance substantially.

### 6.2.1 Service-specific ASO classes

One of the ASF’s tasks is to translate between the uniform interface provided to the application (i.e., ASI) and the service specific interfaces provided by the I/O servers. Providing the applications with a uniform interface is important so that the programmers are able to write applications independent of the sources and sinks of their data. On the other hand, we have found that for good performance it is important for the servers to be able to transfer data to and from the application address space in a service specific way. For example, large files are most efficiently accessed using mapped-file I/O, while terminal I/O is best provided using a read/write interface.

At least one service-specific ASO class is defined for each I/O service. Also, for each type of I/O service, we typically define a separate ASO class for read-only, write-only, and read/write access. Many of these ASO classes are quite similar, so for brevity we describe different types of ASO classes rather than the specific classes.

**read-only ASO classes:** These classes are used for read-only streams, where the source of the stream is a server that exports a read/write interface. We have implemented three ASO classes of this type: one for non-buffered streams, one for servers that export a random-access read interface, and one for servers that only allow for sequential access. For a buffering ASO, an instantiation parameter specifies how large read requests to the server should be. For a non-buffering ASO, each `salloc` operation results in a read request to the server.

**write-only ASO classes:** These classes are used for write-only streams, where the sink of the stream is a server that exports a read/write interface. We have implemented three ASO classes of this type: one for non-buffered streams, one for servers that export a random-access write interface, and one for servers that only allow for sequential access. For a buffering ASO, an instantiation parameter specifies how large write requests to the server should be. For a non-buffering ASO, each `sfree` operation results in a write request to the server.

**read/write ASO classes:** These classes are used for read/write streams to servers that export a read/write interface. ASOs belonging to one of these classes have two sub-objects, a read-only ASO and a write-only ASO, where each belongs to one of the classes described above. Depending on the mode of the stream (i.e., read or write), requests are forwarded by the read/write ASO to the appropriate sub-object. We have implemented five read/write ASO classes; the major difference between them is the action taken when the mode is changed.

**mapped ASO classes:** These classes are used for servers that export a mapped file interface. We have implemented three ASO classes of this type: one for read-only streams, one for write-only streams, and one for read/write streams. These ASO classes cache the file length in the application address space. If data is appended to the file, then the cached file length is changed, and the logical server layer is eventually informed of this change. For a writable stream, an instantiation parameter specifies how often the ASO should inform the logical server that the file length has changed (e.g., on every `sfree`, on every 4 KBytes of new data, etc.). When a read request is made for data past the cached file length, a request is made to the logical server level to determine if the file length has changed.

`salloc` operations are atomic, or from an implementation perspective, the ASO data is accessed under the protection of a lock. Hence, multiple threads concurrently invoking `salloc` will each obtain different data. Also, the buffer returned by `salloc` will remain valid until either the ASO is destroyed or a `sfree` request for that buffer is made. However, the data returned by `salloc` is not locked. Hence, it is possible for an application to use `sallocat` to obtain multiple pointers to the same buffer.\(^8\)

### 6.2.2 Per-thread ASO classes

There is only one ASO class that we have developed specifically to be used on a per-thread basis:

\(^8\) Also, applications in different address spaces may be concurrently accessing the same data. To avoid this, locking LSOs should be used as described in Chapter 3.
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**basic per-thread ASO class:** These objects are used when multiple threads are each accessing a different part of a file. Per-thread ASOs share a common service-specific ASO sub-object. An instantiation parameter specifies how large the `salloc` requests to the sub-object should be\(^9\). The larger the requests, the less often the per-thread ASO must make requests to its sub-object. On the other hand, it may be necessary that requests to the sub-object be of the same length as requests to the **basic per-thread ASO**, especially if the sub-object is a locking ASO (as described in the next section).

Performance optimizations are possible when an ASO is being used exclusively by a single thread. For example, an ASO accessed exclusively by a single thread does not have to be locked and its member data can be allocated from memory close to the thread using it. An instantiation parameter for all ASO classes indicates whether the ASO will be used by a single or multiple threads.

### 6.2.3 Locking ASO classes

The Unix I/O read/write interface transfers data to or from an application buffer atomically. With such an interface, a thread that performs a read operation is guaranteed that it has exclusive access to its private buffer, but has no guarantee that other threads are not accessing a different buffer holding the same file data. If such a guarantee is required, then locks must be acquired independently of the read and write operations used to access the file data.

In contrast, the ASI `salloc` and `sfree` operations identify both the data an application is accessing and when it has finished accessing that data. Hence, it seems natural to incorporate locking as part of ASF, where the requested data is locked on `salloc` and released on `sfree`. Possible locking ASO classes include:

**local locking ASO classes:** With these ASO classes, data is implicitly locked on a `salloc` operation at some fixed granularity and alignment (and released on a `sfree`). For example, data may be locked at a page or record granularity. An instantiation parameter specifies the locking granularity. The locks are only visible to threads in the same address space using the same ASO. Possible ASO classes of this type include: exclusive blocking locks, exclusive spin locks, fair reader/writer locks (blocking or spin), reader preference reader/writer locks, etc.

**global locking ASO classes:** These classes are similar to the local locking ASO classes, but store locking information in a separate file that is visible to other interested applications.

**variable length locking ASO classes:** These classes are similar to the ones described above, but they maintain exact information about what data is locked, instead of recording locking state at some fixed granularity. They are used to avoid deadlock that may result from a locking granularity that does not match the amount of data allocated.

**sequential locking ASO classes:** These classes are used when data is being accessed primarily in a sequential fashion. Instead of keeping detailed information about the locks acquired, `sallocAt` operations are blocked until an `sfree` has been executed for all outstanding `salloc` operations, guaranteeing that there is only one outstanding `salloc` for any data.

It is important to realize that the locking ASO classes described above are advisory only, and do not enforce locking. Hence, it is still necessary to provide locking policies at the logical-server level.

### 6.2.4 Prefetching ASO classes

In order to tolerate large disk latencies, read requests that go to disk should be issued well in advance of the time that the data is required. Other researchers have proposed techniques for the file system to automatically recognize how data is being accessed so that prefetching requests can be issued by the file system on the applications’ behalf [69]. In general, techniques that prefetch file data can only be effective for applications that access file data in a very regular fashion (e.g., sequentially). Recent research has shown that regular memory access patterns can be detected by compilers, and this information can be used to prefetch cache lines into the processor cache [93, 94]. We believe that compilers could also detect file access patterns, and hence, rather than having the file system attempt to recognize the file access

\(^9\) A per-thread ASO can make a single large-grain `salloc` to its sub-object and service multiple fine-grain `sallocs` from the buffer returned. In this case, the fine-grain requests return pointers to different parts of the same large buffer, that is, no copying is done.
pattern, we provide mechanisms for the compiler (or programmer) to inform the file system \textit{a-priori} of the expected file access pattern.\footnote{An alternative to having the compiler inform the file system of the file access pattern is to have the compiler insert prefetch operations into the object code of the application. However, other researchers have shown that prefetching that only takes into account the application and not the state of the system (e.g., the file cache and disk utilization) can result in poor performance [103].}

We have developed a number of prefetching ASO classes:

\textbf{sequential prefetching ASO class:} These objects prefetch file data assuming that a file is being accessed sequentially. The amount in advance of the current file offset prefetching is to occur is adjusted at run time to conform to the rate the file data is being accessed and to how long it takes for the system to respond to the requests.

\textbf{bounded sequential prefetching ASO class:} This class is similar to the \textit{sequential prefetching ASO class}, but is used when the application is sequentially accessing some bounded portion of the file data. It can be important to constrain the region being prefetched, since prefetching past the region that will be accessed by a thread will result in overhead and may interfere with other threads. Also, if a locking ASO is used as a sub-object, then bounding the region for prefetching ensures that the prefetching ASO will not request, and hence implicitly lock, more data than the thread will access. An ASO of this class will accept requests to modify the region being prefetched at run time.

\textbf{general prefetching ASO class:} These objects expect from the application (or compiler) a list of file regions (i.e., file offset; region length pairs) that will be accessed in order. For example, a thread that is sequentially accessing every $n^{th}$ row of a matrix can specify this explicitly. The list of file regions can be changed at run time.

ASF allows the threads of an application to use a single prefetching ASO, a prefetching ASO per-thread, or some solution in-between. Hence, it was only necessary to define three ASO classes to handle seven of the eight “representative parallel file access patterns” described by Kotz and Ellis [69].

\subsection{Matching application semantics}

Many files have some underlying semantic structure. For example, the data in a file may be a two or three dimensional matrix of fixed-sized elements. We have defined several ASO classes that each match a particular type of logical file structure and export an interface that matches the application’s view of the data in the file. These ASO classes can simplify the programmer task, by closing the semantic gap between the programmers view of a file and the abstraction provided by the file system.

\textbf{matrix ASO classes:} These classes are used by applications that view a file as containing a matrix of fixed-sized elements. Classes of this type could, for example, support matrices of different dimensions, matrices stored column major or row major, or matrices with different sized elements. ASOs of these classes export class specific member functions like \texttt{read\_row} and \texttt{read\_column}, in addition to the standard ASI functions.

\textbf{string ASO classes:} These classes treat files as containing strings of text. Successive \texttt{alloc} operations return pointers to successive text strings. Classes of this type could, for example, return pointers to the string data as it appears in the file or ensure that strings are always null terminated (simplifying C programs that manipulate text strings).

\textbf{line ASO classes:} These classes are similar to \textit{string ASO classes}, but are used for applications that access file data as text terminated by carriage return or line feed characters.

\textbf{directory ASO classes:} These classes interpret HFS directory information. Successive \texttt{alloc} operations return successive directory entries. Classes of this type could, for example, sort entries alphabetically, sort entries by modification time, or provide specific information such as access permissions or file length.

\textbf{record locking ASO classes:} These classes treat a file as a vector of fixed sized records and locks, where the locks and records are interleaved in the file. An instantiation parameter specifies the length of the records. The offset parameter to \texttt{alloc\_at} is used as a record index rather than as a character offset. On \texttt{alloc}, after acquiring the lock for the requested data, the ASO returns to the application a pointer to just the requested record without the lock.
mapping ASO classes: These classes allow applications to specify a mapping function between the bytes in the file and the order in which the application will obtain these bytes. Such mapping functions can simplify applications, like blocked matrix multiply [26].

In some cases, it may be important that data be aligned on particular memory boundaries. For example, some languages always align records on word boundaries. As another example, compilers can produce more efficient code if a buffer returned by an ASO is guaranteed to be aligned on a word or double word boundary. We are currently exploring the possibility of providing ASO classes that guarantee particular memory alignments.

6.2.6 Other ASO classes
In earlier sections we describe ASO classes that were inspired by our implementation of a parallel file system with a general purpose workload. A flexible file system like HFS can provide additional functionality:

compression/decompression ASO classes: These classes compress and decompress file data to reduce disk space, increase the effective disk bandwidth, and/or allow more file data to be cached in memory. ASO classes of this type might use the Lempel-Ziv compression algorithm, designed for whole file access [134], the algorithms described by Burrows et al, that allow random file access [13], or application-specific algorithms, such as that used to compress the data base for the Chinook checkers program [114].

encryption/decryption ASO classes: These classes provide for additional security by encrypting and decrypting files as they are accessed. Possible ASO classes of this type query the user for the encryption/decryption key, obtain the key from a secure file, or hard code the key in the definition of the ASO class.

New ASO classes that implement application-specific compression or encryption algorithms can be easily added to ASF, since the ASO classes that do the decompression or decryption need only be shared by applications accessing files in that format. That is, the user does not require the permissions needed to add the algorithm to a system wide library or server.

6.3 ASO management
ASOs are specific to a particular open instance of the file. This is in contrast to the PSOs and LSOs associated with a file that are persistent and global, so every application accessing a file uses the same PSOs and LSOs. A default set of ASOs, specified at file-creation time, is instantiated when a file is opened. The application can also instantiate new ASOs and associate them with the open file instance.

In this section, we describe how the ASOs associated with an open file instance can be modified, and then describe how the default set of ASOs (instantiated when the file is opened) is specified at file-creation time.

6.3.1 Modifying the ASO set
Each ASO class provides a constructor whose parameters include: 1) information required for the policy implemented by the ASO (e.g., with locking ASOs, the granularity of locking) and 2) a list of sub-objects. An application can associate a new ASO to an open file instance by instantiating the new ASO and passing the constructor a pointer to an existing ASO to be used as a sub-object. For example, an application can instantiate a prefetching ASO at run time that is specific to the expected access behaviour, in which case the previously top ASO becomes a sub-object of the prefetching ASO. Also, a multi-threaded application can instantiate an ASO for each thread and pass to each the pointer to the common service-specific ASO sub-object.

When an ASO is instantiated, it makes a connect call to each of its sub-objects. This allows the sub-objects to maintain a count of the number of ASOs that reference them.

Each ASO class provides a destructor that decrements its reference count, and, if the reference count is zero, destroys itself and returns the list of its sub-objects. The list of sub-objects allows the library to recursively destroy all ASOs used for that file.

The list of sub-objects returned by a destructor can also be used by applications when modifying the ASOs associated with a open file instance. For example, if a prefetching ASO is instantiated by default that is not appropriate, then it is
possible for the application to destroy the ASO and instantiate a new one with a different prefetching policy, passing it the sub-objects of the original ASO.

6.3.2 Creating and opening a file

For most streams, ASF chooses a single default service-specific ASO when the file is opened. The choice is based on the type of the stream opened (obtained by making a query to the server) and if the stream is opened for read-only, write-only, or read/write access. When creating a disk file, the application can (optionally) specify up to three default sets of ASOs, one for each of read-only, write-only, and read/write access. These default ASOs can be organized as a tree\(^\text{11}\) that is specified using an infix notation. The set is stored in this notation by the logical server layer of HFS.\(^\text{12}\)

On file creation, after instantiating the PSOs and LSOs for the file, the creating application also temporarily instantiates the ASOs it wishes to associate with the file, and then calls the ASF function save\_ASOs to associate these ASOs with the file. The save\_ASO function traverses the tree of ASOs in a depth-first fashion and for each ASO calls an ASO-specific implementation of a get\_params function to obtain the information needed to re-create it. The application can repeat this step three times to associate the three sets of default ASOs with the file.

The class of each ASO in the default set is identified by a integer number, where ASF uses these numbers to index into an array of constructor function pointers. A user can define her own ASO class, and make an ASO of that class part of the default set, by defining a addAppASO\_classes that ASF will call on program startup to add to the array of constructor function pointers any constructors defined by the application.

6.4 Implementation Issues

We implemented ASF in C with the three layers shown in Figure 6.3. At the top layer, interface modules implement particular I/O interfaces. At the bottom layer, stream modules provide code specific to particular ASO classes. The middle, backplane layer, provides code common to the different ASO classes and maintains the member data of the ASOs.

The simplest way to implement ASOs would be to use an object-oriented language, such as C++, where each ASO would be defined by a language level object. Unfortunately, such an approach would result in excessive overhead for applications that make fine-grain I/O requests (e.g., on a per-character basis), because each ASI operation would be implemented as virtual member function so that each request would incur the overhead of a function call through a pointer indirection.

Our implementation of ASOs in two layers is based on two observations. First, the most-used ASO classes buffer data. Second, code that is independent of the specific ASO class can be used for all performance-critical streams\(^\text{13}\) to access buffered data. Hence, we divided our implementation of the ASOs into stream modules that implement class-specific code and optionally export a buffer to the backplane, and the backplane that implements class-independent code and exploits the buffers exported by the stream modules to minimize calls to the stream modules.

The interface exported by the stream modules consists of the unlocked ASI functions together with the set\_stream\_mode function, and possibly other class-specific functions. Each stream module can also provide the backplane with access to a single buffer, called the current buffer, that is shared by the stream module and backplane using a simple producer/consumer protocol.

The interface provided by the backplane to the interface modules is the full ASI interface. The majority of backplane code is implemented as C macros\(^\text{14}\) that, whenever possible, use the current buffer provided by the stream modules to minimize the number of function calls to the stream modules.

In the remainder of this section we describe our implementation of the backplane and describe some of the interface and stream modules we have implemented.

---

\(^{11}\) A tree is required (rather than just a list) because some ASOs require multiple sub-objects, such as the global locking ASO classes, where a single ASO has as sub-objects the file that contains the data and a separate file that contains locking information.

\(^{12}\) An LSO class exists for the purpose of maintaining these trees.

\(^{13}\) In this context, “performance-critical” means streams that can have high performance (e.g., file I/O and not terminal I/O).

\(^{14}\) With a macro, the code is inserted by a compiler pre-processor wherever the macro is called. This avoids the overhead of a procedure call and provides opportunities for compiler optimizations.
6.4.1 The Backplane

The ASF backplane establishes and manages the communication between the top layer interface modules and the bottom layer stream modules. A Client I/O State (CIOS) data structure (Fig. 6.4) and a current buffer are maintained for each open stream, and are shared by the backplane and the stream modules. In addition to a lock variable, the CIOS structure contains: 1) function pointers to class specific implementations of the unlocked ASI operations, 2) state used to manage the current buffer, and 3) a pointer to class-specific data used only by the stream modules.

To minimize the size of the CIOS structure, only the most common ASI operations (i.e., salloc, sfree, srealloc, and sallocAt) have a function pointer; other, less common operations, such as sflush and sclose, are implemented indirectly through the special function pointer. The parameters to special are: 1) an integer identifying the request being made and, 2) a pointer to a variable length buffer containing request-specific arguments. In addition to a standard set of request types supported by all stream specific modules, special can also be used to support class-specific requests, which are not part of the standard interface.

The state used to manage the current buffer contains the following fields: 1) the mode of the stream (i.e., read or write), 2) the number of outstanding salloc operations to that buffer, 3) the amount of data (or space) remaining in the buffer, 4) a pointer to the buffer, and 5) a pointer to the data to be used for the next salloc operation. For those stream specific modules that do not provide a current buffer these fields are set to zero.

The backplane typically implements all ASI operations as macros. The code executed by salloc and sfree are shown in Figure 6.5. In the common case, when the request can be satisfied by the current buffer, salloc: 1) acquires the lock for the CIOS structure, 2) checks that there is sufficient data (or space) in the buffer, 3) increments the number of references to that buffer, 4) decreases the amount of data (or space) remaining in the buffer, 5) advances the pointer for the next I/O operation, 6) releases the lock, and 7) returns a pointer to the allocated data. Sfree, in addition to acquiring/releasing the lock, simply decrements the reference count to this buffer. If salloc cannot be satisfied by the current buffer, then the stream-specific salloc function is called, a pointer to which is contained in the CIOS structure.
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In addition to satisfying the request, the stream specific function will typically make a new current buffer available for subsequent `salloc` operations.

As can be seen from Figure 6.5, the amount of code executed for `salloc` and `sfree` is very small in the common case. Despite the fact that they provide functionality equivalent to the stdio `fread` or `fwrite` functions, they have the complexity of the stdio `putc` and `getc` macros (discounting the acquisition and release of the lock). Other basic ASI operations are implemented in the backplane in a similar fashion. They use the current buffer when possible and call the corresponding function provided by the stream module otherwise. The unlocked ASI operations (e.g., `u_salloc`) differ only in that they do not acquire locks. The mode variable operations (e.g., `Salloc`) call `set_stream_mode` to set the stream to the required mode and then execute the same code as the basic ASI routines.

A problem in dividing the implementation of ASO classes between the stream modules and the backplane is that, while we want the locking of ASO data to be class-specific, the backplane has to lock the CIOS structure, and we would prefer if locks could be acquired and released in the common case without the overhead of a function call. Locking should be class-specific, because only the class-specific code knows if an operation will take a short or long amount of time to determine whether waiting processes should spin or block. Our solution to this problem was to develop the backplane macros shown in Figure 6.6. The important features of these macros are: 1) if the lock is not held, then the lock is acquired and released without making a function call to the stream module, 2) locking can be disabled for an ASO, in which case the cost to determine this is only a single memory load and two conditional branches,\footnote{It is important that on a lock request there be a fast way to determine whether locking is disabled or not, because the interfaces like Unix I/O are implemented using the locked ASI operations, and hence will attempt to acquire locks on each operation.} and 3) if the lock is held then subsequent lock requests (as well unlock if there are any subsequent lock requests) are handled by the stream module.

**Interface modules**

The simplest interface module is, of course, the ASI module. It simply exports the same interface as the backplane so that application programs can use it directly. It also exports functions that open and close files and that instantiate ASOs.

Two other interfaces supported by our implementation are the stdio interface and the emulated Unix I/O interface.\footnote{The emulated Unix I/O interface has the same operations as the Unix I/O interface, but read and write operations are not atomic.} Figure 6.7 shows a slightly simplified version of the algorithm used to implement an emulated Unix I/O `read`. Read

```

```
void *salloc( FILE *iop, int *lenptr )
{
    void *ptr ;
    LockAsfStream( iop ) ;
    ptr = iop->bufptr ;
    if( iop->bufcnt >= *lenptr )
    {
        iop->refcnt++ ;
        iop->bufcnt -= *lenptr ;
        iop->bufptr += *lenptr ;
    }
    else
    {
        ptr = iop->u_salloc( iop, lenptr ) ;
        UnlockAsfStream( iop ) ;
        return ptr ;
    }
}

int sfree( FILE *iop, void *ptr )
{
    int rc = 0 ;
    LockAsfStream( iop ) ;
    if( (ptr <= iop->bufptr) && (ptr >= iop->bufbase) )
        iop->refcnt-- ;
    else
        rc = iop->u_sfree( iop, ptr ) ;
    UnlockAsfStream( iop ) ;
    return rc ;
}

Figure 6.5: Code for salloc and sfree.
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void LockAsfStream( FILE *iop )
{
    if( iop->lock == NOT_LOCKED )
    {
        if( SWAP( &iop->lock, IS_LOCKED ) == IS_LOCKED )
            acquire_lock( iop );
    }
    else if( iop->lock != LOCKING_DISABLED )
        acquire_lock( iop );
}

void UnlockAsfStream( FILE *iop )
{
    if( ( iop->lock != IS_LOCKED ) &&
        ( iop->lock != LOCKING_DISABLED ) )
        release_lock( iop );
    else if( iop->lock != LOCKING_DISABLED )
        SWAP( &iop->lock, NOT_LOCKED )
}

Figure 6.6: Backplane routines for acquiring and releasing locks on a CIOS structure. The lock variable indicates whether: 1) the lock is free, 2) the lock has been acquired, 3) locking is disabled, or 4) a class-specific function should be called for both acquiring and releasing the lock. The acquire_lock and release_lock routines invoke class-specific locking functions. SWAP is an atomic operation which sets the lock variable pointed to by its first parameter to the value specified by its second parameter and returns the previous contents of the lock variable.

first calls salloc to allocate the data from the stream, then copies the data from the allocated region to the user specified buffer, frees the allocated region, and finally returns to the application the amount of data read.

The code of Figure 6.7 can be executed by different threads concurrently. Both the salloc and sfree operations acquire (and release) a lock to ensure that the CIOS structure is updated atomically. Also, because the stream offset is advanced by salloc, other threads calling salloc for the same stream will be given different areas of the buffer. This illustrates a major advantage of using ASI as the interface to the backplane: copying data from the library to the application buffer is performed with the stream unlocked, allowing for a greater degree of concurrency than if the stream had to be locked for the entire read operation.

To translate between Unix I/O stream handles (i.e., integer numbers) and ASI stream handles (i.e., pointers to CIOS structures), the backplane maintains an array of pointers to CIOS structures, where the Unix I/O stream handle is used as an index into this array. We provide functions that translate CIOS pointers to array indexes and vice versa.

The implementation of stdio is very similar to that of emulated Unix I/O. The stdio.h file that is included with the library defines the _iobuf structure as a CIOS structure, so that a stdio FILE pointer is actually a pointer to the corresponding CIOS structure and no conversion between ASI and stdio streams is necessary. Our implementation of the stdio interface is fully source code compatible with other implementations. However, the application writer needs to take care when using stdio operations that constrain buffering such as setbuf. These operations are typically used to increase I/O performance, but may actually hurt performance with our implementation, because it increases the amount of copying.

The interface modules are interoperable because they do not buffer data; only the stream modules buffer data. Applications can therefore freely intermix operations from different interfaces. For example, an application can use the stdio operation fread to read the first ten bytes of a file and then the emulated Unix I/O operation read to read
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The next five bytes. This allows an application to use a library implemented with, for example, stdio even if the rest of the application was written to use Unix I/O, improving code re-usability. More importantly, it also allows the application programmer to exploit the performance advantages of the Alloc Stream Interface by re-writing just the I/O intensive parts of the application to use ASI. Because the different interfaces are interoperable, the Alloc Stream Interface appears to the programmer as an extension to the other (already existing) interfaces.

### 6.4.2 Stream modules

In this section we describe some of the more interesting issues in the design of stream modules that implement service-specific ASO classes.

## Read/write based stream modules

In this section we briefly describe the main features of the read-only, write-only and read/write stream modules that are used when the source of the stream is a server that exports a read/write interface.

Read-only and write-only stream modules that communicate with servers using a read/write interface are implemented similarly to traditional stdio implementations, where a single buffer (the current buffer) is used for the next access by the application to the stream. In addition to this buffer, the stream module keeps a list of (old current) buffers for which there are still outstanding `salloc` operations. It associates with each buffer a file offset and a reference count of outstanding `sallocs`.

For read-only streams, the stream-specific implementation of `salloc`: 1) allocates a new buffer that is, at minimum, large enough to satisfy the request, 2) copies the portion of un-accessed data from the (old) current buffer to the new buffer, 3) performs a read operation to the operating system for the remainder of the data, and 4) updates the CIOS state accordingly. If the reference count for the (old) current buffer is zero then it is deallocated.\(^{17}\) The stream specific implementation of `sfree` locates the buffer that contains the data being freed and decrements the reference count of that buffer. If the reference count is zero then the buffer is deallocated.

For write-only streams, the stream specific implementations of `salloc` and `sfree` differ from the read-only implementations in that no data is read into a buffer and that a buffer must first be written to a file before it is discarded. In order to ensure that modifications appear in the file in the same order as `salloc` operations, a buffer is not written to the file until all previous buffers have also been written.

\(^{17}\) As an optimization, if the current buffer is large enough, it is used as the new current buffer instead of being deallocated.
Conceptually, read/write ASOs have two sub-objects, a read-only ASO and a write-only ASO, and all I/O requests are directed to one or the other. This is implemented by having the read/write stream module maintain in its object-specific state (referenced by the CIOS structure) handles to read-only and write-only streams. Depending on the particular read/write stream, different actions are taken when the stream changes mode in order to keep the read-only and write-only streams consistent. For a disk file, the read/write stream module makes mallocAt requests (for 0 bytes) to the read-only and write-only streams to make the offset maintained by the two streams consistent. Also, when the mode is changed from write to read, the read/write stream makes a special request to the read-only stream to invalidate any read buffers that may contain a copy of file data that has been modified in the file by the write-only stream.\(^{18}\) For terminals and sockets, no special action needs to be taken by the read/write stream when the mode is changed.

**Mapped-file-based stream modules**

The mapped-file stream module maps file regions into the application address space where they are treated in the same way as the file buffers described in the previous section. However, since data can be mapped into the application address space read/write (rather than buffered), the read/write stream module based on mapped file I/O is simpler than those based on a read/write interface. Also, writable mapped file-based stream modules do not need to inform the operating system that a page has been modified, since the memory management system will detect this on its own in a system dependent way.

On requesting data from an I/O server, mapped file-based modules typically request much larger amounts of data than modules based on a read/write interface, because with mapped-file I/O no cost for I/O is incurred until the data is accessed. Hence, mapped-file I/O not only reduces copying overhead (as described in Chapter 2) but also reduces the number of server requests\(^{19}\) and the number of function calls to the stream module (since the current buffer provided to the backplane is larger).

**Locking a read/write stream**

A read/write disk file stream must use a single lock for both reading and writing, since the same file offset is used for both reading and writing. On the other hand, a read/write socket or terminal stream must use separate locks for reading and writing.\(^{20}\)

The ASI operation set_stream_mode, which changes the mode of a stream, returns a stream handle (i.e., an CIOS pointer) that identifies the stream to which subsequent requests should be directed, and the mode-variable ASI operations make a request to set_stream_mode before locking the stream. For a disk-file stream, set_stream_mode changes the mode of the stream and returns a handle to the read/write stream (i.e., the stream to which the request was directed). Hence, a single lock will be used for reading and writing. For a read/write socket stream, set_stream_mode returns a handle to either a read-only socket stream or a write-only socket stream, and hence separate locks will be used for reading and writing.

**File I/O on Unix platforms**

We have ported ASF to a variety of Unix platforms, and found that the only changes required between the different platforms were in the stream specific modules.

Depending on the platform, file stream modules can be implemented in a variety of ways. For example, we have three different Unix specific implementations: one for systems where the mmap mapped file facility\(^{21}\) is the fastest way of accessing a file, a second for systems that either do not support mapped files or where the read and write system calls are faster than accesses to mapped files, and a third for AIX systems where the shmget mapped file facility performs better than mmap. This variety in the implementation of stream types illustrates an important aspect of our

---

\(^{18}\)In the case of outstanding malloc operations (i.e., the read buffer has a reference count greater than zero), the buffer is made unavailable for subsequent malloc requests, but is not discarded until the corresponding free operations are called.

\(^{19}\)Most implementations of mapped files result in the cost of a page fault being incurred every time a new page is accessed. However, it is possible to implement mapped files in such a way that page faults do not occur when the file data is already cached in main memory. The AIX operating system supports mapped files in such a fashion.

\(^{20}\)We originally did not do this and found that some Unix applications deadlocked because they needed to have outstanding both read and write operations to the same read/write socket stream.

\(^{21}\)This facility is described in Chapter 2.
facility: a new stream module can easily be added to take advantage of specific characteristics of a particular system without requiring changes to other parts of the facility.

A difficulty with the implementation of the mapped file module on current Unix systems is that when a page past the end of file (EOF) is accessed, the system increases the file length to include the entire new page, thus incorrectly identifying the amount of valid data in the file. To correctly handle files accessed concurrently by multiple applications, ASF can be configured to use Unix I/O writes to write data past EOF. Note, however, that the EOF problem is an artifact of the current mapped file interfaces, and is not a generic problem with mapped files per se. For example, the file length and the number of pages in the file are independent in HURRICANE, so the file length need not be extended when the application uses malloc past the end of the file. Instead, the file length is extended (via a request to the LSO) after the application has completed the modification and has called sfree.

Advantages of ASF

In this chapter we have described the Alloc Stream Facility, the application-level I/O facility for the HURRICANE file system. As with the rest of HFS, we use an object-oriented building-block approach which results in a great deal of flexibility. We have shown how storage objects can be used to prefetch file data, lock file data, and ease the programmer burden by supporting application-specific views of file data.

We wanted to allow fine grain I/O requests to be serviced at low overhead at the application level, which motivated the development of a new I/O interface called the Alloc Stream Interface (ASI). ASI has substantial performance advantages over other interfaces. Also, in contrast to most other I/O interfaces, it is suitable for multi-threaded applications.

ASF is used not only as a portion of HFS, but also as the application level library for all I/O services provided on HURRICANE. The object-oriented building-block approach we use allows each I/O service to transfer data into the application address space in a manner most suited for that service. This allows us to minimize I/O overhead for each type of I/O service by minimizing the number of system calls, server interactions, and the number of times data has to be copied from one memory buffer to another.

The flexibility of our approach makes ASF readily portable to other platforms. In addition to running on HURRICANE as a part of HFS, ASF runs independent of any server or kernel support on SunOS [63], IRIX [118], AIX [91], and HP-UX [133]. Although each of these systems support some variant of Unix, we have found that large improvements in performance can be obtained by adapting the facility to the particular characteristics of each system. For example, the performance improvements obtained on the systems we tested were largely due to the fact that our facility could use the most appropriate mapped file variant on each system.

The ASI interface is designed so that other interfaces can be easily and efficiently implemented using it. Being able to easily add new interfaces is important, since current parallel I/O interfaces are immature, and new interfaces are still being developed.

An application can freely intermix requests to any of the interfaces provided by ASF. This is important, because it allows each part of an application to use a different I/O interface, which means that a programmer can take advantage of a new I/O interface by modifying just the I/O intensive part of her application. Also, it increases code re-usability, because an application can be linked to libraries that use a different I/O interface.

We have concentrated in this chapter (and in this dissertation in general) on disk files. We believe that with the development of new service-specific ASO classes, ASF can deliver improved performance for other I/O services such as pipes or network facilities. Related work by Maeda and Bershad [85] demonstrates that substantial performance advantages result from moving critical portions of network protocol processing into the application address space and by modifying the networking interface to avoid unnecessary copying. Also, we could easily develop new stream modules that exploit specialized facilities for transferring data between address spaces, such as Goidan and Anderson’s memory-mapped stream facility [48] and Druschel and Peterson’s Fbufs facility [38].

There is currently an effort under way to develop a new implementation of pipes for ASF that exploits shared memory. This shared memory is managed as a circular buffer, with a single producer using ASI operations to...
allocate portions of the buffer into which data can be placed, and a single consumer using ASI operations to allocate portions of the buffer containing valid data. We expect that the performance of this implementation will improve relative to implementations where the operating system buffers the pipe data, because less data copying and fewer systems calls are required. Because pipes implemented this way do not cause page faults, we expect these advantages to be even greater than those achieved by using mapped-file I/O for disk file accesses.
Chapter 7

HFS Scalability

Our current implementation of the HURRICANE file system runs on a prototype of the HECTOR multiprocessor that has only sixteen processors and seven disks. As such, issues related to scalability were not important for our implementation. However, one of our goals was to design a file system that could scale to large numbers of processors, and all the major design decisions were made with this goal in mind. We believe that HFS can be made to scale to large systems by extending the current implementation, without having to modify the existing library and server code in any substantial way.

The HURRICANE File System is part of a larger effort to investigate operating system design for large-scale multiprocessors. Hierarchical Clustering is an operating system structuring technique developed for scalability [129, 130]. Section 7.1 describes Hierarchical Clustering. Section 7.2 describes how we apply Hierarchical Clustering to the HFS.

7.1 Hierarchical Clustering

It is difficult to design software that is scalable. Existing operating systems have typically been scaled to accommodate a large number of processors in an ad hoc manner, by repeatedly identifying and then removing the most contended bottlenecks [4, 5, 15, 18, 60]. This is done either by splitting existing locks, or by replacing existing data structures with more elaborate, but concurrent ones. The process can be long and tedious, and results in systems that 1) are fine-tuned for a specific architecture/workload and hence not easily portable to other environments with respect to scalability; 2) are not scalable in a generic sense, but only until the next bottleneck is reached; and 3) have a large number of locks that need to be held for common operations, with correspondingly large overhead.

We have developed a more structured way of designing scalable operating systems called Hierarchical Clustering. This structuring technique was developed from a set of guidelines for designing scalable demand-driven systems, of which operating systems are an example [130].

7.1.1 Scalability guidelines

Unrau used fundamental equations of quantitative performance evaluation to derive a set of necessary and sufficient conditions for the scalability of demand-driven systems [130]. These conditions were then used to derive the following set of guidelines for designing scalable demand-driven systems:

Preserving parallelism: A demand-driven system must preserve the parallelism afforded by the applications. The potential parallelism in the file system comes from application demand and from the distribution of data on the disks. Hence, if several threads of a parallel application (or of simultaneously executing but independent applications) request independent services in parallel, then they should be serviced in parallel. This demand for parallel service can only be met if the number of service centers increases with the size of the system, and if the scalability is impossible in a general sense. No matter how a system is designed, there will always be applications that can place demands on the system that will lead to saturation. The guidelines for designing a scalable demand-driven system therefore must take into account the applications making demands on that system.
concurrency available in the data structures of the file system also grows with the size of the system. This also means that the file system should enact policies that balance the I/O demand across the system disks.

**Bounded overhead:** The overhead for each independent system service request must be bounded by a constant [6]. If the overhead of each service call increases with the size of the system, then the system will ultimately saturate. Hence, the demand on any single resource cannot increase with the size of the system. For this reason, system-wide ordered queues cannot be used and objects must not be located by linear searches if the queue lengths or search times increase with the size of the system.

The principle of bounded overhead also applies to the space costs of the internal data structures of the system. While the data structures must grow at a rate proportional to the physical resources of the hardware [1, 130], the principle of bounded space cost restricts growth to be no more than linear. For example, the meta-data maintained by the file system cannot grow more than linearly with the disk capacity and the in-memory state maintained by the file system cannot grow more than linearly with the amount of physical memory.

**Preserving locality:** A demand driven system must preserve the locality of the applications. It is important to consider locality in large-scale systems in order to reduce the average access time and in order to minimize the use of interconnection bandwidth. Locality can be increased by: a) properly choosing and placing data structures internal to the system, b) directing requests from the application to nearby service points, and c) enacting policies that increase locality in the applications’ system requests and disk accesses. For example, per-application data should be stored near the processors where the application is running, and meta-data should lie on disks close to the files that contain the data.

In the mathematical analysis which led to the above design guidelines, scalability was considered asymptotically, that is, as the number of processors approached infinity. At the asymptotic limit only independent requests can be considered, since any dependence between requests will cause an infinitely large machine to saturate. In practical systems, which are finite, the performance of requests that are not independent is also important. Also, in the asymptotic analysis the size of the constants is irrelevant, while with real systems these constants will often dominate performance, and are hence important.

In the next section we describe a new structuring technique for designing operating systems. This technique aids in meeting the design guidelines presented above. Moreover, it attempts to minimize the size of the constants for requests that are independent, while allowing performance to degrade gracefully for requests that are not independent.
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The basic unit of structuring within Hierarchical Clustering is the *cluster* (Figure 7.1), which provides the full functionality of a tightly coupled small-scale symmetric multiprocessor operating system. On a large system, multiple clusters are instantiated such that each cluster manages a unique group of “neighboring” processors, where neighboring implies that memory accesses within a cluster are generally not more expensive than accesses to another cluster. All system services are replicated to each cluster so that independent requests can be handled locally. Clusters cooperate and communicate in a loosely coupled fashion to give applications an integrated and consistent view of the system. For very large systems, extra levels in the logical hierarchy can be created (i.e., *super clusters*, *super super clusters*, etc.) where each level in the clustering hierarchy involves looser coupling than the levels below it. Requests that are not independent are resolved by directing requests to servers and data structures located at the higher levels in the clustering hierarchy.

Hierarchical Clustering incorporates structuring principles from both tightly-coupled and distributed systems, and attempts to exploit the advantages of both. Small-scale multiprocessor operating systems achieve good performance through tightly coupled sharing and fine-grain communication; however, it is difficult to make these systems scale to handle a large number of processors. Distributed operating systems appear to scale well by replicating services to the different sites in the distributed system; however, the high communication costs in these environments dictates course-grain sharing. We believe that on large-scale multiprocessors, the relatively low cost of accessing remote memory should encourage fine-grain sharing between small groups of processors, while for the large system as a whole, replicating services seems imperative for locality and scalability.

If all the processes of an application can fit on a single cluster, and if all I/O can be directed to local devices, then Hierarchical Clustering results in an operating system that for that application has the same performance as a tightly coupled small-scale multiprocessor operating system. Hierarchical Clustering also provides a good structure for addressing the design guidelines presented in the previous section:

**Preserving parallelism:** Process requests are always directed to their local cluster. Hence, the number of service points to which an application’s requests are directed grows proportional to the number of clusters spanned by the application. As long as the requests are independent, they can be serviced by the clusters in parallel. Similarly, independent requests by different applications are serviced in parallel.

**Bounded overhead:** The number of processors in a cluster is fixed, therefore, fixed sized data structures can be used within a cluster to bound the overhead of independent requests. Inter-cluster communication is required only when requests are not independent.

**Preserving locality:** The hierarchical structure of Hierarchical Clustering lends itself to managing locality. First, requests are always directed to the local cluster (and if this fails, the local super cluster, etc.). Second, data structures needed to service independent requests are located on the local cluster, and are hence located near the requesting process. Third, the hierarchy provides a natural framework for invoking policies that increase the locality of the applications. For example, the system will attempt to run the processes of a single application on the same cluster, and if that fails on the same super cluster. The system will also attempt to place memory pages in the same cluster as the processors accessing them, and direct file I/O to devices on that cluster.
Hierarchical Clustering allows the performance of the operating system to degrade gracefully when applications make requests that are not independent. These requests are handled at the lowest possible layer of the clustering hierarchy: if possible a request is handled entirely within a cluster, and if this is not possible, then at the super cluster. Therefore, the cost of non-independent requests does not depend on the size of the multiprocessor, but only on the degree of sharing of the resources required to handle the applications requests.

7.2 Applying Hierarchical Clustering to HFS

In this section we describe how HFS can be scaled to large systems. Section 7.2.1 describes how the structure of HFS can be extended to use Hierarchical Clustering. Section 7.2.2 reviews some of the issues that arise when storage objects are used by servers on multiple clusters and describes how we expect to address these issues. Section 7.2.3 shows how Hierarchical Clustering can be used by the file system on a large system for locality management and load balancing.

7.2.1 Structure of a multi-clustered HFS

The structure of a multi-clustered HFS is shown in Figure 7.3. There is a separate instance of each file system server on each cluster. All client/server requests that cross HFS layers are in the form of PPC requests that are directed to servers local to the client. All requests that cross cluster boundaries are between servers in the same layer of HFS. Cross cluster communication between file system servers is through explicit message passing, so no memory is shared between the servers on different clusters.

Our experiences with the HURRICANE micro-kernel have taught us that the data structures, synchronization strategies, and code structure of per-cluster services must be designed with clustering in mind. For example, on a clustered system it may be necessary for deadlock avoidance to drop locks and later re-acquire them, and the per-cluster code must be structured to facilitate this. HFS was designed with clustering in mind from the start. Hence, we believe that only minor changes to the HFS servers will be required for a multi-clustered system. Each per-cluster server has a private cache of the storage objects it accesses, and most of the server code is unaware that a storage object may also be cached by servers on other clusters. In the next section, we describe how cross-cluster interactions are hidden from the servers by a new type of storage object class defined for this purpose. We also describe how the PSO classes were designed to simplify cache coherence issues when multiple clusters access the same objects.

We expect to make no changes to ASF for a multi-clustered system. In contrast to the HFS servers that cache PSOs and LSOs, the ASF maintains a single application wide instance of each ASO. It would not be useful to replicate ASOs, since they export a stream interface, where the offset for each request depends on the requests that precede it. As described in the previous chapter, a large-scale application should instantiate per-thread ASOs to get scalable performance.

When a thread makes a request to an ASO, any resulting PPC requests to a HFS server will always be directed to a local server, even if the ASO is shared by threads on other clusters. Aliasing techniques are used to have a single PPC handle refer to different, local, servers on each cluster.

7.2.2 Caching storage objects

In a clustered system, several design decisions regarding storage objects accessed by multiple servers are important:

Object placement: Object member data can be statically cached by a single server, migrated to the servers that access it, or replicated to the servers where it is accessed. These policies can be invoked on the entire object member data, or separately on portions of the object member data.

Consistency: If object member data is replicated, then it must be kept consistent with a policy such as invalidate or update. A compromise policy is also possible. For example, replicas in the same super cluster could be updated, while replicas in remote super clusters are invalidated.

\(^2\) For example, if the replicas of a page all lie within a super cluster, then the data structure describing that page will be local to a memory module in that super cluster.
Figure 7.3: The HURRICANE File System. The Name Server, Open File Server and Block File Server are user-level file system servers. The Alloc Stream Facility is a file system library in the application address space. The Memory Manager and Dirty Harry Layer are part of the HURRICANE micro-kernel. Dark solid lines indicate cross-server requests. Dotted lines indicate page faults. Solid lines indicate cross-cluster requests.
Communication: Update and invalidate messages can be communicated by broadcasting them to all servers, or directories can be maintained that limit the number of servers to which a message need be sent.

Clearly, the possible design space is huge, and no particular choice of policies will always yield the best performance. Our solution is based on adding representative storage objects to the file system, where a representative is a per-cluster storage object instantiated at run time to act on the behalf of the persistent storage object it represents. When multiple servers access the same persistent storage object, each instantiates a local representative for that object, and directs all subsequent requests to this local representative. The representatives of a persistent storage object cache the member data of the object, implement policies to keep this data consistent, and maintain the state needed to invoke these policies. In effect, representatives hide clustering from both the HFS servers and from the persistent storage objects.

All persistent storage objects have a “home” cluster that is identified by the storage object’s token. The representative at the home cluster is different from other representatives in that it is responsible for interactions with the persistent storage object.

To instantiate a local representative of a persistent storage object, a server that has either a representative or the persistent storage object itself is located, and a request to that server is made to obtain the instantiation information. For a system with a single layer of clusters, all such requests are directed to the persistent storage object’s home cluster. For larger systems, to avoid the server at a single cluster becoming a hot spot, each super cluster maintains a hint table which identifies the site of some representative local to that super cluster.

Example representative classes

We designed the PSO classes described in Chapter 5 to simplify the representative storage object classes and to minimize the overhead needed to keep the PSO member data cached by representatives on different clusters consistent.

Basic PSOs are restricted to refer to disk blocks on a single disk (and hence a single cluster) and the basic PSO member data is used only for disk scheduling purposes, so only the local BFS will require access to the member data of the basic PSO. Remote representatives therefore only direct requests to the home cluster BFS. Consistency becomes an issue only when a basic PSO is destroyed.

The composite PSO classes are designed so that the member data is infrequently modified and can hence be cached efficiently. For example, all of the member data of a distribution PSO is fixed at object instantiation time. For those composite PSO classes where special requests can change the object data (e.g., policy-change requests to a replication PSO), we expect the changes to be infrequent. The representatives of a composite PSO cache all object member data, and modifications to the object member data result in update messages to all representatives.4

PSO member data is not always fully replicated by each representative or exclusively modified at the home cluster. For example, representatives for fixed sized record store PSOs (described in Chapter 5) replicate the token of the sub-object, but do not replicate the bit map portion of the object data, since we expect requests to allocate and de-allocate records to be frequent. The remote representatives each maintain a local list of free records, and only make requests to the home cluster representative when the local list is exhausted or overflows.

The persistent storage object class does not necessarily define what the representative classes will be. An example is the Naming LSO class used to maintain HURRICANE directories. All directories are stored on disk in a common format, and hence a common LSO class is used for all of the directories. However, the policy used to cache naming data should be determined on a per-directory basis, since different directories have different access patterns. Hence, the class of the representative storage objects should be specific to the LSO and not the LSO class. In this case, the representative storage object class to be used is specified by an instantiation parameter to the Naming LSO.

7.2.3 Policies based on Hierarchical Clustering

Part of the attraction of Hierarchical Clustering is that it provides a convenient framework for invoking file system policies. We intend to use this framework for both disk load balancing and locality-management policies.

---

3 The home cluster of a storage object is the cluster that contains the home disk of the object map that references it, where, as described in Chapter 4, the home disk is identified using the omap field of the token.

4 For composite PSOs, the remote representative class is derived from the PSO class, and only the code to distribute update requests is new to the representative class.
In the case of load balancing, HFS will maintain both long and short term statistics on the aggregate disk load of the clusters and super clusters. This information can be used by replication and checkpointing PSOs in order to direct I/O requests to the least loaded clusters. This information can also be used when a new file is created so that the persistent storage objects of the file are allocated from lightly loaded clusters.

Disk-load information may also be useful to other system services. For example, the system scheduler may use this information when scheduling applications with large data sets that do not fit in memory. If such an application is scheduled to a cluster with low disk utilization, then the files that back the application’s memory would be allocated from local disks, and the I/O demands of the application can be met from local rather than remote disks.

Clustering also provides a framework for invoking policies that manage locality. For example, when the policy being used by a checkpointing PSO is to direct writes to the most local sub-object, the clustering hierarchy can be used to make a simple definition of “local” (i.e., in same cluster, in same super cluster, etc.).

\[\text{We expect to maintain these statistics in memory that can be mapped into applications address spaces, so that the application-level library can at low cost exploit this information.}\]
Chapter 8

Fault tolerance

On a very large system, the file system must be able to tolerate and/or recover from component failures in a timely fashion. A parallel supercomputer, made up of many processors, disks, memory banks and network segments, can expect the relatively frequent failure of individual components. With most current systems, the failure of any single component results in the system crashing. Much of the state of a file system persists across a system crash, and must be restored to a consistent state after a system crash. Also, to allow files that contain important information to survive disk failures, the file system must be able to maintain the files, and all file system state required to access them, with redundancy.

This chapter considers two issues: First, how to maintain the state that is needed to recover from disk failures; Second, how to quickly restore the file system to some consistent state after a system crash.

8.1 Maintaining redundant information

HFS maintains redundancy on a per-file basis, where the degree of redundancy and the technique used to maintain the redundant state can vary for different files. This is in contrast to the most commonly used hardware technique, namely RAID-5, where redundancy is maintained on a system wide basis.

There are several advantages of the approach used by HFS over RAID-5. First, we can define a HFS file with no redundancy, to reduce overhead. This is important because for many supercomputer applications I/O is primarily due to insufficient main memory to contain the application’s working set (Section 2.5.1) and it is typically not necessary for the files used for this I/O to be fault tolerant. Second, the policy used to maintain redundancy for an HFS file can be tuned to the expected access pattern of the applications that will use it. For example, the number of data blocks used to calculate a parity block can be chosen to match the expected size of write operations. Also, replication can be used if read operations dominate, or if there is excess disk bandwidth. Finally, a RAID-5 disk array stripes data in a fixed fashion across the disks, while an HFS file can be distributed across the disks in a wide variety of ways.

If the file system stores a file with redundancy, then it must also store the meta-data of that file redundantly to be able to recover the file on a disk failure. The relevant meta-data is the member data of the persistent storage objects that implement the file, and the object map that maintains the type and location of the persistent storage objects. Most persistent storage objects are stored on disk by other persistent storage objects, and a single persistent storage object can store the object data of a large number of other objects. Hence, the policies used for storing file data, including policies for maintaining redundancy, can also be used for object member data. When creating the file, the application can select the persistent object that will store the objects that implement the file, and hence the policy (if any) used to maintain this information redundantly. In this case, it is important that many objects can be stored by a single object, because it means that the cost of maintaining redundancy can be amortized over a large amount of data and meta-data.1

We plan to provide a per-cluster file for logging each modification to the object map. This file will be striped with distributed parity across the disks connected to the cluster. A similar approach is used by the Zebra file system [51], which combines ideas from log-structured file systems and RAID-5 to maintain file data and meta-data for a distributed system in a fault tolerant fashion.

---

1 Because the data of small files is stored directly in the member data of a small-data PSO, and the small-data PSO is in turn stored by another PSO, small files can also be efficiently stored redundantly by HFS.
Our prototype environment has a small number of disks. Hence, while we have implemented much of the functionality needed to maintain files redundantly, we have not implemented the functionality needed to recover from disk failure given this redundancy.

### 8.2 Fast crash recovery

When a system crashes, the file system must restore its persistent information to some consistent state, where the state is consistent if all files referenced by directories exist, all files are referred to by some directory, the disk blocks referenced by a file are not marked free, etc. Most file systems do this by performing the time consuming task of examining all the file system state and repairing it if necessary. One of our goals with HFS was to make the task of recovering from a system crash very fast, so that we could restore the file system to some consistent state within seconds of a reboot. Fast crash recovery is important for shared-memory multiprocessors, because to our knowledge no current system is designed to survive component failures. Also, from a pragmatic perspective, our file system is part of an experimental operating system running on experimental hardware, so fast reboots are important.

The log structured file system [97, 110] can recover from crashes quickly. It appends all file system state to the end of a log. Whenever data is flushed to disk, the log structured file system first appends file data, then file meta-data, and finally the superblock to the log. Each superblock refers to a fully consistent snapshot of the file system. If the file system crashes before the superblock is written, then the file system can recover the most recent consistent version of the file system by retrieving the previous superblock. To allow recovery from crashes while writing a superblock, two copies of the superblock are kept on disk, each with a different timestamp. On a system crash, the superblock with the most recent timestamp is the one recovered.

There are disadvantages to the approach taken by the log structured file system. All file data and meta-data are appended in a system specific fashion to the end of a log, allowing for no file specific policies for writing file data or meta-data. Also, it requires that a segment cleaner run periodically to de-fragment the disk by collecting disk data from several fragmented segments into a single non-fragmented segment. Even if a large portion of the disk space is unused, it may be inaccessible until the segment cleaner runs.

Our strategy for incorporating fast crash recovery in HFS is based on the realization that the log part of the log structured file system was not necessary for fault recovery, and that the log is the cause of the disadvantages stated above. For fault recovery, it is only necessary to avoid overwriting file system meta-data until it is certain that it will no longer be needed, that is, until the superblock has been flushed to disk. This means that the file system must store file system meta-data to a free location (irrespective of its previous location on disk), and ensure that the previous copy of the meta-data not be freed until it is no longer needed.

Therefore, HFS ultimately stores all storage-object member data and object-map data on disk using random access PSOs that have the attribute that data is always written to a new location. Also, HFS ensures that freed blocks are not made available for re-allocation until the superblock has been written to disk.

All object data and object-map data is flushed to disk before the superblock is flushed to disk. This ordering ensures that the superblock refers to a consistent file system. As an optimization, HFS goes through two phases during a flush operation. In the first phase, it flushes all meta-data, but services new application requests that might modify the cached meta-data. In the second phase, it flushes meta-data again, during which time any application requests that modify meta-data are not serviced. Once the second phase is complete, HFS writes out all superblock information.

In our current implementation, two copies of superblock information are maintained on each disk. Because HFS spans multiple disks, when recovering from a system crash the system must restore consistent superblocks on each disk. Hence, associated with each superblock is a system wide version number. On crash recovery, the system examines the version numbers on all disks, and the latest version common to all disks is selected as the version of the system to restore. Note, that this means that a new superblock cannot be written to a disk until all other disks have written the previous superblock.

We would like to allow the file state to be flushed to disk independently on each cluster of a large system, so that it can be done when the disks on a cluster are not heavily used. Also, we would like the file system to be able to recover partial file system state, that is, recover any files whose state is complete. Distributed flushing and partial recovery are topics for future research.
Chapter 9

Evaluation

The best way to evaluate a file system whose goal is performance is to implement the file system and measure its performance. Section 9.1 describes the goals and status of our implementation of the HURRICANE File System (HFS). Section 9.2 compares the performance of the Alloc Stream Facility (ASF), the application-level library of HFS, to native application-level I/O facilities on a number of Unix platforms. Section 9.3 uses synthetic benchmarks to evaluate the performance of HFS on HURRICANE/HECTOR.

9.1 Implementation goals and status

The goals of our implementation are to demonstrate: 1) that the full HFS architecture can be implemented, 2) that the HFS architecture provides flexibility at low overhead, and 3) that flexibility, low overhead, and cooperation with the application are all important to deliver to a wide variety of applications the full I/O bandwidth of a parallel supercomputer. Time did not permit us to implement all of HFS, in part because the file system was designed to have more functionality than any existing file system, and in part because it was necessary to first implement all of the surrounding infrastructure (e.g., disk controller hardware, device drivers, other I/O services, etc.) before we could begin implementing the file system. We first describe the current status of our implementation and then argue why our existing implementation is sufficient to meet the above goals.

9.1.1 Implementation status

Of the three HFS layers described in Chapter 3, we have concentrated on the physical-server layer and the application-level library. Our implementation of the logical-server layer, which is not in the critical path of most read and write requests, is incomplete.

For the physical-server layer, we have implemented all the functionality described in Chapter 5 that is not specific to Physical-level Storage Object (PSO) classes, except for the authentication hash table described in Section 5.6.3. We have complete implementations of the three basic PSO classes, the fixed-sized-record-store read/write PSO class, and the distribution and striped-data composite PSO classes.

For the application-level library, we have implemented all the functionality described in Chapter 6 that is not specific to Application-level Storage Object (ASO) classes, except for automatic instantiation of default ASOs. We have implemented many of stream-specific ASO classes, a sequential-locking ASO class, and an ASO class for line buffered streams.

Our implementation of the application-level library of HFS, called the Alloc Stream Facility (ASF), has been ported to a number of UNIX systems, including SunOS [63], IRIX [118], AIX [91], and HP-UX [133]. In addition to the Alloc Stream Interface (ASI), our implementation exports the UNIX I/O and stdout I/O interfaces. We have had requests for ASF from many researchers and from dozens of companies, and ASF has been adopted by TERA computer [2] as the I/O library for their parallel supercomputer.

Our implementation of HFS uses mapped-file I/O to minimize copying costs, and hence the HURRICANE memory manager is involved in most requests to read and write file data. We extended the HURRICANE memory manager to support prefetch operations that allow ASF to request a (potentially) large number of pages to be asynchronously...
fetched from disk. Limitations of the HURRICANE memory manager that we have not addressed are the facts that: 1) flushing dirty pages to the file system is inefficient, and 2) there is no way to obtain contiguous physical page frames so that contiguous disk blocks can be read from disk using a single disk request. Fixing these limitations would involve modifying fundamental data structures of the memory manager.

We have not yet implemented the extensions for clustering HFS described in Chapter 7, but have implemented the fast crash recovery technique described in Chapter 8. Since incorporating this feature into the file system, it has never been necessary to reformat the disks because of the system crashing. Also, this feature was useful for file system debugging. A debug mode was added to the file system which gives the user control over when the superblock is written to disk. With this feature, it is possible to ensure that the file system is recoverable to a previous state even if a bug in the file system (being debugged) writes corrupt file system state to the disks.

9.1.2 Meeting implementation goals

We believe that our existing implementation demonstrates that the full HFS architecture is implementable. For the physical-server layer and application-level library, we have gained sufficient experience to be confident that all storage object classes described in the previous chapters can be implemented without requiring major changes to either the common storage object interfaces or the code for these layers that is not class-specific. While we have less experience with the logical-server layer of HFS, we are also less concerned about this layer, since it is not heavily involved when reading and writing file data, and hence is not performance-critical.

Our existing implementation is sufficient to demonstrate how the architectural choices we have made affect file-system overhead. The three most important of these choices are: 1) implementing files using a possibly large number of simple building blocks, 2) maximizing the functionality of the file system implemented in the application address space, and 3) relying on the use of mapped-file I/O for transferring file data into the application address space. In the later sections of this chapter, we show that there is little overhead when a file is implemented using multiple layers of storage objects, that implementing file system functionality in the application address space can substantially improve performance, and that mapped-file I/O can be used to efficiently deliver file data to the application address space, both when the data is available in the file cache and when it has to be read from disk. We show that for several access patterns, HFS delivers the full disk bandwidth to the application, implying that the file system imposes negligible I/O overhead of its own for these access patterns. Moreover, we show that the processing overhead required by the file system to deliver this performance is very low compared to the other costs required for I/O, such as the memory management overhead and the memory bandwidth consumed by the I/O.

The final goal for our implementation was to demonstrate that flexibility, low overhead, and cooperation with the application are all important to deliver the full I/O bandwidth of a parallel supercomputer to a wide variety of applications. We will show that the flexibility currently provided is important for some access patterns. However, we believe that the only true way to demonstrate that the flexibility of HFS can be usefully exploited by applications is to have real applications use the file system. While we have no results for applications written to exploit HFS, our implementation is now stable enough for application development.\(^1\)

9.2 ASF under Unix

One of the major difficulties in trying to evaluate a file system (or any other component of an operating system) is that it is seldom possible to make direct comparisons between competing alternatives, since the alternatives are typically implemented as a part of a different operating system and on a different hardware platform.

We ported ASF to a variety of Unix platforms, in part to illustrate our claim that the flexibility of our approach makes the file system readily portable, and in part because it allows a portion of the file system to be directly compared to alternatives. We compare the performance of the Alloc Stream Facility against the original stdio and Unix I/O facilities already available on three systems: an IBM R6000/350 system with 32 MBytes of main memory running AIX Version 3.2, a Sun 4/40 with 12 MBytes of main memory running SunOS version 4.1.1, and a SGI Iris 4D/240S with 64 MBytes of main memory running IRIX System V release 3.3.1. To make this comparison, we measured the time to execute:

---

\(^1\) While the file system as a whole has only recently become stable enough for application development, ASF has been the only I/O library on HURRICANE for the last four years and is in daily use. HFS is currently being used by two other researchers working on HURRICANE/HECTOR.
Figure 9.1: Speedup of stdio applications that are 1) linked to the Alloc Stream Facility and 2) modified to use ASI. Diff compares the contents of two files (identical in our experiments); compress and uncompress use adaptive Lempel-Ziv coding to respectively compress and uncompress files; cut is a Unix filter that removes selected fields from the input file and writes the result to an output file.

1. several programs that use stdio and Unix I/O linked to each systems installed facilities;

2. the same programs, with no source code modifications, linked to ASF (so that they use the stdio and emulated Unix I/O interfaces); and

3. the same programs, with source code modified to use the ASI interface directly.\(^2\)

Each system on which we performed these experiments had its own standard configuration of ASF. The standard configuration on the AIX system uses mapped files based on *shmget* for both input and output.\(^3\) The standard configuration on the SunOS system uses mapped files based on *mmap* for input and output. The standard configuration on the IRIX system uses mapped files based on *mmap* for input and uses Unix I/O for output. For comparison purposes, we also present the performance of each experiment when the facility is configured to use Unix I/O system calls for both input and output.

Results for each program are given in terms of speedup relative to the same program linked to the machine’s installed facilities — that is, the time to run the program linked to the installed facilities divided by the time to run the program using ASF. In these experiments all input and output was directed to files. The numbers we present indicate the expected speedup on an idle system with all file data available in the main memory file cache. To obtain these numbers, we ran each experiment many times. To subtract away the impact of any disk I/O and other applications, we present the smallest numbers measured. If a small number of outliers are ignored, then the average of the many runs was within 10% of the minimum number we use.

**stdio applications**

Figure 9.1 shows the speedup of several standard Unix programs that use stdio. The programs linked to ASF perform at least as well as those linked to the installed system libraries, and in some cases significantly better. For example, diff runs in less then half the time when linked to the Alloc Stream Facility on the AIX system. The major reason for the improved performance is the use of mapped files.

\(^2\) Only minor changes to the programs were necessary to adapt them to ASI, typically affecting fewer than 10 lines of code.

\(^3\) In the case of a file opened for write-only access, we first attempt to open it for read/write access to allow the file to be mapped into the application address space, and if this fails we open it for write-only access and use Unix I/O write operations to modify the file.
Table 9.1 shows the speedup of stdio applications when ASF is configured to use Unix I/O for both input and output. In this case, unmodified stdio applications linked to our facility do not, in general, perform better than when linked to the installed stdio. This behavior is expected, because the ASF stdio implementation using Unix I/O is similar to the implementation of native stdio facilities. However, if the applications are modified to use ASI, then they again perform better in several cases.

9.2.1 Unix I/O applications

The Unix I/O interface is specific to the Unix operating system, and for portability reasons, its direct use is generally considered poor programming practice. However, I/O-intensive Unix programs that do large-grain I/O often use the Unix I/O interface for performance reasons, because stdio entails an extra level of copying.

Figure 9.2 shows the performance of four standard Unix programs that use Unix I/O. Surprisingly, these programs unmodified and linked in to ASF so that they use emulated Unix I/O often perform better than if they use Unix I/O directly. For example, cp is almost twice as fast when linked to ASF on the AIX system. Thus, on some systems our
application-level library implements the Unix I/O interface more efficiently than the operating system. Moreover, the performance of these Unix I/O applications improves further when modified to use the Alloc Stream Interface. For example, cp modified to use ASI runs 2.4 times faster than the original Unix-I/O based version on the AIX system. As expected, unmodified Unix I/O programs that use the emulated Unix I/O interface of ASF perform significantly worse when the facility is configured to use Unix I/O. This is shown in Table 9.2. This behavior is expected, because the emulated Unix I/O interface implemented by the application-level library introduces extra overhead. However, we found it surprising that in most cases the original Unix I/O applications could be modified to use ASI (a high level interface) with almost no performance penalty.

### 9.2.2 Caveats

Locking was disabled for all the experiments performed on Unix systems. This was fair on the AIX and SunOS systems, where the installed versions of stdio did not do locking. However, the comparison of ASF to the installed stdio on IRIX, where locking was performed, may not be fair. An important example of where the comparison to the IRIX system was not fair is the compress and uncompress programs, where the overhead of locking in the installed version of the putc and getc macros is probably quite high [57].

We have generally made every effort to ensure that the comparisons to installed facilities are fair, but it is difficult to be certain they are. For example, we do not know what size buffer was used by the installed versions of stdio that we compare against. The default buffer size used by ASF for accessing a file was the buffer size returned by lstat if available, or otherwise, the BUFSIZ specified in the installed stdio.h file.

### 9.3 HFS under HURRICANE

We have implemented HFS as a part of the HURRICANE operating system running on the HECTOR shared-memory multiprocessor. Section 9.3.1 shows some of the basic file system, disk, and memory management overheads for I/O on this system. Section 9.3.2 demonstrates the performance of the file system for a simple non-I/O stress test. The performance of the file system for two different I/O bound workloads is demonstrated in Sections 9.3.3 and 9.3.4. Finally, Section 9.3.5 shows the file system overhead when many storage objects were used to implement a file.

#### 9.3.1 Basic timings

We present basic performance measurements of the disks on our system, describe the various system software costs of I/O, and show the basic performance of the file system.

### I/O hardware

Seven Conner CP3200 disks are connected to the HECTOR prototype. The specifications for these disks are given in Table 9.3 [24]. The on-disk controller sequentially prefetches disk blocks into the on-disk cache. If we assume data is transferred from the disk at the maximum rate for 8 tracks (given 8 heads), and take the rotational latency and the

### Table 9.2: Speedup of Unix I/O applications when ASF is configured to use Unix I/O for both input and output.

<table>
<thead>
<tr>
<th>appl.</th>
<th>Unix I/O</th>
<th>ASI</th>
<th>Unix I/O</th>
<th>ASI</th>
<th>Unix I/O</th>
<th>ASI</th>
</tr>
</thead>
<tbody>
<tr>
<td>cmp</td>
<td>0.88</td>
<td>0.97</td>
<td>0.80</td>
<td>0.97</td>
<td>0.84</td>
<td>0.99</td>
</tr>
<tr>
<td>wc</td>
<td>0.92</td>
<td>0.97</td>
<td>0.87</td>
<td>1.00</td>
<td>0.89</td>
<td>0.99</td>
</tr>
<tr>
<td>cat</td>
<td>0.85</td>
<td>1.00</td>
<td>1.08</td>
<td>1.13</td>
<td>0.73</td>
<td>0.85</td>
</tr>
<tr>
<td>cp</td>
<td>0.83</td>
<td>0.95</td>
<td>0.97</td>
<td>0.99</td>
<td>0.71</td>
<td>0.83</td>
</tr>
</tbody>
</table>

As expected, unmodified Unix I/O programs that use the emulated Unix I/O interface of ASF perform significantly worse when the facility is configured to use Unix I/O. This is shown in Table 9.2. This behavior is expected, because the emulated Unix I/O interface implemented by the application-level library introduces extra overhead. However, we found it surprising that in most cases the original Unix I/O applications could be modified to use ASI (a high level interface) with almost no performance penalty.
Table 9.3: Connors CP3200 disk drive specifications.

<table>
<thead>
<tr>
<th>characteristic</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>track to track seek time</td>
<td>5 msec</td>
</tr>
<tr>
<td>rotational speed</td>
<td>3485 RPM</td>
</tr>
<tr>
<td>average rotational latency</td>
<td>8.61 msec</td>
</tr>
<tr>
<td>disk block size</td>
<td>512 bytes</td>
</tr>
<tr>
<td>blocks per track</td>
<td>38</td>
</tr>
<tr>
<td>buffer size</td>
<td>64 KBytes</td>
</tr>
<tr>
<td>transfer rate from media</td>
<td>1.5 MBytes/sec</td>
</tr>
<tr>
<td>transfer rate from cache</td>
<td>4 MBytes/sec</td>
</tr>
<tr>
<td>controller overhead</td>
<td>1 msec</td>
</tr>
<tr>
<td>number of heads</td>
<td>8</td>
</tr>
</tbody>
</table>

track-to-track seek time of the disk into account (ignoring any cache and controller overhead), then we can expect about 1 MBytes/sec transfer rate for sequential accesses. In practice, we expect cache and controller overhead to reduce this transfer rate further.

On HECTOR, disks are connected directly to processors. Requests to a disk must be initiated by the local processor and all disk interrupts are serviced by that processor. Disks can DMA data to or from any memory module in the system. When a disk reads or writes memory (local or remote) the local processor is blocked from making any memory accesses.

Figure 9.3 shows the maximum throughput of a disk on our system in KBytes/sec and msecs/disk block for different block sizes. To avoid interrupt overhead, we obtained these measurements by polling a register on the SCSI controller that indicates whether an I/O operation has completed. While this experiment avoided the overhead of interrupts, polling the register interfered with the DMA memory accesses by the disk. Best performance was obtained by spinning on a processor register for about 20 \( \mu \text{s} \) between successive reads of the controller register.

Figure 9.3(a) shows that the maximum performance obtained from the disk was about 720KBytes/sec. This maximum performance was obtained by making requests larger than 5KBytes and is independent of the memory to which the request is directed. Unfortunately, the performance was worse when 4KByte disk blocks (the memory manager page size on HURRICANE) were used. Moreover, the performance for 4KByte blocks depends on the target memory; the cost varies from 640 KBytes per-second, to 670 KBytes per-second and 712 KBytes per-second, depending on whether the request was to remote, on-station, or local memory.

Figure 9.3(c) shows that the location of the target memory affected performance when data in the on-disk cache is being accessed. The maximum rate to local, on-station and off-station memory was 1.89, 1.8, and 1.63 MBytes/sec, respectively. For a 4KByte block, the rates were 824, 795 and 780 KBytes/sec, respectively. From this figure, we can calculate that the basic overhead to initiate a disk request was slightly larger that 1.5 msec, which means that when a disk was transferring a disk block to nearby memory the transfer rate was over 2MBytes/sec. Since 2 MBytes/sec is a major portion of the memory bandwidth of a HECTOR memory module, and since the memory modules do not buffer requests,\(^4\) we can expect that when a disk is transferring a disk block to a memory module any processor accessing that memory module will be significantly delayed.

In the remainder of this section, we present measurements of the software overhead for various file system, memory management and micro-kernel operations required for I/O. The numbers were obtained either using a microsecond timer with 10-cycle overhead or by measuring the time to repeat many similar requests. All reported times are for the uncontended case; in the case of memory or lock contention, performance can get arbitrarily worse. In some cases, performance can vary substantially depending on the locality of the data used by the file system or memory manager to service the request.

\(^4\)If a memory access is to a busy memory module, the requesting processor retries the request with, for several retries, a retry time that doubles every time the request fails.
Figure 9.3: Basic performance of Connors CP3200 disk on HECTOR for different block sizes. Figures (a) and (b) show the performance for sequential requests. Figures (c) and (d) show the disk performance when the same block is repeatedly read, and therefore can be expected to be found in the on-disk cache. Solid lines show performance for requests that are directed to off-station memory. Dashed lines show performance for on-station requests, dotted lines show performance for on-processor module requests. The vertical dotted lines indicate the performance for 4096 byte disk block requests, corresponding to the HURRICANE page size.
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**PPC overhead**

The cost on HURRICANE to make a PPC request between two application address spaces varies between 35 and 70 $\mu$sec depending on how much of the state required for the PPC is in the processor cache. The 88100 TLB has a single supervisor and a single application context. Hence, an application-to-application PPC requires the flushing of the application context from the TLB, with a cost dependent on the amount of application context that must be re-loaded when the application continues. Repeated application PPC requests to the kernel, since they do not require flushing of the TLB, are about 10 $\mu$sec less expensive than application-to-application requests. PPC forward takes between 30 and 70 $\mu$secs.

**File system overhead**

The time for the file system to enqueue and respond to a readpage request from the memory manager is 80 $\mu$sec in the best case. This best case occurs when the disk is busy and when the file is implemented by a single basic storage object that directly identifies the disk block containing the additional data. The per-object overhead is on average about 20 $\mu$sec for most types of storage objects if they are in the meta-data cache. Roughly half of this cost is due to the overhead of locating and locking the entry in the meta-data cache and the remainder is object-specific. If multiple entries hash to the same entry in the hash table, then the cost to access an entry increases depending on the length of the hash chain. For some storage objects, the per-object overhead depends on the block being accessed. For example, for a basic extent-based storage object the overhead can grow to 40 $\mu$sec if the block is part of the last extent referenced by the object.

When requests are queued for the disk, the file system, on the handling of a disk interrupt (corresponding to the last request), takes about 50 $\mu$sec to initiate the next request to the disk. When no requests are queued, the file system takes about 50 $\mu$sec to initiate a message to the memory manager indicating that the request has completed on an interrupt from the disk.

When a disk is idle, the per-disk BFS process for that disk must be awakened to initiate a new disk request (Section 4.2). The time to make the wakeup request to the HURRICANE micro-kernel varies between 200 $\mu$sec and 600 $\mu$sec, depending on the position of the process in the delay queue. The time from when the wakeup request completes to when the per-disk BFS process begins executing is 40 $\mu$sec on average if the processor is idle. If another process is running on that processor, then (assuming the file system has a higher priority than the running process) the file system process will be scheduled to run at the next timer interrupt, which occurs every 10 msec.

**Memory management overhead**

The memory-management overhead to handle a read-page fault when the page is in the file cache is on average 200 $\mu$sec on a 16 processor system. If the data is not in the file cache, the memory-manager overhead to initiate a request to the file system is about 800 $\mu$sec. The memory management overhead for a prefetch request is 60 $\mu$sec per request and an additional 200 $\mu$sec per page if the page is not in memory, 30 $\mu$sec per page if the page is in memory but not in the local page table, and 10 $\mu$sec per page if the page is already in the local page table.

When an application makes a prefetch request to the memory manager, it specifies a region of virtual memory, and a single PPC operation can request an unlimited number of file blocks. When the memory manager makes a prefetch request to the file system, it specifies the offset of the first file block in the file, and for each file block the address of the target physical page frame. In our implementation, the maximum number of file blocks the memory manager can request from the file system using a single PPC operation is limited to five.

**Basic file system performance**

To measure how much of a disk’s bandwidth the file system can deliver to a simple application, we created a file implemented by a single extent-based PSO on a single disk. We then measured the performance when a single process reads data into memory local to the disk, on-station memory, and off-station memory. The data rate delivered to the application varies between 515 and 540 KBytes/second. There are two reasons for this poor performance. First, whenever a request is sent to the disk, the disk is idle, so the file system incurs the overhead to wake up the per-disk BFS process to initiate the I/O request to the disk. Second, since there is no request waiting for the disk when a request completes, there is a large latency between the time a request completes and the next request is sent to the disk.
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We ran the same experiment as above but with the reading process always issuing a `prefetch` request to the page succeeding the page it is about to access. In this case, the file system delivers to the application between 640 and 712 KBytes/sec, depending on the target memory. This corresponds to 100% of the available disk bandwidth given the `HURRICANE` page size. Even with prefetching, there is some delay between the time a disk request completes and the next request arrives. This delay is about 200 µsecs and includes the time to preempt the running process, the file system overhead, and the PPC costs. The reason this delay does not degrade performance is that the disk prefetches data into the on-disk cache. Hence, the disk can tolerate some delay between a request completing and a new request being initiated without loss of performance.

9.3.2 Logical file system operations

Figure 9.4 shows the throughput and speedup when \( n \) processes make repeated requests to the file system to obtain the length of an open file. In the uncontended case this operation takes 72.5 µsec on average. Depending on the locality of the requesting process, the process description of the requesting process, the memory containing the hash chain being accessed, and the memory containing the meta-data cache entry, this operation can take as little as 67 µsec or as much as 73 µsec. About 35 µsec of this cost is attributable to the PPC request and the remainder is due to the file system.

To ensure that all processes were making requests concurrently, the numbers shown in Figure 9.4 were obtained by having the processes execute 90000 repetitions and measuring the time between repetition 30000 and 60000. If all requests are to the same file, then the file system saturates at about four processes. If each process accesses a different file then the file system delivers nearly linear speedup until around eleven processes. For sixteen processes the speedup is 15.59.

When multiple processes query the lengths of different files there are no shared locks unless the objects happen to hash to the same entry in the meta-data cache hash table (which does not occur in this example). Linear speedup is not entirely achieved because of memory contention, which is made up of three parts. First, some of the uncached file-system state is located in a single memory module. Second, some of the locks that need to be acquired to service different requests are on the same memory modules. Finally, while file system state is distributed round-robin across the memory modules to balance the load of the file system on the memory modules, the file system must access several

---

5 Most of this uncached file state is cacheable, but may not be in the cache because of cache line conflicts.

6 Having multiple locks on the same memory module can cause a performance problem on `HECTOR`. When a remote processor executes an atomic `SWAP` operation to a memory module, all other `SWAP` operations are excluded from accessing any part of the memory module until the first processor has completed the two remote memory accesses needed for the `SWAP`. 

---

Figure 9.4: Throughput and speedup of concurrent requests to obtain the length of a file. The solid line shows the performance when all requests are directed to a single file. The dashed line shows the performance when each requester is directing requests to a different file.
data structures to satisfy the file length requests, and hence requests by different processes access some of the same memory modules, leading to some contention.

We believe that if HECTOR had hardware-supported cache coherence then the file system would perform better with a single process repeatedly making file length requests and would exhibit perfect speedup for multiple processes making these requests. Since each process repeatedly makes request to the same file, there is temporal locality between the processors and the file system state needed to satisfy the processes requests. With cache coherence this temporal locality would automatically be exploited by the hardware.

9.3.3 Parallel file access

This section shows the performance of HFS for when up to 7 processes of an application concurrently access the file shown in Figure 9.5. The file is implemented using a composite distribution PSO with seven sub-objects, where each of the sub-objects is a basic extent-based PSO on a different disk. Each of the processes of the application access one of the per-disk portions of the file sequentially. The data is read into pages distributed round-robin across the memory modules.

The file system delivers 522 KBytes/sec of data to a single application process with no prefetching. With seven processes the speedup is 6.89 (Figure 9.6). We believe that the degradation is primarily due to delay queue management in the HURRICANE micro-kernel. For this experiment, each disk request is made to an idle disk, and hence the per-disk BFS process must be awakened to initiate each request to the disk.

With prefetching, the file system delivers 646.6 KBytes/sec of data to a single application process. In this case, the speedup for seven processes is perfect. The perfect speedup does not imply that there is no lock or memory contention, but that any increase in overhead is entirely hidden by the cost of accessing the disk. As stated earlier, the disk can handle some latency between requests without any performance degradation, since it uses that time to prefetch disk blocks into its on-disk cache.

9.3.4 Sequential file access of a striped file

In this section, we evaluate the performance of HFS when an application accesses a file whose file blocks are striped round-robin across the disks. The file is implemented using a composite striped-data PSO with seven sub-objects. The sub-objects are basic extent-based PSOs, each local to a different disk (Fig. 9.7).
Figure 9.6: Throughput and speedup for concurrent reads of a distributed extent-based file. The solid line shows the performance with no prefetching. The dashed line shows the performance with prefetching of a single block.

Figure 9.7: Structure of a file striped across seven disks.
Performance without prefetching

With no prefetching, the maximum total transfer rate from all seven disks is 640 KBytes/sec, which is better than when a single process accesses a file stored on a single disk. We would have expected the performance to be the same, since there is never more than one request outstanding at a time. However, because requests are made to each disk in turn, each disk has a long time to prefetch data into its on-disk cache between successive requests to that disk.

Overhead of prefetching

The software overhead of prefetching can have a substantial impact on performance. Figure 9.8 shows the per-block processing overhead to execute `prefetch` requests — i.e., the system response time for an application `prefetch` request divided by the number of blocks requested. Recall that `prefetch` requests are for sequential file blocks, and in this case a `prefetch` request of \( n \) blocks will be for file blocks on \( n \mod 7 \) disks.

When a disk is idle, the time to execute a single block `prefetch` request is on average 1243 μsec, where about 620 μsec is attributable to delay queue management (to wake up the per-disk BFS process), 260 μsec to the memory manager, 120 μsec to the file system, and about 140 μsec to PPC operations. For comparison, the time to read a 4 KByte disk block is about 3900 μsec when disk blocks are being sequentially read from the disk. Hence, for single block `prefetch` requests to an idle disk, the processing overhead of `prefetch` requests is almost 1/3 the cost of reading a disk block.

If the application issues larger `prefetch` requests, then the per-block overhead drops. This drop is in part because the overhead of the `prefetch` request and the cost of crossing address spaces is amortized over a larger number of blocks. Another contributing factor for the drop in overhead is that for large requests the disks are still busy when the last set of blocks requested are enqueued to the disks, and hence there is no need to wake up the per-disk BFS process. The per-block overhead drops to 387 μsec for a `prefetch` request of 30 blocks. Local minimums occur at multiples of 5 blocks, since the memory manager makes requests to the file system in PPC requests for up to 5 blocks. The time per-block for a 5 block `prefetch` request is 640 μsec.

If the disks are busy when a prefetch request is initiated, then the time for a single block `prefetch` request is on average 621 μsec. The per-block time for a 5 block `prefetch` request to busy disks is 337 μsec, and for a 30 block `prefetch` request the time decreases slightly to just under 320 μsec.
Figure 9.9: Throughput in KBytes/sec and msec/block with prefetching for a file striped across seven disks. Figures a and b show the throughput when the prefetch amount is set to 1 or 5 and the prefetch distance is varied from 0 to 30. Figures c and d show performance when the prefetch distance is fixed to 1, 7, 8, or 14 and the prefetch amount is varied from 0 to 30.
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Performance with prefetching

Figure 9.9 shows the I/O performance for a test program that reads a file striped across seven disks with different types of prefetching. The prefetching is determined by two parameters: \( \text{pref}_\text{amt} \) is the number of pages (i.e., file system blocks) that the application requests on each prefetch, and \( \text{pref}_\text{dist} \) is how far (in pages) in advance of the current offset that prefetch requests will be made. In these experiments, the application issues a single prefetch request for \( \text{pref}_\text{amt} \) plus \( \text{pref}_\text{dist} \) pages before the first access to a page.

Figure 9.9(a) and 9.9(b) show the throughput in KBytes/sec and msecs/page as seen by the application for different values of \( \text{pref}_\text{dist} \) when \( \text{pref}_\text{amt} \) is set to 1 or 5. With \( \text{pref}_\text{dist} \) set to 1, as \( \text{pref}_\text{dist} \) is increased from 0 to 6 performance initially improves linearly and then improves at a slower rate. The reason performance does not increase linearly for this entire range is that the time between successive requests to each disk decreases, and hence each disk has less time to prefetch data into its on-disk cache between successive requests. After 7, further increases in the \( \text{pref}_\text{dist} \) continues to result in a gradual improvement in performance, because it is more common for a disk to be busy when a new request to that disk arrives, and hence it is less common to have to wake up the per-disk BFS process.

With \( \text{pref}_\text{amt} \) set to five, there is a discontinuity in the performance when \( \text{pref}_\text{dist} \) changes from 4 to 5. In fact, for \( \text{pref}_\text{dist} \) of 4, performance is worse when \( \text{pref}_\text{amt} \) is 5 than when \( \text{pref}_\text{amt} \) is 1. For small values of \( \text{pref}_\text{dist} \) and \( \text{pref}_\text{amt} \), increasing \( \text{pref}_\text{amt} \) does not necessarily improve performance, since the application touches a larger number of pages before issuing a new prefetch request, and hence disks may be idle for longer periods of time. However, for large values of \( \text{pref}_\text{dist} \) having a larger \( \text{pref}_\text{amt} \) is advantageous, since the disks are always busy and hence increasing \( \text{pref}_\text{amt} \) reduces processing overhead. For a \( \text{pref}_\text{dist} \) set to 30 and \( \text{pref}_\text{amt} \) set to 5, the full bandwidth of the seven disks is delivered to the application.

Figures 9.9(c) and 9.9(d) show the throughput represented as KBytes/sec and msecs/page for different values of \( \text{pref}_\text{amt} \) with \( \text{pref}_\text{dist} \) set to 1, 7, 8, or 14. The figures show discontinuities similar to those of Figures 9.9(a) and 9.9(b). For example, with \( \text{pref}_\text{dist} \) set to 1, the same throughput is achieved when the \( \text{pref}_\text{amt} \) is set to 1 or 2.

These experiments show the importance of amortizing the per-request overhead of prefetch requests by having the application make requests for large amounts of file data, and in turn justifies the way HFS is layered to facilitate this. The discontinuities in Figures 9.9c and 9.9d that occur with large values of \( \text{pref}_\text{dist} \) when \( \text{pref}_\text{amt} \) is changed from 1 to 2 are because it is difficult to keep all the disks busy with a \( \text{pref}_\text{amt} \) of 1. In this case, the uncontented per-page processing time for \( \text{pref}_\text{fetch} \) is only slightly less than the average per-page response time of the disks when seven disks are kept busy handling sequential reads. Hence, if there is any further degradation due to memory contention, then the system would not be able to keep all disks busy. While with our system a \( \text{pref}_\text{amt} \) of 2 is sufficient to keep all disks busy, with more disks the minimum \( \text{pref}_\text{amt} \) needed to keep them busy will increase.

In this and the previous section we demonstrated that the file system can deliver the full disk bandwidth for two different file access patterns when the structure of the file corresponds to the application requests. In this section we showed how a single process can obtain the full disk bandwidth when reading data striped across 7 disks. In the previous section we showed how multiple processes each accessing different regions of a file can obtain the full disk bandwidth when each file region is stored on a different disk. To show how important it is to match the disk-block distribution across the disks to the access pattern of the application, we ran the parallel application described in the previous section (seven processes, each accessing a different region of the file) on the striped file used earlier in this section. The performance obtained for this experiment was in the best case less than 30% of the maximum disk bandwidth with seven disks. Similarly, when the distributed file of the previous section (consisting of seven regions, each stored on a different disk) is accessed sequentially by a single process, the maximum performance obtained is that of a single disk regardless of the \( \text{pref}_\text{dist} \) or \( \text{pref}_\text{amt} \).

9.3.5 Storage object overhead

To investigate the cost of implementing a file with many layers of storage objects, we constructed a distributed file similar to that described in Section 9.3.3 (consisting of seven regions, each stored on a different disk), except that we added 10 levels of composite distribution PSOs between the top level PSO and the basic extent based PSOs (Fig. 9.10). Each of the distribution PSOs has only a single distribution PSO sub-object, except for the bottom one, which has seven extent-based PSO sub-objects. The extra distribution PSOs are distributed round-robin across the disks. Figure 9.11 shows the file system performance with and without prefetching when up to seven processes of an application each access a different region of this file sequentially.
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Figure 9.10: Structure of a file distributed across seven disks with 10 extra layers of storage objects

Figure 9.11: Performance for multiple readers of a single distributed file, with 10 extra levels of objects. The solid line shows the performance with no prefetching. The dashed line shows the performance with prefetching of a single block.
The file system delivers 516 KBytes/sec of data to a single application process with no prefetching. This is about 1.2% worse than when no extra objects are used. This degradation is due to the file system overhead to traverse the extra objects, and amounts to about 300 \( \mu \)secs for each disk block request. The speedup with seven processes is 6.49 compared to 6.89 when no extra objects are used. It is difficult to determine the source of this degradation. One possibility is increased memory contention, since the extra objects end up being distributed across the memory modules when cached in the meta-data cache, and hence there is an increased probability the file system will need to access memory to which a disk is actively transferring data to handle a read request.

The results with prefetching were more surprising and even more difficult to explain than the case without prefetching. With a single process, the file system delivers about 659 KBytes/sec, which is better than the case with no extra objects.\(^7\) We do not have a good explanation for this result, but it is possible that some controller overhead is avoided if new requests arrive at the disk at particularly fortunate times. While the speedup with seven processes is worse than in the case with no extra objects (6.79 compared to 6.96), the absolute performance with seven processes is about the same in both cases. Hence, we are not sure if some fortunate timing is less likely, or if memory and lock contention is causing the degradation.

We conclude that the impact of implementing a file using many layers of storage objects is small. The case considered is extreme, in that the number of layers of distribution PSOs used could support a file distributed across more than eight trillion disks, and in that each of the intermediate layers was implemented by a single distribution PSO that is accessed for every I/O request. While several layers of PSOs might be required for other purposes, the 12 layers used in this example is unlikely. In any case, while some impact in performance is observable, we believe that this impact is largely due to characteristics of the HECTOR multiprocessor, including the inefficient memory system, lack of cache coherence, and mechanism used to implement atomic operations.

### 9.4 Summary of results and implementation experiences

In this chapter we describe the goals and current status of our implementation of HFS and presented performance results obtained from this implementation. On Unix platforms we demonstrated that the ASF application-level library can result in significant performance improvements for I/O bound applications. On HURRICANE/HECTOR we have demonstrated that HFS has small processing overhead compared to the other costs associated with I/O, such as the overhead for memory management, crossing protection boundaries, manipulating micro-kernel data structures, and the overhead due to the memory bandwidth consumed by disks. Also, we have demonstrated that a file can be implemented using many layers of storage objects without having a large impact on performance.

We have shown that at least some flexibility in how a file system distributes data across disks is necessary to exploit the disk bandwidth of multiple disks for parallel applications. In particular, for two access patterns we have shown that each requires a different data distribution.

HFS was designed to maximize the amount of file system functionality implemented by its application-level library. Our results on Unix systems demonstrate that implementing functionality in the application address space can result in performance improvements, where the Unix I/O interface implemented by ASF has better performance than the system-call interface implemented by the underlying operating system.

We also designed HFS to facilitate the use of mapped-file I/O. On Unix systems we have shown that mapped-file I/O can result in performance improvements over Unix I/O when accessing data in the file cache. (Further results that demonstrate this are provided in Appendix A.) Our results on HURRICANE/HECTOR shows that our design of HFS allows mapped-file I/O to be used to deliver the full disk bandwidth of multiple disks to the application address space. To the best of our knowledge, HFS is the only file system for which such results have been obtained. In section 9.3.4 we showed how important it is that the physical-layer of HFS be below the memory manager, allowing the application to make requests to prefetch a large number of contiguous file pages into memory so that the per-request overhead is amortized over a large number of disk blocks.

We believe that our current implementation is sufficient to show that the entire HFS architecture can be implemented. Also, the existence of ASF on both HURRICANE and a variety of Unix platforms demonstrates that the flexibility of our architecture makes it easy to port at least one part of the file system to a variety of platforms.

---

\(^7\)This rate is actually better than what we expect to see from the disks given the results in Section 9.3.1.
In this dissertation we have described a new file system for shared-memory multiprocessors called the HURRICANE File System (HFS), whose primary goal is to maximize I/O performance for a large set of applications. The design of HFS is based on three principles. First, a file system must support a wide variety of file structures, file-system policies and I/O interfaces to maximize performance for a wide variety of applications. Second, an application should be able to take an active role in determining the structure of its files and the policies that should be applied when its files are accessed. Third, flexibility must come with low processing and I/O overhead.

The flexibility of HFS is achieved by the use of a novel, object-oriented building-block approach, where files are implemented by combining together a (possibly large) number of simple building blocks. The building blocks, called storage objects, each define a portion of a file’s structure or implement a simple set of policies. The flexibility results both from the ability of the file system to support a large number of storage-object classes and from its ability to combine together storage objects of diverse classes.

HFS enables applications to cooperate with the file system by giving them control over the storage objects used to implement their files. This allows an application to define the internal structure of its files, as well as the policies that should be invoked when the files are accessed. For a persistent file that is accessed by different applications over time, the storage objects used can be modified at run time to conform to specific application requirements.

Three features of HFS contribute to its low overhead. First, to minimize the overhead incurred by crossing address spaces, much of the functionality of the file system is implemented at the application level. Second, to minimize copying overhead, HFS is structured to facilitate the use of mapped-file I/O. Finally, the storage-object interfaces that we have developed minimize the overhead of our building block approach by not requiring that data be copied as control passes from one storage object to another.

Two important issues for a large-scale system are scalability and fault recovery. HFS was designed from the start to be scalable, and we believe that the policy issues specific to a large scale system can be addressed without modification to our basic architecture or implementation. HFS uses a fast crash recovery technique that allows the file system to be restored to a consistent state within seconds of a reboot.

The only way to fully evaluate a file system whose goal is performance is to implement it and measure its performance. We have implemented large portions of HFS as part of the HURRICANE operating system running on the HECTOR shared-memory multiprocessor. Also, the application-level library of HFS has been ported to a number of Unix platforms. Using this implementation, we have demonstrated that the flexibility of HFS allows the full I/O bandwidth of the disks in our system to be delivered to the application address space for two different file access patterns.

While we have been able to demonstrate that our file system architecture is flexible, can give the application control over file structure and policy, and has low overhead, we have not shown that these attributes and the way we provide them are sufficient to achieve our primary goal of maximizing I/O performance for a large set of applications. We will only be able to claim that our file system meets its primary goal when a large body of applications has been written to exploit the novel features of HFS. For this reason, we placed more effort into our implementation than that required to run the simple synthetic stress tests shown in Chapter 9. HFS is now stable enough for application development.

In the remainder of this chapter, we first contrast HFS to other file systems, then describe some of the lessons we have learned from this work, and finally describe our plans for future research.
10.1 Comparison to other file systems

HFS is more flexible than other existing and proposed parallel file system of which we are aware, including CFS [105] for the Intel iPSC, sfS [83] for the CM-5, Vesta [25, 26] for the SP2, the OSF/1 file system [136], the nCUBE file system [31], the Bridge file system [35], and the Rama file system [90]. Our current implementation supports or can easily be extended to support all of the policies used by these file systems to distribute file data across the disks. In addition, HFS allows for flexibility in how file data is stored on the disks, allows for flexibility in how file system meta-data that describes a file is stored, and provides for fast crash recovery. The full implementation of HFS will have additional capabilities:

**dynamic distributions:** HFS is designed so that dynamic policies can be used to distribute requests across the disks, where the load on the disks and the location of the requesting process can be used to determine the target disk for a read or write request. All other existing parallel file systems distribute file data across the disks using static policies, where the offset of the data in the file and the file structure (or some mapping function specified in part by the application) determine the target disk.

**latency tolerance:** An application will be able to select a prefetching policy on a per-open-file instance and per-thread basis. All other existing file systems either do not prefetch file data or have a single prefetching policy invoked automatically by the file system on a per file or per open file basis.

**maintaining redundancy:** An application will be able to request on a per file basis the kind of redundancy (for fault tolerance) that should be maintained for its file’s data and meta-data. All other existing parallel file systems either do not provide for any redundancy or have a single policy that is applied uniformly to the data and meta-data of all files.

**scalability:** An application will be able to control how its file’s meta-data is cached on the nodes of a large system, and how this cached state is kept consistent. All other existing parallel file systems cache meta-data using a common policy for all files.

The full implementation of HFS will also support a variety of file system interfaces, advisory and enforced locking policies, and compression/decompression policies.

HFS differs from most other parallel file systems in that it has been designed for a shared-memory multiprocessor as opposed to a distributed-memory multicomputer. We believe that the HFS architecture would apply equally well to multicomputers, although substantial modifications to our implementation of HFS would be necessary. One open question in porting HFS to a multicomputer would be whether mapped-file I/O should be used. The fact that the OSF/1 file system for the Paragon multicomputer uses mapped-file I/O [30] suggests that it would not be a problem. However, it is not clear how the mapping facility provided by the Vesta file system [25] (where an application can impose a mapping between the bytes in the file and the order that the file system will provide these bytes to the application) can be efficiently supported for the case where the mapping requires a small amount of data to be transferred from each of a large number of pages.

Conceptually, HFS has more in common with flexible file systems designed for uniprocessors than it does with other parallel file systems. For example, stackable file systems [52] implement a file using “layer” building blocks in the same way that HFS uses storage objects. However, the goals of stackable file systems are very different from those of HFS, and hence their architectures have little in common with that of HFS. The primary goal of stackable file systems is to allow layers to be developed by independent vendors and “stacked” by a system administrator; the layers are potentially available only in binary form. Hence, a single layer is used for a large number of files, the relationship between the layers is determined for all files when the layers are mounted, and all interactions between layers must pass through the operating system kernel. In contrast, HFS storage objects are specific to a single file, the relationship between the storage objects is determined on a per-file (or per-open-file instance, or per-thread) basis, and most interactions between storage objects are between objects implemented in the same address space.

10.2 Lessons learned

In this dissertation, we justified the major architectural and implementation choices by taking into account system overhead and software engineering costs. These costs may appear obvious, but in reality they were so only in hindsight.
We recognized them by designing and implementing everything incorrectly at least once. This experience mirrors the advice given by Butler Lampson in his often cited paper “Hints for Computer System Design” [76):

Plan to throw one away: you will anyhow [10]. If there is anything new about the function of a system, the first implementation will have to be redone completely to achieve a satisfactory (i.e., acceptably small, fast, and maintainable) result. It costs a lot less if you plan to have a prototype. Unfortunately, sometimes two prototypes are needed, especially if there is a lot of innovation.

The final HFS implementation is the product of the lessons learned by: 1) implementing and measuring a prior file system that we eventually discarded, and 2) at least two re-implementations of each part of HFS. These lessons taught us that it is crucial to consider:

**copying overhead:** Our first file system implementation primarily used the traditional read/write I/O interfaces and made little use of mapped-file I/O. We only realized how important it is to minimize copying costs when we found that the majority of the time spent accessing file data in the file cache was spent copying that data, and that it was impossible to exploit the full disk bandwidth of our platform because of the processor time spent copying data and because of the memory bandwidth consumed copying data.

**function call overhead:** Our first implementation of ASF did not have the backplane layer that exploits the current buffer provided by most ASO classes to reduce the required number of function calls to ASOs. Each ASI request resulted in a function call (through a pointer indirection) to an ASO. This function call overhead made fine grain requests, such as requests for a single character, very expensive.

**overhead of crossing address space:** We originally thought that the cost to cross address spaces would be negligible compared to the overhead of a disk access. However, when the file system organizes file data on disk so that on-disk caches have high hit rates, then many disk accesses actually have low overhead. The HURRICANE PPC facility was developed when we found that it was impossible to exploit the full disk bandwidth of our system with the original messaging facility provided by HURRICANE. Even with the low overhead of PPC requests, we found that it was important to amortize the cost of crossing address spaces over several blocks by having the application make multi-block prefetch requests to the memory manager and the memory manager make multi-block prefetch requests to the BFS.

**meta-data cache overhead:** Our implementation first used a single meta-data cache, and we found that 80% of the time spent making a request to a cached persistent storage object was spent (i) locating the object member data in the cache, (ii) enqueuing and dequeuing it from various queues (e.g., the free list of the cache), and (iii) acquiring and releasing various locks. We now have multiple meta-data caches, where the caches have different locking and replacement policies, and the cache to be used for a particular storage object class is chosen to match the demands on objects of that class. For most requests and storage object classes, the time spent executing cache management code is now less than 50% of the total time taken to handle a request.

**effectiveness of processor cache:** We found that the file system cannot depend on its state remaining in the processor cache between successive requests. This increases the overhead of many operations. For example, it causes PPC operations that cross address spaces to be twice as expensive as when measured using stress tests. A large part of our implementation effort was spent developing techniques to distribute and replicate file system state across multiple memory modules to avoid memory contention; this work would have been unnecessary if the state was typically available in the processor cache. The poor cache hit rate we observed may have been due to the small caches and lack of hardware cache coherence on our experimental platform. However, it may also be the case that applications will always make use of the full processor cache and that the file system can always expect a poor cache hit rate.

**memory-bandwidth considerations:** We originally thought that memory bandwidth would not be a consideration in our implementation on a small-scale system, but found that (i) the locality of the memory to the disk has an impact on the transfer rate from the disks, and (ii) a single disk transferring data to a memory module results in significant delays to processor requests to that memory module. While disk to memory locality will always be important on large systems, more modern systems support block transfers that allow a processor to obtain the full disk transfer rate from any nearby disk. While the poor memory bandwidth of the HECTOR memory modules
(and the backoff algorithm used in the case of contention) is the cause of disk transfers slowing down processor accesses to memory, it is possible that the same effect will occur in other systems. Disks are now available that can transfer data at 20 MBytes/sec from the on-disk cache, and this rate in constantly increasing.

**code re-use:** A parallel file system is a complicated piece of software, and code re-use is crucial for maintainability. Our first file system was similar to most other file systems in that it had code specific to each type of file (e.g., a replicated file, a distributed file, etc.) and had separate code for storing each type of file system meta-data. We found that the programming effort to add a new type of file was very high with this approach. HFS was less complicated to implement than our first file system, even though it offers better performance and a great deal more flexibility.

**on-disk caches:** Much research on parallel file systems does not consider how data is stored on the disk, but only how the data is distributed across disks. We found that it is important to consider the tradeoff between having the data for a request spread across multiple disks to exploit concurrency, and having large amounts of data written to sequential disk blocks on a single disk to make effective use of the on-disk caches. Also, surprising results can occur if one ignores the on-disk caches. For example, when we first implemented HFS (and did not employ cylinder clustering techniques), we spent several weeks analyzing the software to discover why the system exhibited poor speedup, and finally discovered that the reason was the prefetching policy used by the on-disk caches. When a single process accessed a striped file, the prefetch requests of the on-disk caches were overlapped in time with the requests by the file system to other disks. However, when multiple processes accessed the same file, the prefetch requests by the on-disk caches delayed the requests by the file system.

**interface compatibility:** ASF allows the application to interleave requests to different interfaces, even if the requests are directed to a single stream. This allows us, for example, to exploit the performance advantages of ASI by modifying just the I/O intensive parts of an application. No other facility provides similar functionality, and we never considered it important until we developed a new I/O interface and were faced with the task of re-writing applications to use this new interface.

**scalability:** We originally thought that Hierarchical Clustering would allow us to design the per-cluster system without regard to clustering. Our experience with the HURRICANE micro-kernel taught us, however, that the data structures, synchronization strategies, and code structure of per cluster services must be designed with clustering in mind. For example, on a clustered system it may be necessary for deadlock avoidance to drop locks and later re-acquire them. If this is not considered from the start, then much code will have to be rewritten when clustering is introduced.

### 10.3 Future work

While we are satisfied with most of the current architecture and implementation, there is still much that requires additional work. First, we are not yet comfortable with any single alternative for having storage objects with multiple sub-objects determine the sub-object to which a special request should be forwarded. Second, the logical-server layer of HFS is poorly defined. Third, we need to better define how applications can obtain information describing the structure of the files they access. Fourth, we need to investigate the different techniques described in Section 5.5 to simplify the task of applications creating files. Fifth, we still have to implement the hash table for authentication described in Section 5.6.3, and the technique for associating default ASOs with a file described in Section 6.3.

In the near term, we plan to evaluate our current implementation of HFS using a larger set of file access patterns, such as write mostly, read/write and non-sequential access patterns. Also, we plan on spending more time tuning some features of HURRICANE, like delay queue management, that could be improved to obtain better file system performance. In the longer term, to better demonstrate the flexibility of HFS, we plan to implement a larger number of storage object classes.

More work is needed on the fault tolerance and scalability aspects of HFS. For scalability, we have not implemented any of the representative storage object classes described in Chapter 7. For fault tolerance, although we have developed storage objects that maintain redundancy, we have not investigated how the file system can take advantage of this information to recover from a disk failure. Finally, for a large-scale system, we need to extend on our fast crash
recovery technique so that the servers on different clusters can save their state independently, and so that the partial state can be recovered on a system crash.

We plan to extend on our current research by studying the I/O demands of parallel applications and the policies that can best handle these demands. Most current file systems constrain how applications request I/O if they are to obtain good performance [33]. Hence, it is difficult to use results obtained from these systems to characterize the “real” requirements of the applications. We hope that the flexibility of HFS will encourage application developers to exploit its features, and plan to extend the monitoring software provided by the file system so that statistics and trace information can be readily obtained. We have worked with Kotz and other researchers to establish a common format for capturing trace information for parallel file systems.

We are currently involved in a project at the University of Toronto to design a new operating system called Tornado for a new shared-memory multiprocessor called NUMAchine, and HFS will be the file system for Tornado/NUMAchine. We plan on studying how the architectural features of NUMAchine impact the file system architecture and implementation. Tornado is being designed under the premise that if a large-scale multi-programmed system is to support high performance I/O, the application, compiler, scheduler, memory manager, and file system must be all be designed with this goal in mind.
Appendix A

The overhead of copying and of mapped-file I/O

We layered HFS to maximize the use of mapped-file I/O and designed the storage object interfaces of HFS to minimize copying. In this appendix we examine basic costs on several systems to determine the overhead of copying and mapped-file I/O on real systems. The four systems we consider are: an IBM R6000/350 running AIX, a Sun 4/40 running SunOS, an SGI Iris 4D/240S running IRIX, and the HECTOR prototype running HURRICANE. The AIX system has a 4-way set-associative physical write-back cache with a cache line size of 64 bytes. The Sun system has a direct-mapped virtual write-through cache with a 16-byte cache line. The SGI system has a direct-mapped physical write back cache with a 16 byte cache line. HECTOR has a 4-way set associative physical cache with a 16-byte cache line. On HECTOR, the write-through or write-back policy can be specified on a per-page basis.

A.1 Copying overhead

It has been argued by others that an important goal of HFS, avoiding copying, is of little value. The proponents of this view believe that any advantages obtained, for example, by using mapped-file I/O are attributable to poor implementations of Unix read and write rather than from avoiding the cost of copying. They believe that with large fast caches, if data is being copied to or from relatively small buffers, the cost of copying the data in the cache is irrelevant compared to the time to transfer the data to or from the memory.

To examine the cost of copying data, we ran four simple experiments that copy data from one buffer to another (Figure A.1). The copy test copies data between two four-megabyte memory regions. The copy to buf test copies data from a four-megabyte memory region, in page-size chunks, to a single page-size buffer. This second test emulates the copying overhead of page-size read operations that transfer data from the file cache to an application buffer. The copy from buf test repeatedly copies data from a page-size buffer to a four megabyte memory region (in chunks of a page size). This experiment emulates the copying overhead of write operations that transfer from an application buffer to the file cache. The copy buf test repeatedly copies data between two page-sized buffers. This test emulates the copying that occurs between library and application buffers as would occur, for example, in stdio.

To avoid any memory management overhead, we pre-initialized the buffers and memory regions used in the experiments. On all systems, we did various optimizations (e.g., hand unrolling the copy routine) to try to optimize performance, hence the numbers presented can be viewed as upper bounds on performance for (non-hardware-assisted) copying on these systems. The copy from buf and copy to buf tests were run with the buffers aligned to cache-line or page boundaries. On HECTOR, we ran the copy tests with: 1) caching enabled for both the memory region and the buffer (both write through and write back), 2) caching enabled for the buffer but not the memory region, and 3) caching disabled for both. In all cases, the large memory regions were distributed (at page boundaries) round-robin across 8 memory modules, and the buffer was allocated from local memory.

1This specification, although obtained from the SGI technical support group in Toronto, is surprising given the results obtained later. The results would suggest a higher degree of associativity of the cache.
Table A.1: Measurements of the cost of copying data in milliseconds per page. These three tests repeatedly
copy four-megabytes of data. With the copy test, the data is copied between two four megabyte memory
regions. With the copy to buf test, the data is copied from a four megabyte region, in page-size chunks,
to a single page-size buffer. With the copy from buf test, the data is copied from a page size buffer to
a four megabyte memory region (in chunks of a page size). We ran the copy to buf and copy from
buf with the buffer aligned to a page (pg) and to a cache line (cl). The copy buf experiment repeatedly
copies data between two page-sized buffers. On HECTOR results are obtained using both write-back and
write-through caching.

We can see from these experiments that the relative costs of different types of copy operations is system dependent.
For example, the alignment of the data being copied affects performance on some systems and not on others. For some
of these experiments write-back caching performs best, while for others it is better to either not cache the data or to
use a write-through policy.

The most important comparison to made from Table A.1 is the relative performance of the copy buf test and the
different copy to buf and copy from buf tests. This comparison shows that on the systems evaluated a substantial
portion of the time spent copying data is attributable to the processor (and cache) rather than the memory. For
example, on the AIX system the performance of the copy buf experiment is only 25% better than the copy from
buf experiment. The main reason for this is that the memory bandwidth on this machine is high and the cache lines
are long. Hence, even though processor cycles are shorter than memory cycles, the processor can be the bottleneck
since it transfers data on a word by word basis rather than on a cache line basis. Even on a system like HECTOR, where
remote memory accesses can be very slow, the copy buf experiment takes nearly 25% of the time of the copy to
buf experiment.

We do not believe that copying overhead will become irrelevant in future systems, even with the growing gap
between processor speeds and memory latency. With relatively small on-chip first-level caches, copying data through
the cache will destroy important cache context. Moreover, direct-mapped second-level caches can perform poorly
if the alignment is unfortunate (e.g., if a page is copied to a second page where both are mapped to the same cache
lines). Finally, copying results in a large amount of data being accessed with no processing time between the memory
accesses. If the application accesses data without copying it, than it may be possible to overlap the time to process the
data with the time to transfer it to or from the memory (e.g., if prefetching is used for input data [93, 94]).

It is interesting to note that the SPARCserver 400 series machines implement hardware accelerators to reduce the
kernel cost of copying data. This accelerator performs memory to memory copies at the full memory bandwidth,
bypassing the cache. This indicates that the designers of this machine do not believe caches will make copying costs
irrelevant. Since memory bandwidth is a crucial resource in current machines (especially with shared-memory multi-
processors, or systems with parallel disks and high I/O requirements), we feel that software solutions that can avoid
copying are better than a hardware solution that reduces the processor cost but does nothing to reduce the memory
bandwidth used.
APPENDIX A. THE OVERHEAD OF COPYING AND OF MAPPED-FILE I/O

<table>
<thead>
<tr>
<th>AIX</th>
<th>SunOS</th>
<th>IRIX</th>
<th>HURRICANE</th>
</tr>
</thead>
<tbody>
<tr>
<td>shmget</td>
<td>mmap</td>
<td>mmap</td>
<td>mmap</td>
</tr>
<tr>
<td>page touch (r)</td>
<td>0.00</td>
<td>0.04</td>
<td>0.56</td>
</tr>
<tr>
<td>read file 4 meg</td>
<td>0.137</td>
<td>1.19</td>
<td>0.53</td>
</tr>
<tr>
<td>read file 2 meg</td>
<td>0.137</td>
<td>0.67</td>
<td>0.53</td>
</tr>
<tr>
<td>read page</td>
<td>0.138</td>
<td>0.55</td>
<td>0.43</td>
</tr>
<tr>
<td>read byte</td>
<td>0.084</td>
<td>0.17</td>
<td>0.27</td>
</tr>
<tr>
<td>read 10 pages</td>
<td>0.973</td>
<td>5.39</td>
<td>3.23</td>
</tr>
<tr>
<td>lsseek</td>
<td>0.011</td>
<td>0.035</td>
<td>0.038</td>
</tr>
</tbody>
</table>

Table A.2: Measurements of input using mapped files and Unix I/O in milliseconds per page. The page touch (r) test repeatedly maps in a file, touches each page in the file, and then un-maps the file. The read file test repeatedly uses lseek to move the file offset to the beginning of the file, and then reads each page of the file into a single page aligned buffer. The read page, read byte, and read 10 pages tests repeatedly read the first portion of the file and then use lseek to reposition the file offset to the beginning of the file. The lseek test, measured in milliseconds per-request, shows the cost of Unix I/O lseek operations.

A.2 Reading data in the file cache

Table A.2 compares the cost of accessing a page of a mapped file relative to the cost of Unix I/O read and lseek operations. On the AIX system, both shmget and mmap are used to map the file into the application address space. On the other Unix systems mmap is used. For comparison purposes, the performance of mapped-file I/O on HURRICANE is shown, in which case the HURRICANE BindRegion call is used. (We do not show read and write times on HURRICANE because these operations are emulated by the ASF library rather than implemented by an operating system server or kernel.)

We consider the time for lseek to be a lower bound for a non-trivial system call. The three Unix systems used for evaluation are monolithic systems. Therefore, the basic cost of a system call can be expected to be small (in contrast to some micro-kernel operating systems). This is demonstrated by the low cost of the lseek operations on the three systems.

When mapped-file I/O is used (assuming all data is in the file cache), the greatest cost incurred is that to handle page faults. On the three Unix systems, the cost to handle a read-page fault relative to a lseek operation varies dramatically. On the AIX system, the page fault time is quite close to the lseek time, while with the SunOS and IRIX systems the difference between the two is larger. Without knowing the details of the operating systems and hardware, it is difficult to explain this. However, we believe that it may be possible to improve the performance of read-page faults on these systems, since better performance is achieved under HURRICANE, despite the fact that it runs on slower hardware and does not cache its data.

On all three Unix systems it is more efficient to access large files using mapped-file I/O rather than using read operations. On both the AIX and IRIX systems, the cost of reading a page is over 3.75 times the cost of touching a page of a file mapped with mmap. The ratio on SunOS (2.32) is also quite high. When shmget is used on the AIX system, the cost of accessing a mapped page is zero. AIX exploits the segments of the RS6000 architecture, so that all processes accessing the same file (mapped using shmget) share the same segment and data in the file cache can be accessed with no page faults.

A surprising result in Table A.2 is that on SunOS much better performance is obtained if read operations are used to (repeatedly) access a 2 Megabyte file rather than a 4 Megabyte file (even though the amount of main memory is sufficiently large to in both cases to keep all data in the file cache). SunOS does better for small files than large files because only a subset of the file cache is mapped into the kernel address space at a given time. If a page in this subset is accessed, then the kernel can service the read request quickly; otherwise, the kernel incurs the cost of a page fault to service the request [117].

We have compared the cost of a page read to the cost of a page fault (i.e., touching a mapped page) because
APPENDIX A. THE OVERHEAD OF COPYING AND OF MAPPED-FILE I/O

<table>
<thead>
<tr>
<th></th>
<th>AIX</th>
<th>SunOS</th>
<th>IRIX</th>
<th>HURRICANE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>shmget</td>
<td>mmap</td>
<td>mmap</td>
<td>mmap</td>
</tr>
<tr>
<td>page touch (w)</td>
<td>0.00</td>
<td>0.04</td>
<td>0.54</td>
<td>0.19</td>
</tr>
<tr>
<td>write page</td>
<td>2.78</td>
<td>3.31</td>
<td>0.46</td>
<td></td>
</tr>
</tbody>
</table>

Table A.3: Measurements of modifying a mapped file versus writing that file in milliseconds per page. The page touch (w) test repeatedly maps a four megabyte file, modifies a single character in each page, and then un-maps the file. The write page test repeatedly uses lseek to move the file offset to the beginning of the file, and then writes each page of the file from a single page aligned buffer.

each brings a page into the application address space. They are not entirely equivalent, however, because the data (in the page) probably resides in the processor cache after the read but not if the page is only touched. It is difficult to determine how great an impact this has on application performance, since it depends both on the particular machine architecture (e.g., the size of the cache) and the data access pattern of the application. However, on all three Unix systems, the cost of a page read is greater than the combined cost of touching a mapped page and copying a page sized buffer (i.e., the copy to buf experiment in Table A.1). As a result, it is always more efficient to use mapped files for accessing large files in read-only mode on these systems.

If data is read in large blocks (e.g., the read 10 pages experiment) on the AIX and IRIX systems, or if a small file is repeatedly read on SunOS, then (considering the copy to buf experiment in Table A.1) copying overhead is more than 70% of the cost of read operations on all systems. However, with single-page reads on AIX and IRIX, and with reads to a large file on SunOS, copying overhead makes up less than half the cost of the read operations.

If buffers are page aligned, then an alternative to copying data on a read operation is for the operating system to map the page copy-on-write. However, this could lead to worse performance if the buffer is later modified. Moreover, we believe that requiring the application to ensure the alignment of its buffers (rather than having the operating system choose the alignment as is done with mapped-file I/O) entails an excessive increase in complexity for many user applications.

A.3 Modifying data in the file cache

Tables A.3 and A.4 show the cost of modifying data in the file cache. The page touch (w) test repeatedly maps a four megabyte file, modifies a single character in each page, and then un-maps the file. The write page test repeatedly uses lseek to move the file offset to the beginning of the file, and then writes each page of the file from a single page aligned buffer. Table A.3 shows the performance of these experiments when the data being modified is already in the file cache, and Table A.4 shows the performance when new pages are being added to the file.

Table A.3 shows that the cost of modifying a page using mapped files is substantially less than the cost of a write operation for all Unix systems. In fact, on SunOS and AIX, using mapped files for modifying data already in a file improves performance even more than it did when using mapped files for input.

Table A.4 shows that on the AIX system there is a significant advantage in using mapped-file I/O to append data to a file. However, on the IRIX system using mapped files past the EOF is much more expensive than using write operations.

Adding a new page to a file can be expensive, since the first fault to a new page often incurs the cost of zero filling a page of memory. However, depending on the hardware, it is possible that this cost can be very low. For example, with the RS6000 (as well as the MIPS 4400) cache controllers allow the processor to request that a cache line be zero filled. In this case, zero filling a page that is being modified may actually improve performance, since zeroing the cache lines may be less expensive than the cost that is otherwise incurred to load them from memory. As another example, SPARCserver 400 series machines implement hardware accelerators to zero memory.\(^2\)

---

\(^2\)These accelerators zero the memory rather than the cache, and hence consume memory bandwidth.
Table A.4: Measurements of adding new pages to a file using mapped files and using write operations in milliseconds per page. The page touch (w) and write page tests are similar to the previous experiment, except that before each iteration ftruncate is used to first change the length of the file to 0 (freeing all pages in the file) and then (except on the AIX system where the file grows automatically every time a page past the EOF is touched) to change the file length to four megabytes.
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