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AbstractPerformance Issues in the Design of Hierarchical-ring andDirect Networks for Shared-memory MultiprocessorsGovindan RavindranDoctor of PhilosophyGraduate Department of Electrical and Computer EngineeringUniversity of Toronto1998This dissertation explores performance issues in the design of interconnection networks forshared-memory multiprocessors. In particular, it considers low-dimensional direct (e.g., meshand tori) and hierarchical-ring networks, and studies issues in topology, bu�er management,switching, routing and ow control. The performance evaluation is primarily done by simulatingthe target systems at the register transfer level on a cycle-by-cycle basis using both syntheticand real (SPLASH-2) workloads.The contributions of the dissertation include:� the �rst extensive performance study speci�cally for shared-memory multiprocessor inter-connection networks. Prior research focused primarily on distributed memory systems. Itis important to consider shared-memory systems separately because of the di�erent classof tra�c they must support.� the �rst extensive simulation study of hierarchical-ring networks. Topologies that performwell are derived, and various cut-through switching techniques, such as wormhole, virtualcut-through, cell switching, are evaluated under both blocking and non-blocking owcontrol policies.� a comprehensive comparative performance study of 2D mesh, 2D tori and hierarchical-ring networks. It is shown that the hierarchical-ring networks outperform the mesh andtori networks for system sizes smaller than 64 processors.� a novel deadlock free routing technique for wormhole switched hierarchical-ring networksusing a virtual channel approach.� a novel priority-based network design that uses dynamic virtual channels and prioritizedlink arbitration with priority inheritance that results in improved system throughput andcan be used to support multiple classes of tra�c.ii
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Chapter 1IntroductionThe design of a multiprocessor's interconnection network is important, as it signi�cantly a�ectsthe performance and cost of the multiprocessor. In this dissertation, we present the resultsof a performance study of issues in the design of multiprocessor interconnection networks ingeneral, and low-dimensional direct and hierarchical-ring networks in particular. Althoughthe performance of wide-area and local-area networks has been studied extensively, as hasthe performance of interconnection networks for distributed memory machines, few studies ofinterconnection networks for shared-memory machines exist. This work, therefore, �lls a voidin existing research that will become increasingly important as shared-memory multiprocessorsbecome more widespread.Multiprocessor interconnection networks di�er from wide-area and local-area networks sig-ni�cantly in that they have (i) regular topologies allowing for simple algorithmic routing asopposed to table-driven routing, (ii) smaller node sizes that do not allow the bu�ering of alarger number of packets at the nodes, (iii) bit-parallel links, (iv) higher speed, and (v) error-free short transmission links. These network characteristics demand switching, routing, andow-control techniques that are di�erent from those used in communication networks.Shared-memory systems also di�er from distributed memory systems in a signi�cant way. Ina shared-memory system, the processors are more tightly coupled than in a distributed memorysystem, where a programmer sees a collection of separate computers that communicate only bysending explicit messages to one another. Memory is accessible to all processors in a shared-memory system. Thus, interprocessor communication in a shared-memory system is indirect,where the producer typically leaves the data in the memory for the consumer to later fetch.Also, communication in a shared-memory system requires no intervention on the part of a run-time library or operating system. This results in low start-up costs for communication, whereasin a distributed memory system, access to the network is typically managed by system software,resulting in high start-up costs. As a result, shared-memory multiprocessing produces uniquetra�c patterns that change dynamically and that have short variable sized packets (mostly1



2 Chapter 1. IntroductionShared-memory Networks Distributed Memory NetworksShorter message size Longer message sizePacket switched Packet switched orCircuit switchedDynamic tra�c pattern Static tra�c patternNetwork is the primary System software andsource of overhead network interfaces areprimary sources of overheadTable 1.1: The tra�c and network characteristics of shared-memory and distributed memorymultiprocessors.bi-modal). These and other characteristics are tabulated in Table 1.1. More importantly, itis not clear how factors such as cache line size (that inuences the largest packet size), nodebu�er size, and locality in the memory access pattern a�ect system performance.In our work, we have focussed on low-dimensional direct and hierarchical-ring networks,such as 2-dimensional meshes and tori. In a direct network, every node in the network is aprocessing node and is connected directly to a small set of neighboring nodes typically usinga very regular topology. Hierarchical rings belong to the class of networks known as hybridnetworks, where some processing nodes are connected to each other by point-to-point links,while other processing nodes are connected through switching nodes. While low-dimensionaldirect networks are currently popular in research and commercial environments, hierarchical-ring networks present a viable alternative to direct networks, mainly because:1. the hierarchical-ring network is attractive due to its low dimension resulting in simplerouters, wider link widths and shorter packet switching times.2. the physical locality of hierarchical rings blends naturally with that of computationallocality often exhibited in parallel programs,3. the hierarchical-ring structure allows e�cient broadcasting capabilities useful for imple-menting cache coherence [29] and multicast protocols [92],Table 1.2 categorizes multiprocessor networks according to di�erent classes and program-ming models. The areas where a lot of work has already been done are marked by p. Thoseareas that have not been studied much are addressed in this dissertation (with the exceptionof distributed memory hybrid networks). There have been only a few performance studies ofhierarchical-ring and direct networks for shared-memory multiprocessors [28, 38, 39, 42, 47, 54,66, 95]. Holliday and Stumm [42] analyzed hierarchical-ring multiprocessor networks under cell



3Direct Indirect HybridNetworks Networks NetworksShared-memory ? p ?DistributedMemory p p ?Table 1.2: Categorizing multiprocessor interconnection networks. into direct, hybrid, and indi-rect networks for shared-memory and distributed memory multiprocessing.switching and parametric simulations. Hamacher and Jiang [39] presented an analytical queuingnetwork model for hierarchical-ring networks and derived optimal con�gurations. Jaseemud-din [47] proposed and evaluated bidirectional, ring-connected multiprocessors as an alternativeto hierarchical, ring-based multiprocessors. Oi and Ranganathan [66] presented a performanceanalysis of bidirectional, ring-connected shared-memory multiprocessors. Zhang and Yan [95]compared NUMA and COMA hierarchical-ring architectures using analytical models. Kumarand Bhuyan [54] evaluated the performance impact of virtual channels in 2-dimensional torusconnected shared-memory multiprocessors. All these studies assume speci�c switching, rout-ing, and ow-control techniques and do not study issues such as scalability, bu�er management,or priorities. Also, they do not study network performance under program-driven simulations(with the exception of Jaseemuddin [47] and Kumar and Bhuyan [54]) and do not present anextensive performance comparison of direct and hierarchical-ring topologies.Low-dimensional direct networks have been studied extensively for distributed memory mul-tiprocessors, however, they are being used in today's larger commercial and research shared-memory multiprocessors. Recent commercial and research shared-memory multiprocessors thatuse direct networks include SGI Origin [16], Flash [55], Cray T3E [81], and Sequent NUMA-Q [84]. The recent systems have followed the success of some earlier direct network shared-memory multiprocessors that include Alewife [4], and DASH [57]. Examples of some researchin shared-memory multiprocessors based on hierarchical-ring networks include Hector [93] andNUMAchine [92].This dissertation tries to extend previous work with an extensive study of various per-formance issues in the design of low-dimensional direct and hierarchical-ring networks in thecontext of shared-memory multiprocessing. We study the impact of topology, switching, rout-ing, ow-control, network bu�er size, and priorities on the performance of such networks. Wealso present an extensive performance comparison of hierarchical-ring and three di�erent directnetworks for shared-memory multiprocessing.



4 Chapter 1. IntroductionTopology Switching Bu�er Flow-control Routing PrioritymanagementHierarchical- Chap 5 Chap 6 Chap 6 Chap 6 Chap 7 notring networks studied2D direct not Chap 6 Chap 6 Chap 6 & studied by Chap 8networks interesting Chap 7 othersTable 1.3: Design issues and organization of dissertation.1.1 Contributions of DissertationA rough design space of multiprocessor networks is presented in Table 1.3. The tableindicates which chapters address which areas. In particular, the dissertation makes the followingspeci�c contributions:� Comprehensive performance study of shared-memory multiprocessor interconnection net-works: We believe this study constitutes the �rst comprehensive performance study oflow-dimensional direct and hierarchical-ring interconnection networks for shared-memorysystems.� Comparative performance study: We present a detailed comparative performance evalua-tion of low-dimensional direct and hierarchical-ring networks using both synthetic work-load and program-driven simulations. We show, in particular, that hierarchical-ring net-works perform better than 2-dimensional direct networks for system sizes up to 64 pro-cessors at low request rates either when there is locality in the memory access pattern orfor large cache line sizes.� Topology: We derive several high throughput and low latency hierarchical-ring topologiesand study the impact of locality (in the memory access pattern) and constant bisectionbandwidth constraints on system performance.� Switching techniques and bu�er management: We study the performance of several cut-through switching techniques for hierarchical-ring networks under both blocking and non-blocking ow-control policies. These include wormhole, virtual cut-through, and cellswitching techniques. We show that increasing the bu�er size in wormhole routers canresult in signi�cant performance improvement, but that too large a bu�er size some-times hurts performance. We also show that while non-blocking cell switching is a goodchoice for hierarchical-ring networks, it requires large bu�ers to minimize the number ofpackets dropped. On the other hand, wormhole switching requires virtual channels to



1.2. Organization of Dissertation 5prevent deadlock although it uses less bu�er space. We study wormhole switching inlow-dimensional direct networks, namely the 2-dimensional mesh, 2-dimensional torus,and the bidirectional rings under blocking ow-control and show that bu�ered wormholeswitching in direct networks results in optimal performance.� Routing: We propose a deadlock free minimal routing technique for wormhole switchedhierarchical-ring networks using a virtual channel approach.� Priority: We propose dynamic virtual channels and present the design of prioritized directnetworks that also use priority inheritance and priority-based link arbitration. We showhow such prioritized networks can be used to improve system throughput and to supportmultiple classes of tra�c.1.2 Organization of DissertationChapter 2 presents, in tutorial style, background necessary for understanding this dissertation.We introduce most of our terminology there. Chapter 3 gives an overview of hierarchical-ring and direct network based multiprocessor systems, their network interfaces, and it presentsthe methodology we use in the performance evaluation of these networks. Chapter 4 presents astrongmotivation for considering hierarchical rings: we compare the performance of hierarchical-ring, 2-dimensional mesh, 2-dimensional torus, and single bi-directional networks, and show thathierarchical-ring systems are competitive from a performance point of view.Since hierarchical-ring networks are highly con�gurable, topology issues of such networksare studied in Chapter 5. In Chapter 6 we discuss switching, bu�er management, and ow-control issues in hierarchical-ring and direct networks. Since we only consider deterministicrouting protocols, we focus on deadlock freedom in such routing algorithms for hierarchical-ring networks in Chapter 7. Finally, we present the design of a novel priority direct networkwith dynamic virtual channels in Chapter 8.



Chapter 2Issues in the Design of Multiprocessor NetworksIn a direct network, every node in the network is a processing node and is connected to itsneighboring nodes by direct links. In a hierarchical-ring network, there are processing nodesand there are switching nodes; the processing nodes are connected in some cases directly butin some cases through switching nodes. The communication architecture of a hierarchical-ring or direct network is characterized, among other things, by the topology, and how it doesswitching, routing and ow-control [19, 74]. Topology of a network de�nes how the nodes areinterconnected by channels. Switching is the mechanism by which a router removes a packetfrom one of its input links and places it on an output link, thereby allocating channels andbu�ers to the packet as it travels through the network. Routing is the selection of a path fora packet from its source to its destination node. Flow-control is the mechanism that regulatesthe transmission of packets in a network; the ow-control unit in a router, for example, informsneighboring nodes to stop sending packets to avoid bu�er overows.In this chapter, we introduce di�erent topologies and di�erent techniques for switching,routing, and ow-control. We show how these factors can a�ect system performance.2.1 TerminologyIn this section, we introduce the terminology essential for understanding this dissertation, usingthe simple direct network shown in Figure 2.1. This two-dimensional network consists of ninenodes connected by links or channels.1 Each node contains a processing module that includesa processor and local memory, and it contains a router that connects the node to the network.Each link connects a pair of nodes and consists essentially of a set of wires, most of which areused to transfer bit-parallel data while the others are used for control. The links in the �gureare bidirectional, but in other networks they may be unidirectional. The number of wires in alink that transmit data in any one direction is de�ned as the link or channel width.1We will use the terms links and channels interchangeably throughout this dissertation.6
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2.2. Topology 9tination node. It is the sum of the internode distance and the amount of time the packet isblocked in the network waiting for resources. The multiprocessor system throughput is de�nedas the total number of memory requests completed per unit time.Bisection width is de�ned as the minimum number of links that must be removed to partitionthe network into equal halves [3]. Bisection bandwidth is the total bandwidth of the bisectionlinks. The signi�cance of the bisection width is that if memory request destinations are selectedat random, then half of the requests must traverse the bisection channels. Therefore, foran application that exhibits poor memory access behavior, bisection bandwidth of a networkbecomes critical to the application's performance when the bisection links become congested.Ideally a direct network should be scalable to a large size simply by adding more nodesto the network. Scalability of a network is constrained by various factors such as constantbisection bandwidth, which becomes a performance bottleneck when the network size is in-creased [71]. Also, while it is desirable to increase the size of a network by adding an arbitrarynumber of nodes, most direct networks allow only �xed-size increments, the exception beingone-dimensional rings.2.2 Topology2.2.1 Direct NetworksMost common direct network topologies can be broadly classi�ed into two general classesnamely, the n-dimensional meshes and the k-ary n-cubes. In both cases, n is the dimension ofthe network. A k-ary n-cube has k nodes in each dimension and, by de�nition, has wraparoundchannels that connect the �rst and the last node in any dimension. It is the wraparound chan-nels that di�erentiates k-ary n-cubes from n-dimensional meshes. As a consequence of havingwraparound channels, all nodes in a k-ary n-cube have the same number of neighbors, namely2n for k > 2 and n for k = 2, making it a symmetric interconnection network [76]. An n-dimensional mesh has normally the same number of nodes along each dimension but does notpossess wraparound channels. As a result, the number of neighbors for a node depends on theposition of the node, making it an asymmetric interconnection network. A k-ary n-cube has asmaller diameter than an n-dimensional mesh because of the wraparound channels. A singlering is a special case of k-ary n-cube where n = 1, and a binary hypercube is a special case ofboth an n-dimensional mesh and a k-ary n-cube where k = 2.A direct network router might be implemented on a single or small set of VLSI chips, or itmight be implemented on a printed circuit board (PCB). In either case, packaging constraintslimit the number of wires to the neighboring nodes and the processing module, placing a bound
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(a)

(b)
(c)

(d) (e)Figure 2.3: Popular direct topologies: (a) 5-ary 1-cube (1-dimensional ring), (b) 2-dimensionalmesh (3�3), (c) 3-ary 2-cube (2-dimensional torus), (d) 3-dimensional mesh (3�3�3), (e) 2-ary3-cube (3-dimensional hypercube).on the I/O bandwidth available for communication links. Assuming that the I/O bandwidth ofa router is divided equally among the links to its neighbors, adding more links to a node (andthus increasing the dimension of the network), decreases the I/O bandwidth available per linkproportionately. Since increasing the number of links also reduces the diameter (and thus theaverage internode distance) of the network, a trade-o� exists between per link bandwidth anddiameter in the choice of the number of links per node [31].Figure 2.3 illustrates di�erent direct topologies. Earlier systems, such as hypercubes, tendedto use higher dimensional networks and therefore had a smaller network diameter at the ex-pense of lower per link bandwidth. More recent multiprocessor systems use lower dimensionaldirect networks, after it was shown that lower dimension networks (with at most 3 dimensions)generally perform better than their higher dimension counterparts [3, 20]. The most commondirect network topology in use today is the 2-dimensional (2D) mesh because of its low degree,which permits e�cient layouts and construction with standard components (see Figure 2.1). Aninteresting variation is the cube-connected cycle, where each node of an n dimensional binaryhypercube is replaced with a ring of n nodes [69]. Each ring node connects to one of the n linksincident on the vertex. As a result, the node degree remains �xed at three, irrespective of thehypercube dimension.Figure 2.1 shows a 2-dimensional mesh with bidirectional links between nodes. Throughoutthis study, we will illustrate the various switching, routing and ow-control techniques usingthis topology.
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ModuleFigure 2.4: A 2-level hierarchical-ring connected network.2.2.2 Hierarchical-ring NetworksA hierarchical-ring network falls under the category of hybrid networks in that it is only partiallya direct network. In a two-level hierarchical-ring network, several direct single ring networks,referred to as local rings, are connected by a global ring consisting of switches or inter-ringinterfaces [92, 93]. The global ring is itself an ensemble of switches connected by a directnetwork topology but contains no processing nodes. The fact that there are two levels inthe network hierarchy is transparent to the processing nodes, and it is possible to extend thehierarchy to more than two levels; for example, a three-level hierarchical-ring network consistsof a global ring connecting multiple two-level hierarchical-ring networks. Figure 2.4 shows atwo-level hierarchical-ring network where the global and local network nodes are connected byunidirectional rings [92].Hierarchical-ring networks have a diameter that grows more slowly with system size thancomparably sized direct networks, indicating that they might scale well. On the other hand, theyhave a constant bisection bandwidth that can limit their scalability. However, it is reasonableto expect that when mapping parallel applications onto a multiprocessor network it will usuallybe possible to do so such that the tasks that communicate frequently are placed close to oneanother so that most communication will be local to one cluster. If there is locality in thecommunication pattern of the applications, then hierarchical-ring networks can scale to a largernumber of nodes [73].
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Established pathFigure 2.5: Circuit switching in a 2-dimensional mesh network. The source and destinationnodes are shown in dark and the intermediate nodes are shown in grey. The established pathis illustrated by the bolder links connecting the source and destination. A path between thesource and the destination node is established and is not released until the entire message isreceived by the destination node.2.3 Switching TechniquesSwitching deals with allocating bu�ers and channels to packets. The three main switchingtechniques include circuit switching, store-and-forward, and cut-through switching. In thissection, we briey discuss each of these switching techniques. They can be applied to bothhierarchical-ring and direct networks even though we always use a 2-dimensional mesh networkfor illustration. We cover cut-through switching in more depth in this section, and we consideronly cut-through switching in our performance evaluation in subsequent chapters, because 1) itexhibits lower network latency, and 2) is used in many recent networks such as those of theCray's T3D [80], T3E [81], and SGI Origin [56].2.3.1 Circuit SwitchingIn circuit switching a header containing the destination address is �rst sent through the networkto build a path from the source node to the destination node [49]. At each intermediate node onthe path, a connection is established between an input port and an output port. Which outputport will be chosen is determined by the routing algorithm. As the header progresses throughthe network it reserves the links over which it is being transmitted. When the destination nodereceives the header, it sends an acknowledgment back to the source indicating that a directconnection between the source and the destination has been established, thereby allowing themessage transfer to commence. This prior reservation of links makes it unnecessary to bu�er



2.3. Switching Techniques 13(portions of) the message at any intermediate node when it is in transit. The path is releasedeither by the last byte of the message as it passes through each node along the path or by anacknowledgment that is sent by the destination node when it receives the last byte. Figure 2.5shows an example of circuit switching in a 2-dimensional mesh network.The transmission time of a message of length L over d hops takes 3d+ L=W cycles, whereW is the width of the communication channels. It takes 2d time units for a header to establisha path (with the acknowledgment) and d time units for the �rst byte of the message to reachthe destination and L=W time units thereafter for the remainder of the message. When, L, thelength of the message, dominates in the above expression, it results in message transmissiontime that is largely independent of the distance between source and destination nodes.The main disadvantage of circuit switching is that it under-utilizes network bandwidth byreserving a set of links for each transfer, making them unavailable for other transmissions evenwhen they are not currently being used. Consequently, modern shared-memory multiproces-sor networks do not use circuit switching, although some of the earlier distributed memorymultiprocessor networks used circuit switching [45, 65].2.3.2 Store-and-forward SwitchingStore-and-forward switching [50] di�ers from circuit switching in that no path is establishedprior to the transfer of data. It is the protocol of choice in data communication networks.In a store-and-forward network, the unit of data transfer is a packet and a message is brokendown into one or more packets. A node accepts the header of a packet only when it canbu�er the entire packet, and it does not forward a transit packet to a neighboring node until itreceives the entire packet. Figure 2.6 illustrates store-and-forward switching in a 2-dimensionalmesh network. Cosmic Cube [83] and Intel's iPSC-1 [65] are some earlier systems that usedstore-and-forward switching.The network latency for store-and-forward switching is d(L=W ), where d is the number ofhops, L is the length of a message (consisting of one or more packets including the header), andW is the channel width. Store-and-forward switching su�ers from the following drawbacks:� The latency of store-and-forward networks is proportional to the distance between thesource and destination nodes and is therefore dependent on the diameter of the network.This makes store-and-forward switching expensive in low-dimensional networks that havelarge diameters.� Each store-and-forward node must have bu�ers large enough to store entire packets.Bu�ers of this size require large silicon area in routers.
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Figure 2.6: Store-and-forward switching in a 2-dimensional mesh network. The source anddestination nodes are shown in darker shades and the intermediate nodes are shown in lightershades. Entire packets hop from one node to another in the path between the source andthe destination node. The intermediate nodes between the source and the destination receivepackets in their entirety before forwarding them to the next node.2.3.3 Cut-through SwitchingCut-through switching is an improvement over both store-and-forward and circuit switching inthe following two ways: 1) when the header of a packet arrives at a cut-through switched node,it is forwarded to a neighboring node without necessarily waiting for the entire packet to arrive,and 2) the packet header reserves a path as it traverses the links while the packet tail releasesthe path after it passes through. Similar to store-and-forward switching, a message is dividedinto one or more packets where the packet is the unit of data transfer. A packet is in turndivided into a number of its. As its are forwarded, a packet may be spread out over multiplelinks, and a packet is sometimes referred to as a worm in this context. Since only the head itof a packet contains the routing information, it is essential that the its of a packet not to beinterleaved with its of another packet. The head it of a packet acquires network resources(links and bu�ers) as it proceeds through the network, while the tail it frees them.There are two important variations of cut-through switching, namely virtual cut-throughand wormhole switching. They both send packets as a sequence of its with the header itcontaining the routing and sequencing information, but they di�er in how they handle blockedpackets. Virtual cut-through switching, �rst introduced by Kermani and Kleinrock [51], bu�erspackets in their entirety when they are blocked. Thus when the header of a packet becomesblocked at a node,5 the remainder of the packet will continue to be transmitted to the node5The packet may be blocked at a node when either the output link it requires is busy transmitting anotherpacket or the input bu�er at the next node is full.
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EstablishedFigure 2.7: Wormhole switching in a 2-dimensional mesh network. The header it establishesa path and the body its follow. The reserved links along the path are shown.until the entire packet has arrived. This requires large bu�er spaces in the routers (similar tostore-and-forward switching) capable of bu�ering entire packets.In wormhole switching, a blocked packet may span multiple nodes, residing in the it bu�ersof those nodes (see Figure 2.7). When a packet header cannot move forward it is blocked inplace and continues to hold the resource it just acquired. When the local bu�ers become full,ow control will prevent the neighboring node from transmitting further its of the packet overthe incoming link. This can possibly cause the neighboring router bu�ers to �ll as well, andow-control will propagate further back. A blocked packet can thus span multiple nodes. This,in turn, can cause the blockage of other packets. Under heavier load conditions, a single \hot-spot" node may cause tree saturation where contention for the hot-spot can back propagate toa�ect other tra�c that has no need to reach the hot-spot node [40, 67, 68].In the absence of contention, network latency in cut-through switched networks is given byd + L=W , where d is the number of hops, L is the length of a message (consisting of one ormore packets including the header), and W is the data channel width. When L dominates inthe above expression, the path length d will not signi�cantly a�ect the network latency. Asa result, the latency of cut-through switched networks is less dependent on network diameterthan store-and-forward networks. Cut-through switching is thus a sensible choice for both lowand high dimensional networks. Figure 2.8 compares the communication latency of cut-throughswitching with that of store-and-forward switching, in the case where no blocking occurs. Itis obvious that cut-through switching can signi�cantly reduce network latency compared tostore-and-forward switching when there is no contention.
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Figure 2.8: Latencies of di�erent switching techniques in the case where no blocking occurs:a) store-and-forward switching and b) cut-through switching.Wormhole vs. Virtual Cut-throughBoth wormhole and virtual cut-through switching block a packet when it cannot move forward,the former bu�ering it across multiple nodes and the latter bu�ering it in its entirety in asingle router. However, it is not clear which switching technique is superior, and both havetheir advantages and disadvantages [85]. At low network loads, both switching schemes behavesimilarly because link contention occurs infrequently. At high loads close to network saturation,virtual cut-through switching exhibits higher throughput and lower latency but it requires largerbu�ers at the routers, capable of storing entire packets. Virtual cut-through switching performsbetter at high loads, because the probability of a packet blocking is high in this situation, andsince blocked packets are stored in their entirety in routers, the network links are still availablefor transmitting other packets going to other destinations. This allows higher average linkutilization and thus higher network throughput.In contrast, wormhole networks block packets across nodes, making links unavailable forother use, preventing their bandwidth to be fully exploited. Nevertheless, wormhole switching isattractive in that it requires only a few it bu�ers at the routers, since it does not need to bu�erentire packets.6 This reduced bu�er requirement makes wormhole routers less expensive andfaster [13]. Thus, in choosing between the two schemes, there is a trade-o� between performanceand cost. There are some who argue however, that virtual cut-through will become prevalentin the near future, because with advances in VLSI technology, large bu�ers can be integrated6Traditional wormhole routers use only single-it bu�ers.



2.3. Switching Techniques 17into a router at reasonable cost and also the propagation delay associated with large bu�erscan be reduced signi�cantly [26].To take advantage of inexpensive and faster wormhole routers yet address the low through-put problem at high loads, a number of alternatives have recently been proposed recently:1. hybrid switching switches from wormhole to virtual cut-through at high loads by selectivelybu�ering entire packets [85],2. bu�ered wormhole switching improves throughput by increasing the bu�er size at therouters to more than just a few its, thereby reducing signi�cantly the number of links apacket can block [73].73. wave switching combines circuit switching and wormhole switching, whereby circuit switch-ing is used between nodes that are going to communicate frequently, while wormholeswitching is used to transmit packets for which circuit switching is not e�cient [24].In this dissertation we propose bu�ered wormhole switching and will show in Chapter 6that this can reduce latency and improve system throughput in both hierarchical-ring anddirect networks.2.3.4 Cell SwitchingAn important variation of cut-through switching is cell switching [5, 42, 43, 72, 92, 93]. Incell switching, packets are divided into equi-sized cells that are routed independently (see Fig-ure 2.9). In this sense it is the same as virtual cut-through switching on a per cell basis. Eachcell contains its own routing information: the �rst cell of a packet carries the full target mem-ory address, while the remaining cells of the packet only identify the destination node. Notethat there is no need for sequencing information in a cell if we assume a deterministic routingprotocol. The fact that the target node address exists in each cell allows the cells to be routedindependently, but it adds overhead to the size of the cells. For example, a 128 processor net-work requires 7 bits to address each processor and 7 more bits to identify the source node inorder to distinguish between cells from di�erent source nodes to the same destination node.This amounts to a total of 14 bits of extra overhead per cell which translates into about 11%if we assume a 128-bit cell size. Note that there is no need to identify cells of di�erent packetsfrom the same source node if cells arrive in order at the destination node.An advantage of cell switching is that it does not require the bu�ering of entire packets,yet blocked packets do not block links. Hence, cell routers can be fast and still inexpensive7Increasing the bu�er size beyond the largest worm size results in diminishing returns in network throughput,however.
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Cells of a
PacketFigure 2.9: Cell switching in an 1-dimensional ring connected network. The cells of a packetcan be interleaved with the cells of another packet. The links between nodes are not reservedfor an entire packet and are released after a cell is forwarded.to build. For example, in one-dimensional networks, links can be acquired and then releasedin the same clock cycle for the transmission of a single cell (assuming cell size is equal tothe phit size), and an incoming transit cell can always be transmitted on the outgoing linkwithout being bu�ered [92]. We will show in Chapter 6 that cell switching is more e�ectivethan either wormhole or virtual cut-through switching in hierarchical-ring networks, especiallywhen combined with non-blocking ow-control (described in Section 2.6) [72]. It should benoted that in a single ring, the cell switching is same as the slotted ring protocol [5, 43]. Wealso propose and evaluate in Chapter 6 a hybrid cell-wormhole switching for hierarchical-ringnetworks.2.4 Routing TechniquesRouting determines the path selected by a packet to reach its destination. Routing is criticalto network performance and a large amount of research has been done on this topic [7, 14,18, 19, 21, 23, 25, 26, 27, 34, 35, 46, 53, 60, 62, 80, 89]. The regular topologies typically usedfor multiprocessor direct or hierarchical networks permit algorithmic routing, as opposed torouting based on tables. In distributed algorithmic routing, the path selection for a packet isdistributed across the nodes: when the packet arrives at a node, the router decides along whichlink to forward the packet according to a routing algorithm. In source routing, the entire pathfor a packet is decided by the source node itself. Source routing does not allow alternate pathselections to accommodate faulty links or to avoid a heavily congested area. Also source routingnormally requires a larger packet header to accommodate the speci�cation of the route. Forthese reasons, source routing is not normally used in modern multiprocessor networks.Distributed algorithmic routing techniques are common in multiprocessor networks and canbe classi�ed as either deterministic or adaptive. In deterministic routing, the entire route is
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Path 2 − AdaptiveFigure 2.10: The �gure illustrates deterministic and adaptive routing in a 2-dimensional meshconnected network. `B' represents unavailable links due to blocking. Path 1 is chosen by adeterministic routing algorithm while path 2 is chosen by an adaptive routing algorithm. It isseen that adaptive routing can route around blocked nodes whenever possible thus improvingthe throughput of the network signi�cantly.determined by the source and destination node addresses alone. The Intel Paragon [6], MITJ-machine [23, 64], and Cray T3D [80] all use deterministic routing. Adaptive routing, onthe other hand, exploits the fact that there is more than one path between any source anddestination node pair (in a multi-dimensional network), and bases its decision on which outputlink to forward a packet to on such factors as present network conditions and the distance fromthe destination node (see Figure 2.10). If the choice of output link is always guaranteed to leadto the shortest path to the destination node, then the routing is said to be minimal. Also, onecan further di�erentiate between fully adaptive and partially adaptive routing techniques. In afully-adaptive router, the set of legal output links for a packet includes all possible output linksthe packet can take to reach its destination; hence, by de�nition a fully-adaptive router cannotbe minimal. A partially-adaptive router, on the other hand, takes into account only a subset ofall possible output links.In the subsequent chapters we only consider minimal, deterministic, distributed algorithmicrouting. Hence, we focus on this class of routing in the rest of this section, but for interestedreaders we do give some pointers for adaptive routing schemes.2.4.1 Deterministic RoutingLivelock, starvation, and deadlock are the three major issues that any routing algorithm mustaddress. A routing algorithm that guarantees forward progress of each packet, where every hopthe packet makes takes it a step closer to its destination, is said to be livelock free. Minimal,
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7 8 9Figure 2.11: The �gure shows a simple example of a deadlock in a 4-node-cycle involving nodes2, 3, 5, and 6. The bu�ers of each of these nodes is full with a packet, destined for nodes 6, 5,3, and 2, respectively. The destination node numbers for packets are shown inside the nodeswhere they are bu�ered, whereas the present node numbers are shown outside the correspondingnodes.deterministic routing by de�nition is livelock free. In non-minimal routing, on the other hand,the routing algorithm must be carefully designed to avoid livelock; otherwise a packet couldcontinuously be routed in a cycle such that it does not reach its destination. A simple solutionto prevent livelock is to adopt an age-based priority scheme, where older packets are routedalong minimal paths [62].Starvation occurs when a node is permanently blocked from injecting messages into thenetwork. This may happen when there is heavy transit tra�c. A solution to prevent starvationbased on the message injection rate of nodes is proposed in [62]. This solution requires extrahandshaking lines and additional hardware in routers. Another solution is to use injectiontokens in the network, allowing a source node to inject a message only after it consumes oneinjection token [53]. Since starvation did not occur in any of our simulations, we did not resortto any explicit starvation prevention techniques, although there is no guarantee that it willnever occur.Deadlock is a condition that occurs when some packets are blocked forever because of fullnetwork bu�ers [18, 46, 60]. Cut-through and store-and-forward switching are susceptible todeadlock, because blocked packets occupy bu�ers and/or channels (network resources) whilerequesting other resources resulting in cyclic waits for network resources. Figure 2.11 showsan example of a simple deadlock in a 2-dimensional mesh network involving four nodes 2, 3, 5and 6 (a 4-node-cycle). The bu�ers of each node in this cycle are �lled with messages destinedfor the diametrically opposite node. No message can advance towards its destination (under aminimal routing algorithm), so there is a deadlock situation.



2.4. Routing Techniques 21The techniques proposed to deal with deadlocks in direct networks fall under two generalcategories, namely (i) deadlock prevention and (ii) deadlock detection and recovery. Deadlockprevention techniques rely on designing routing algorithms that do not allow deadlock to occurin the �rst place. Deadlock detection and recovery techniques, on the other hand, deal with�rst detecting and then recovering from deadlocks. We use the deadlock prevention techniquein direct networks in our further study and extend it to apply to hierarchical-ring networks inChapter 6.One way to prevent deadlock in wormhole (cut-through) networks is to divide a physicalchannel into a number of virtual channels and restrict the assignment of packets to these chan-nels. All virtual channels together share the same physical channel, but each virtual channelhas its own set of bu�ers. This virtual channel approach is widely used to prevent deadlocks inwormhole networks, and interestingly it improves throughput [18, 19].Seitz and Dally proposed a necessary and su�cient condition for a minimal deterministicalgorithm to be deadlock-free [18]. For a given interconnection network and its routing function,they de�ne a channel dependency graph and state that the deterministic routing function isdeadlock free if and only if there are no cycles in the channel dependency graph. As a result,for a routing function to be deadlock free according to this theory, it must restrict the useof channels for routing packets so as to eliminate cycles in the channel dependency graph.Given an interconnection network, we can derive its channel dependency graph as follows. Thevertices of the channel dependency graph represent the edges of the interconnection networkand a vertex v1 is connected to a vertex v2 if the routing algorithm allows a packet to be routedfrom the channel represented by v1 to the channel represented by v2. Figure 2.12 shows a2-dimensional mesh network and its channel dependency graph for dimension-ordered routing(described below).For n-dimensional meshes dimension-ordered routing is a minimal and deterministic routingalgorithm. It routes a packet along the lowest dimension �rst for as far as it must go, beforerouting it on the next higher dimension, and so on until the packet reaches its destination.This algorithm is simple to implement, elegant and the most widely used [6, 57, 80]. In a2-dimensional mesh, for example, each node is represented by a 2-digit radix k number, wherek is the number of nodes along a dimension, with the �rst digit representing the node's positionin the �rst dimension and the second digit representing the node's position in the seconddimension. The packet is routed in the �rst dimension (along the x-axis), until it reaches anode whose subscript matches the destination address in the �rst position. The packet is thenrouted along the second dimension. In this case at most one turn is allowed and the turn is fromthe �rst dimension to the second dimension. A total of n� 1 turns are allowed, in general, for
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Figure 2.12: A 2-dimensional mesh network and its channel dependency graph (shown by darkerlines) for dimension-ordered routing.n-dimensional meshes. Dimension-ordered routing guarantees deadlock and livelock freedom inn-dimensional meshes by enforcing a strictly monotonic order on the dimensions traversed, butit does so at the cost of adaptivity. It is easy to see that there are no cycles in the channeldependency graph of Figure 2.12.For k-ary n-cubes, dimension-ordered routing is still minimal and deterministic, but notdeadlock-free. In this case a deadlock would involve wraparound channels within a given di-mension (since cyclic channel dependencies involving multiple dimensions cannot occur). Seitzand Dally developed deadlock-free minimal deterministic routing protocols for k-ary n-cubesby splitting each physical channel into two virtual channels to prevent cyclic channel dependen-cies in a given dimension. As an example, consider the 1-dimensional, 5-ary 1-cube (a 5-nodering) and its channel dependency graph shown in Figure 2.13. There is a cycle in the channeldependency graph, so deadlock is possible. Such cycles can be broken by splitting each phys-ical channel along a cycle into two virtual channels known as high and low virtual channels.A packet currently at node ni is routed to the high virtual channel if i is smaller than thesubscript of the destination node, and into the low virtual channel otherwise. The low virtualchannel out of node 0 is not used. It is easy to see that such a routing function has no cyclesin the resulting channel dependency graph, as shown in Figure 2.14.This routing function can be extended to general k-ary n-cubes. Each node of the k-ary n-cube can be identi�ed by an n-digit radix k number, with the ith digit of the numberrepresenting the node's position in the ith dimension. Similar to an n-dimensional mesh, weroute in the order of dimension, with the most signi�cant dimension �rst; in each dimension,i, a packet is routed in that dimension until it reaches a node whose subscript matches the
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c04c03c02c01c00Figure 2.14: A unidirectional 5-node ring topology with virtual channels: a) interconnectionnetwork and its b) channel dependency graph.destination address in the ith position. The message is routed on the high channel if the ithdigit of the destination address is greater than the ith digit of the present node's address;otherwise, the message is routed on the low channel.In general, it is not possible to develop minimal deterministic deadlock free routing algo-rithms for k-ary n-cubes without virtual channels, with the exception of k-ary 1-cubes for valuesof k � 4 [63]. This makes n-dimensional meshes attractive, since dimension ordered routingalone can guarantee deadlock freedom without requiring virtual channels, thus resulting inreduced router complexity [13].



24 Chapter 2. Issues in the Design of Multiprocessor NetworksTopology Deterministic Turn model Planar Linder and Harden2D Mesh 1 1 2 2k-ary 2-cube 2 2 4 63D Mesh 1 1 3 4k-ary 3-cube 2 2 6 16n-D Mesh 1 1 3 2n�1k-ary n-cube 2 2 6 2n�1(n+ 1)Table 2.1: Virtual channel requirement for deadlock free routing. With the exception of deter-ministic routing, all are adaptive routing techniques.2.4.2 Adaptive RoutingDeterministic routing algorithms are oblivious to dynamic network conditions. Adaptive routingprotocols were developed to take advantage of the multiple paths that may exist between sourceand destination pairs to avoid points of congestion. Adaptive routing can signi�cantly improvenetwork throughput and lower latency when compared to deterministic routing techniques [14,63], but it requires more complex routers and typically additional virtual channels for deadlockfreedom [13].Seitz and Dally's theory of deadlock free deterministic routing has been extended to adaptiverouting [7, 14, 34]. However, it was shown later by Duato that Dally's necessary and su�cientcondition for deterministic deadlock-free routing is only a su�cient condition in the case ofadaptive routing [25, 26, 27]. Duato shows that by separating virtual channels on a link intodeterministic and adaptive classes, wormhole routing can be both adaptive and deadlock free.Adaptive wormhole routing algorithms that are deadlock-free require virtual channels forboth k-ary n-cubes and n-dimensional meshes. The number of virtual channels required perphysical channel depends on the degree of adaptivity sought. A fully-adaptive algorithm requiresa large number of virtual channels per physical channel when compared to a partially adaptivealgorithm. Table 2.1 compares the virtual channel hardware requirements of deadlock-freedeterministic routing with three di�erent deadlock-free adaptive routing schemes namely theTurn model [34], planar adaptive routing [14], and the Linder and Harden method [58]. TheTurn model, proposed by Glass and Ni, deserves special mention as it does not require morevirtual channels than deterministic, yet is adaptive. Instead, it is based on restricting thedirections in which packets may turn and prohibits just enough turns to prevent cycles inthe channel dependency graph, but allows more turns than the restrictive dimension-orderedrouting.



2.5. Flow-control Techniques 252.5 Flow-control TechniquesWhen a bu�er in a network node has become full and is about to overow, then there are twooptions to take. Either packets can be dropped or else incoming tra�c from the neighboringnodes can be throttled by sending a ow-control signal to the neighbor so that it can block thenext packet from being sent. The �rst option results in non-blocking networks, while the latterresults in blocking networks.In non-blocking networks, routers drop packets when they cannot practically be bu�ered [72,93]. Non-blocking networks reduce contention for hot-spot resources and prevent tree-saturationsat high load conditions [72]. The recovery of a dropped packet is carried out either throughnegative acknowledgments or through time-outs. Sending a negative acknowledgment back tothe source node reduces the time for retransmitting a packet; otherwise the source node has totime-out before retransmitting a dropped packet. Unfortunately time-outs need to be large: toprevent duplicate packets in the network the time-out must be larger than the maximum round-trip delay. A larger number of time-outs therefore increases the average round-trip latency ofmemory requests, especially at high loads.A blocking network router blocks a packet when it cannot be bu�ered at the next neighborbecause the bu�ers there are full. A blocking network thus controls the ow of packets intoa node when the node's bu�ers are full. Flow-control can be either receiver initiated, wherethe receiving node back propagates a ow-control signal to its neighbor to request it to stopsending packets, or sender initiated, where the transmitting node keeps a count of the numberof free it bu�ers on neighboring receiving nodes by incrementing the counter whenever a itis sent to that neighbor and decrementing when the receiver signals that it has removed ait from the receiving bu�er. In the receiver initiated case, there may be packets in transitwhen a transmitting node receives a ow-control signal; hence, the receiving node should eitherhave enough bu�er storage for transit packets or otherwise it must send ow-control signals inadvance of its bu�ers becoming full. An example of a router that incorporates receiver initiatedblocking is the Reliable Router from MIT [22]. It asserts or deasserts a clear-to-send signaldepending on whether there is enough bu�er space to receive the next it. An example of arouter that uses sender initiated blocking is the arctic routing chip, also developed at MIT [8].End-to-end ow-control between the source and destination node is often used in datacommunication protocols and has the purpose of preventing speed mismatches between thesource and destination, thereby avoiding bu�er congestion at the receiving node [32]. End-to-end ow control schemes typically have some form of admission control at the source node,where a packet is injected into the network only if the destination is able to accept the packet.



26 Chapter 2. Issues in the Design of Multiprocessor NetworksHowever, end-to-end ow-control is not typically used in multiprocessor networks, except in aprimitive form, mainly because of the overhead involved in implementing it. A rare example ofa router that supports end-to-end ow-control is the NIFDY chip developed at the Universityof California, Berkeley [10]. NIFDY uses admission control to perform end-to-end ow-controlby restricting the number of outstanding requests a processor can issue to at most one perdestination processor.In this dissertation, we study both blocking and non-blocking ow-control in hierarchical-ring networks, but only blocking ow-control in direct networks since our preliminary simulationresults showed that non-blocking ow-control in 2-dimensional direct networks results in poorperformance. This is mainly because the longer worms (packet length) result in higher networkcycles to drop and recover packets in direct networks.8 End-to-end ow control is also appliedby imposing a maximum limit on the number of outstanding transactions a processor can issue.2.6 Other IssuesRecently, there has been some interest in providing service guarantees for new applicationsrequiring real-time communications with continuous data types that include audio and video.Kim and Chien [52] proposed a novel queuing and scheduling algorithm for direct networksthat guarantees deterministic delay bounds and bandwidth for real-time tra�c. J. Rexford,et. al. [77, 78] proposed a router architecture for direct networks that supports multiple classes oftra�c that includes best-e�ort and real-time tra�c. Both these techniques assume connection-oriented networks, where a prior connection is established to forward real-time tra�c. Thisunder-utilizes the network resources and penalizes best-e�ort tra�c.In Chapter 7, we propose dynamic virtual channel ow-control to implement a connectionlesspriority-based direct network. It can be used to either support multiple classes of tra�c, as seenin multiprocessor video/transaction servers or improve the throughput of best-e�ort tra�c. Weimplement such a network using dynamic virtual channels, priority inheritance, and prioritybased link arbitration.
8Under constant router pin constraints, the number of its of a packet increases with the dimension of thenetwork.



Chapter 3System Description, Methodology, and WorkloadsIn this chapter, we describe the hierarchical-ring and direct networks we consider in this dis-sertation. As representative direct networks, we consider 2-dimensional meshes, 2-dimensionaltori, and bidirectional rings. We use wormhole and cell switching techniques for hierarchicalrings, while our predominant switching technique for direct networks is wormhole. We use theminimal, deterministic, dimension-ordered routing without virtual channels for 2-dimensionalmeshes and two virtual channels per physical channel to prevent deadlock involving wrap-aroundchannels in the torus and the bidirectional ring. We consider blocking ow-control for directnetworks, and both blocking and non-blocking ow-control for hierarchical-ring networks.Our approach to performance evaluation is primarily through simulations, although we attimes also use semi-empirical analytical models. Synthetic workload models are complementedby program-driven simulations with programs chosen from the SPLASH-2 suite [94]. Syntheticworkload models allow us to accurately control the network load, and to study network behaviorfor a range of operating points. This makes it feasible to �nd important network parameters suchas the maximum achievable throughput and the processor request rate at network saturation.On the other hand, a set of real applications subject a network to some realistic operatingpoints; however, it would be di�cult to predict the network behavior under other operatingpoints from just the real ones. Another advantage of using synthetic workloads is that thenumber of transactions that need to be issued by each processor to obtain reliable systemperformance measures is much smaller than the number of transactions needed when simulatingthe execution of real application programs.3.1 System DescriptionLow-dimensional meshes and tori are currently popular for use as interconnection backplanes inlarge-scale shared-memory multiprocessors. A number of commercial products use these typesof networks [16, 80, 81], as do a number of experimental and research systems [55, 57]. This is27
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ModuleFigure 3.1: A hierarchical-ring system with two levels.partly because of their perceived scalability characteristics and partly because routers for thesetypes of networks exist and hence it is relatively easy to build such systems using o�-the-shelfrouters and processors. Nevertheless, we will show in Chapter 4 that hierarchical unidirectionalring-based multiprocessors are, from the point of view of performance, interesting alternativesto two-dimensional direct networks.Figures 3.1 and 3.2 show shared-memory multiprocessor systems containing a number ofprocessing modules, in the former case connected by a two-level hierarchy of unidirectionalrings [92], and in the latter case connected by a square 2-dimensional bidirectional mesh.1Each processing module (PM) contains a processor, a local cache and a portion of the mainmemory. In the case of hierarchical rings, all processing modules are connected to lowest levelrings, which we also refer to as local rings. A global ring connects several of these local rings.The channel width (data path) of the ring is assumed to be 128 bits wide in our study.For a mesh connected system, a number of variations on the basic topology shown are possi-ble. The connection between each pair of adjacent nodes in a mesh is bidirectional (implementedas two 32-bit wide unidirectional channels2). We consider both mesh-connected networks thathave no wrap-around connections and tori with wrap-around channels. The main di�erences be-tween a mesh and a torus network are: (1) for deadlock-free, dimension-ordered routing, a meshnetwork does not require virtual channels, whereas a torus network requires its physical channelto be multiplexed between two virtual channels, (2) the wrap-around channels in a torus reducethe network diameter by a factor of 2 when compared to a mesh network, (3) the bisection1These �gures are repeated from Chapter 2 for convenience.2The assumption is valid under constant router pin constraints where a 128-bit wide channel for unidirectionalrings reduces to a 32-bit wide channel for 2-dimensional meshes
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PMFigure 3.2: A 2-dimensional 3� 3 mesh with 9 nodes.bandwidth of a torus is twice that of a mesh network, again due to the wraparound channels,and (4) all nodes in a torus network have the same number of neighbors making it a regulartopology. The bidirectional ring, which we also study, is considered to be a 1-dimensional torus.We only consider shared-memory multiprocessors in our study. Hence, we assume that boththe hierarchical-ring and the direct networks provide a at, global (physical) address space, andthat each PM is assigned a unique contiguous portion of that address space, determined by itslocation. All processors can transparently access all memory locations in the system. The targetmemory is determined by the address of the memory being accessed. The memory transactionswe consider are cache line reads and writes. Each memory transaction involves a request andresponse sub-transaction. Local memory accesses do not involve the network. Remote memoryaccesses require a request packet to be sent to the target memory, followed by a response packetfrom the target memory to the requesting processor. Packets sent are of variable size and aretransferred in its,3 bit-parallel, along a unique path through the network. In a hierarchy ofrings, a packet containing a remote request whose target memory is in a di�erent ring thanits source, �rst travels up the hierarchy to the level needed to reach the target node, and thendescends the hierarchy to the target node where it is removed from the local ring. The targetnode sends a response packet back to the requesting PM along a similar path.3.1.1 Hierarchical-ring System DescriptionFor a hierarchical ring, there are two types of network nodes: Network Interface Controllers(NIC) connect processing modules (PM) to local rings and Inter-ring Interfaces (IRI) connecttwo rings of adjacent levels. The NIC examines the header of a packet and switches (1) incoming3No distinction is made between a phit (physical transfer unit) and a it in our study.
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Processor−MemoryFigure 3.3: A network interface controller (NIC) for hierarchical-ring connected multiprocessornetwork.packets from the ring to a PM, (2) outgoing packets from the PM to the ring, and (3) continuingpackets from the input link to the output link. The IRI controls the tra�c between two ringsand is modeled as a 2�2 crossbar switch. Possible implementations of these network nodes aredepicted in Figures 3.3 and 3.4.The NIC has a FIFO ring bu�er to temporarily store transit packets arriving from thenetwork not destined to the local PM when the output link is currently transmitting anotherpacket from the local PM. If the ring bu�er is empty and no packet is currently being transmit-ted, then an incoming transit packet will be forwarded to the output link directly, bypassingthe ring bu�er. The NIC also has a FIFO input bu�er for storing packets destined for the localPM and a FIFO output bu�er for storing packets originating from the PM destined for nodeselsewhere in the network (see Figure 3.3). Both of these are split into request and responsequeues (not shown) to avoid deadlocks involving multiple classes of tra�c [37]. Priority fortransmission to the next node is given to ring packets either waiting in the bypass bu�er orhaving just arrived from the previous node. Otherwise, if there are packets in one of the outputqueues then priority is given to response packets over request packets. The reason behind thisprioritized link arbitration is to minimize the time a packet spends in the network.Super�cially, the NIC model described appears to be similar to the bu�er insertion ringaccess scheme used in ring topology local area networks [44, 91]. There are, however, signi�cantdi�erences. In the cut-through switched ring,1. blocking ow-control is used to block a packet when it cannot be bu�ered at the nextneighbor because the bu�ers are full. For example, in a wormhole switched ring withsingle-it ring bu�ers, a blocked (header) it of a packet will block the following its, and
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3.2. Switching and Flow-control Techniques 33Blocking Non-blockingDirect Hierarchical-ring Direct Hierarchical-ringNetworks Networks Networks NetworksWormhole p pVCT p pCell p p pTable 3.1: Switching and ow-control techniques used in evaluating hierarchical-ring and directmultiprocessor networks.it-sized and (single or multiple) cache line sized bu�ers. Under the assumption of constant pinconstraints, a 128-bit wide channel for rings with one input and output connection per ring NICtranslates into a 32-bit wide channel for meshes with four input and four output connectionsper mesh NIC.3.2 Switching and Flow-control TechniquesIn this section, we briey mention the di�erent switching and ow-control techniques used inour performance evaluation. We consider three di�erent switching techniques: wormhole (WH),virtual cut-through (VCT), and cell switching. The switching schemes are examined for bothblocking and non-blocking networks (with some exceptions). Wormhole (both single-it andbu�ered) switching is a natural candidate for switching in blocking networks, while cell switchingis a natural candidate in non-blocking networks. Virtual cut-through switching in blockingnetworks results in a similar performance to bu�ered wormhole switching and therefore is usedonly in non-blocking networks. In the non-blocking variant of virtual cut-through switching anode drops the packet whenever a node cannot bu�er it in its entirety. The dropped packet isrecovered through negative acknowledgments and through time-outs.Table 3.1 presents the switching and ow-control combinations considered in this disserta-tion. We do not consider non-blocking ow-control in direct networks since our preliminarysimulations showed that they result in poor performance.4 For direct networks, we considerboth wormhole and bu�ered wormhole switching; virtual cut-through switching results in sim-ilar performance as bu�ered wormhole switching and is therefore not further considered fordirect networks. For hierarchical-ring networks, we consider cell switching under both block-ing and non-blocking ow-control, virtual cut-through under non-blocking ow-control, andbu�ered wormhole switching under blocking ow-control.4This is mainly due to the overhead involved in dropping and recovering packets, since the packets are muchlonger (number of its) in direct networks compared to their hierarchical-ring counterparts.
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3.3. Simulator 35response times since requests with long response times are underrepresented.A hierarchical-ring base simulator was validated against measurements taken from the Hec-tor prototype, a hierarchical-ring architecture [93]. The Hector prototype and the base simula-tor use cell switching and non-blocking ow-control. The base simulator was then extended tomodel other switching techniques, such as wormhole and virtual cut-through and ow-controltechniques such as blocking and hybrid ow-control. For meshes, tori, and bidirectional rings,the processor and memory modules are essentially the same as in the hierarchical-ring simulatorwith new NIC modules added that incorporate appropriate switching, routing and ow-controltechniques.A program-driven simulator is used to run real applications on hierarchical-ring and 2-dimensional mesh and torus connected multiprocessor systems. The program-driven simulatorcontrols the scheduling of processes so that the interleaving of memory references is the sameas it would be on the simulated machine. Our program-driven simulator is partitioned intotwo main parts: a memory reference generator (the front end) and a target system simulator(the back end), as illustrated in Figure 3.7. The reference generator models the execution of anapplication program on some number of processors. When an application generates a memoryreference, the front end sends an event to the back end. The back end typically models thesystem interconnect and the memory hierarchy. When the back end completes the operationsfor an event, it signals the front end to continue with process execution. A simulation librarymanages and schedules events and processes.We use MINT (a MIPS interpreter) as our front-end that encompasses the memory referencegenerator and simulation library components [90]. The input to MINT is a statically-linked Irixexecutable �le compiled for the MIPS R3000 processor. Our back-end target system simulator isthe same as we use for the synthetic workload. Hence, the di�erence between the two simulatorsis that we use the MINT event scheduler in the former and the smpl event scheduler in thelatter. However, we use smpl routines in both simulations to collect statistics. Using the sameback-end allows us to directly compare the results obtained from both simulations.For the synthetic workloads, our main performance measures are transaction latency andsystem throughput, whereas for the program-driven simulations they are transaction latencyand execution time of parallel applications. These and other performance measures are de�nedas follows:Transaction latency is the elapsed time between when a request is �rst issued and the timethe corresponding response is received.5 It is measured in processor clock cycles and includes5For writes the response packet returns upon queuing of the request at the target memory, so it is possiblefor the target memory to be still processing a write request after the transaction completes in the above sense.
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(MINT)Figure 3.7: A program-driven simulator contains two major components: a memory referencegenerator and a target system (interconnect) simulator.any time-outs and retransmissions that might occur in the non-blocking networks.System throughput is de�ned as average number of requests issued in the entire system perprocessor cycle.Average NIC and IRI delays are the average time a packet waits in NIC and IRI bu�ers,respectively, and are measured in processor cycles.Maximum achievable throughput is the system throughput just before network saturation.At network saturation, a small increase in request rate produces a large increase in transactionlatency accompanied by no increase in throughput.Link utilization measures the fraction of time a link is utilized for data transfer. It gives ameasure of network contention. Ideally, we would like link utilization to be low.3.4 System and Workload ParametersA shared-memory multiprocessor interconnection network can be characterized in part by thefollowing parameters:1. system size (number of processors),2. the relative processor, memory and network cycle times,3. the maximum number of transactions a processor may have outstanding at a time, and4. the topology.Allowing only one outstanding transaction per processor results in a low processor e�ciency.A number of techniques such as relaxed memory consistency models, prefetching, non-blockingreads, and multiple hardware contexts have been proposed to minimize the time a processor



3.4. System and Workload Parameters 37is blocked waiting for some transaction to complete and thus improve processor e�ciency [36].We model this e�ect by allowing up to four outstanding transactions per processor. Thus,a processor does not block until the number of outstanding transactions has exceeded themaximum.The topology of hierarchical-ring networks is speci�ed by the branching factor at each levelof the hierarchy, starting at the local ring up to the global ring. A topology speci�ed as 8�4�2refers to a three-level hierarchy with 8 nodes per local ring, 4 level-1 rings per level-2 ring, and2 level-2 rings connected to the global ring. To specify the topology of 2-dimensional directnetworks, we use the n � n notation where n is the number of nodes in a single dimension,assuming square meshes or tori.The main parameters in our synthetic workload model include the request rate, which is themean time between cache misses6 given a non-blocked processor, the probability that the cachemiss is a read, and a measure of communication locality. We subject the network to a widerange of request rates from 0.0001 to 0.1. This corresponds to a range from 1 cache miss per10000 cycles to 1 miss in 10 cycles. We will show later in this chapter that this range includesmost request rates exhibited by real programs. Given a cache miss, we assume the probabilityof it being a read is 0.7, which is consistent with observed behavior [33]. For cache line transfers,we assume the availability of page-mode DRAM, where the �rst word of a cache line is providedby the memory after, say, 10 processor cycles, and successive words are provided in consecutiveprocessor cycles [15].For our synthetic workload model, two main memory transactions, namely the read andwrite transaction and four types of packets, namely, read request, read response, write requestand write response are simulated. In the case of a read transaction, the request packet containsthe target memory address and the response packet contains the requested cache line data. Inthe case of a write transaction, the request packet contains the cache line data to be writtenand the response packet contains an acknowledgment. For writes, the response packet is sentback to the requesting station as soon as the write is queued at the target memory, so thelatency of the actual memory operation is hidden.7Our synthetic workload model does not take coherence tra�c explicitly into account. Cachecoherence tra�c could be included within a low-level workload model such as ours by providinga translation from a high-level workload model to a low-level workload model. Holliday andStumm [42] did a preliminary study of the e�ect of such a translation for the case of software6The mean time between cache misses follows a negative exponential distribution.7To isolate the issues related to network performance, we assume that the target node always accepts allrequests to it without generating negative acknowledgments.



38 Chapter 3. System Description, Methodology, and Workloadscache coherence using the approach developed by Adve et.al. [1]. The resulting ranges for thelow-level workload parameters were consistent with the ranges we consider.8Communication locality can greatly a�ect system throughput in shared-memory multipro-cessor networks. We use clusters of locality to model locality in our synthetic workloads [42].This communication model logically organizes all processors into clusters and assigns a proba-bility for each cluster being the target of a transaction. Hence, two parameters, where each isa vector, specify a speci�c locality model. The vector S = (S1; S2; � � � ; Sn) speci�es the size ofeach cluster. Here, S1; S2; � � � ; Sn represent the size (number of processors) of clusters 0; 1; � � � ; n,respectively. The vector P = (P1; P2; � � � ; Pn) speci�es the probability of each cluster being thetarget of a transaction. Given that the target memory is in a particular cluster, the probabilityof a processor module within that cluster is uniformly distributed. This de�nition of clusters isindependent of the topology of the network. For a hierarchy of rings, the clusters are de�nedin terms of the absolute di�erence (modulo the size of the system) between the two processornumbers, when numbered them left to right when processors are viewed as the leaves of a treede�ned by the ring hierarchy. For 2-dimensional mesh or torus connected networks, clusters arede�ned in terms of the link distance between processors. The communication model describedis similar to ones described in other studies of direct networks [2, 3].In our studies, we used two speci�c workloads derived from this model:1. Workload Tloc , represented as S = (1; 4; n� 5) and P = (0:5; 0:8; 1:0), models 3 clusterswhere the �rst cluster is the source processor module itself, the second cluster containsthe source processor module's four closest neighbors, and the third cluster contains allother processor modules. Cluster 1 has probability 0.5 of being the target, cluster 2 hasprobability 0.8 of being the target, given that the target is not in cluster 1, and cluster3 has probability 1.0 of containing the target, given that the target is not in cluster 1 orcluster 2. This workload models high communication locality where there is a probabilityof 0:5 + (1� 0:5) � 0:8 = 0:9 that the target memory lies within the �rst two clusters.2. Workload Tuniform , represented as S = (n) and P = (1:0) with n being the total numberof processors, models a single cluster that has a probability 1.0 of containing the targetmemory. This workload models poor communication locality where there is an equalprobability of a processor accessing any other processor's memory (including its ownmemory). We include Tuniform in particular because many other studies have used thisworkload [2, 14, 19, 27, 34, 39, 53, 85], allowing easier comparisons.8It is possible to include tra�c due to write-backs and invalidations within the read and write parameters.



3.5. Program-driven Simulation 39Parameter V alue Descriptionn 16, 64 Number of processorsb 1 Number of memory banksnL1 � nL2 � � � � � nLh 8� 2; 8� 4� 2 Hierarchical-ring Topology4� 4; 8� 8 2D Mesh/Torus TopologyNXMY N2M10 Ratio of network and memory cyclesto processor cycleT 4 Maximum number of outstandingtransactions� 0.0001-0.4 Request rateR 0.7 Probability that a cache miss is a readS = (S1; S2; � � � ; Sm) (N); (1; 4; n� 5) Cluster sizeP = (P1; P2; � � � ; Pm) (1); (0:5; 0:8; 1:0) Cluster probabilitiesTable 3.2: System and synthetic workload parameters and their range of values used in oursimulations.The system and workload parameters used in our study are summarized in Table 3.2. Weconsider system sizes of 16 and 64 processors to represent small and medium-scale multipro-cessor networks, respectively. We de�ne the cycle ratio as the relative speed of the processor,network, and memory [42]. It is speci�ed as NXMY which means that each network cycle isX times as slow as a processor cycle and the memory requires Y processor cycles to service onememory request. We de�ne network cycle time as the time required for a packet to move fromthe input of one node to the input of the next node. Such a transfer need not occur in a singlenetwork cycle. Our assumption that the network cycle time is a factor of two slower than theprocessor cycle time is justi�ed from the fact that for a 5ns processor cycle time (200 MHz),our ring cycle time of 10ns is close to that used in SCI performance studies [82].9All simulation results have con�dence interval half-widths of 1% or less at a 95% con�dencelevel, except near saturation where the con�dence interval half-width may increase to a fewpercent.3.5 Program-driven SimulationFor our program-driven simulation, we simulate a cache coherent shared address space multi-processor with physically distributed memory and one processor per node. Every processor hasa two-level cache that is kept coherent using a directory-based protocol [88]. Table 3.3 presentssome important system parameters used in our program-driven simulations.9SCI speci�es a ring cycle time of 2ns [41] with 4 ring cycles required to transfer a packet from the input ofone node to the input of the neighboring node.



40 Chapter 3. System Description, Methodology, and WorkloadsDescription V alueRatio of network to 2processor cyclesMemory read/write time 10 Proc cyclesMemory Tag time 6 Proc cyclesCache 2-level, Direct-mappedL1/L2 data-cache size 32 KB/1 MBL1/L2 cache line size 32 BytesTable 3.3: System parameters used in program-driven simulations.We use application programs from the SPLASH-2 suite [94], which consists of a mixture ofcomplete applications and computational kernels. It has applications and kernels drawn froma variety of disciplines that include scienti�c, engineering and graphics computing. We brieydiscuss here those applications and kernels we use in our simulations. Detailed descriptions ofall programs are available in [86, 94] and the characteristics of their memory access behaviorcan be found on the SPLASH web page [87]. In each case, the input data sets we use arethose speci�ed for the programs in the SPLASH-2 suite and the data are distributed amongthe processing nodes according to the SPLASH-2 guideline.FFT: The FFT kernel is a complex 1-D version of Bailey's six step FFT algorithm. The dataset consists of n complex data points to be transformed and another n data points referred toas the roots of unity. Both sets of data are organized as pn � pn matrices and partitionedso that every processor is assigned a contiguous set of rows. Communication occurs in threematrix transpose steps, which require all-to-all interprocessor communication. Every processortransposes a contiguous sub-matrix of pnp � pnp from every other processor, where p is thenumber of processors, and transposes one sub-matrix locally. The FFT implementation isoptimized to minimize the interprocessor communication.LU: The LU kernel factors a dense matrix into the product of a lower and upper triangularmatrix. The dense n � n matrix is partitioned into an N � N array of B � B blocks, wheren = NB, to allow the exploitation of temporal locality on sub-matrix elements. The blockownership is assigned using a 2D scatter decomposition and the blocks are allocated locallyto processors that own them. The blocks are updated only by the processors that own them.Elements within a block are allocated contiguously to improve spatial locality bene�ts. Blocksize B is critical to performance and a smaller size (B=8 or 16) is chosen to strike a goodbalance between cache miss rate and load balance.Radix: The integer radix sort kernel sorts a set of k-bit integer keys by examining r-bits in each



3.5. Program-driven Simulation 41iteration. The r-bit �eld is called a digit. The algorithm is iterative and performs one iterationfor each radix r digit of the keys. The keys are stored in a global array of integers. The sortedkeys are stored in another global array. Both arrays are partitioned across the processors. Ineach iteration, a processor passes over its assigned keys and generates a local histogram. Thelocal histograms are then accumulated into a global histogram, thereby generating all-to-allcommunication. Finally, each processor uses the global histogram to permute its keys into anew array for the next iteration. The predominant pattern of communication in the radix sortis bursty.Ocean: The Ocean application studies large-scale ocean movements based on eddy and bound-ary currents. The computation is performed in a number of time steps. At each time stepseveral independent calculations are made over a number of grids. It is optimized to minimizethe communication-to-computation ratio by partitioning the grids into square-like sub-grids.The main data structure is a number of 2-dimensional arrays which represent di�erent grids.The partitioning of computation over all processors is done by decomposing the data domain.Each processor performs computation over its assigned sub-domain which consists of a few gridpoints. The exchange of data takes place only for the boundary elements with a near-neighborcommunication pattern. The data written by local processors in one step are read by remoteprocessors in the subsequent step allowing for optimization by the cache coherence protocoland prefetching.Raytrace: Raytrace renders a three-dimensional scene using ray tracing. A hierarchical uni-form grid is used to represent the scene. A ray is traced through each pixel in the imageplane, and reects, in unpredictable ways, o� the objects it strikes. Each contact generatesmultiple rays, and the recursion results in a ray tree per pixel. The image tree is partitionedamong processors in contiguous blocks of pixel groups, and distributed task groups are usedwith task stealing. Major data structures represent rays, ray trees, the hierarchical uniformgrid, task queues, and the primitives that describe the scene. The data access patterns arehighly unpredictable in this application.Tables 3.4 and 3.5 summarize the characteristics of the applications for 16 and 64 pro-cessor systems, respectively, corresponding to the two system sizes we used for running realapplications.10 The tables present for each application its input data set, average number ofmemory requests per processor (L2 cache misses), the average memory request rate, the av-erage interval between memory requests in processor cycles, and the fraction of such memoryrequests that are reads. The numbers are shown for 32-byte and 64-byte cache line sizes. It10These characteristics were obtained running the applications on a hierarchical ring connected multiprocessor,with a two-level hierarchy for 16 processors (8� 2) and a three-level hierarchy for 64 processors (8� 4� 2).



42 Chapter 3. System Description, Methodology, and WorkloadsApplication Problem Requests per Proc Proc Request Rate Request Interval FractionSize 32B CL 64B CL 32B CL 64B CL 32B CL 64B CL ReadsFFT 64K points 22741 11433 0.0166 0.0083 61 121 0.65Radix 1M integer 63152 36447 0.00834 0.00481 120 208 0.63LU 512� 512 90973 53472 0.0048 0.00284 209 353 0.6716� 16 blocksOcean 258� 258 153303 106602 0.0079 0.0059 127 170 0.82Raytrace Teapot Geometry 44134 29935 0.0035 0.00235 286 426 0.73Table 3.4: Characteristics of some real applications from SPLASH-2 suite. The network simu-lated is a 16 processor 2-level 8� 2 hierarchical ring with 32-byte cache lines.Application Problem Requests per Proc Proc Request Rate Request Interval FractionSize 32B CL 64B CL 32B CL 64B CL 32B CL 64B CL ReadsFFT 64K points 6015 3029 0.0174 0.00874 58 115 0.65Radix 1M integer 19836 14329 0.00999 0.00722 100 139 0.63LU 512� 512 27046 13899 0.00571 0.00293 176 342 0.6716� 16 blocksOcean 258� 258 55132 44041 0.01087 0.00868 92 116 0.82Raytrace Teapot Geometry 11926 9002 0.00373 0.00282 268 355 0.73Table 3.5: Characteristics of some real applications from SPLASH-2 suite. The network simu-lated is a 64 processor 3-level 8� 4� 2 hierarchical ring with 32-byte cache lines.should be noted that the request rates shown here are on the low side because they do notinclude the requests generated to maintain coherent caches. Nevertheless, the communicationfrequency of applications varies widely as seen from the average memory request rate. Thissuggests that its quite di�cult to predict the typical communication behavior. However, noneof the applications are embarrassingly parallel and most of them demonstrate regular commu-nication patterns. By taking into account a range of request rates (from very low to very highvalues), our synthetic workload model contains communication patterns of most present andfuture parallel applications.Chapter SummaryThis chapter presented system descriptions of 2-dimensional mesh and hierarchical-ring con-nected multiprocessor networks. We presented our parametric and program-driven simulationmethodology with the description of synthetic workload models and real applications. Thesystem and workload parameters we use in this dissertation were summarized.



Chapter 4Mesh, Torus, and Ring Networks: ComparativePerformanceThe most popular direct multiprocessor network topology in use today is the 2-dimensionalmesh or torus. This is partly because routers are available o� the shelf and partly because thebisection bandwidth of such networks grows with system size, thereby allowing them to scale toa larger number of nodes. Examples of mesh-connected shared memory multiprocessors includeStanford University's FLASH [55], MIT's Alewife [4], and SGI's Origin [16]. However, whencompared to ring networks, a 2-dimensional mesh or torus network has smaller link width underidentical pin constraints due to twice the number of directly connected neighbors. This alsoincreases their switching and routing complexity. Moreover, their network diameter increasesmore rapidly with the number of nodes than when compared to hierarchical rings.In this chapter we will show that, from a performance point of view, hierarchical-ring net-works are interesting alternatives to low-dimensional direct networks for shared-memory mul-tiprocessors. We compare the performance of hierarchical-ring and direct shared-memory mul-tiprocessor networks and show that hierarchical-ring networks generally perform better than2-dimensional meshes and tori when connecting a small number of nodes (� 16), but thatmeshes and tori perform better in systems with a large number of nodes. This is primarilybecause of the constant bisection bandwidth constraints of hierarchical-ring networks [71].For direct networks, we consider 2-dimensional meshes and tori. Recently, there has beensome interest in single bidirectional ring networks for shared-memory multiprocessing [47, 66],and we therefore include them in our study as a special case of tori networks of one dimen-sion. Since wormhole switching is the predominant switching technique in direct networks, wewill use them in both our direct and hierarchical-ring networks, even though we will show inChapter 6 that cell switching performs somewhat better in hierarchical-ring networks. For both2-dimensional meshes and tori networks, we use dimension ordered routing which is minimaland deterministic. For wormhole switched hierarchical-ring networks, we extend Dally's [18]deterministic deadlock-free routing in a single ring (k-ary 1-cube) to a hierarchy of rings. Therouting technique is explained in Chapter 7. 43



44 Chapter 4. Mesh, Torus, and Ring Networks: Comparative PerformanceInput/ VCs per Cache NIC memoryChannel Output Physical line requirementswidth Channels Channel size 1/4 CL 1/2 CL 1 CLHierarchical 32B - - 96BRings 128b 1/1 2 128B - - 288BBidirectional 32B - 96B -Rings 64b 2/2 2 128B - 288B -Meshes & 32B 96B - -Tori 32b 4/4 2 128B 288B - -Meshes 32B 48B - -32b 4/4 1 128B 144B - -Table 4.1: A comparison of memory requirements for ring and mesh NIC bu�ers of di�erentsizes.4.1 Comparative Performance EvaluationWe evaluate the systems using Tuniform and Tloc as our synthetic workloads and �ve realapplications from the SPLASH-2 suite for our program-driven simulations. Since hierarchical-ring networks are highly con�gurable, we use topologies that exhibit low latency and highthroughput for most memory access patterns. These topologies are derived in Chapter 5. Also,we assume optimal bu�er sizes at NICs and IRIs, as derived in Chapter 6.In our comparison, we generally try to be fair, although we slightly favor direct networks.For example, our Tloc workload model favors meshes, as it minimizes the number of hops inmeshes, but not so for ring-based systems. We assume the hierarchical rings are wormholeswitched, even though cell switched rings tend to perform somewhat better (see Chapter 6).Also, we assume the same routing time for rings, meshes, and tori, although routing in rings issimpler and hence faster. Since we assume two virtual channels per physical channel for bothhierarchical-ring and tori networks (for deadlock free routing), we also consider the case of twovirtual channels per physical channel for meshes. However, in meshes, we use virtual channelspurely for improving network throughput by allocating these channels to packets so as to avoidhead-of-line blocking, while using dimension ordered routing to prevent deadlock.Under the assumption of constant pin constraints, a 128-bit wide channel for rings with oneinput and one output connection per ring NIC translates into a 32-bit wide channel for meshesand tori with four input and four output connections per NIC, and a 64-bit wide channel forbidirectional rings. When considering the on-chip memory requirement for bu�ers, assumingcache line sized bu�ers for meshes favor meshes and tori, while assuming single-it bu�ers formeshes favors hierarchical rings. For a fair comparison we assume that the memory requirementin a router is the same for both direct and hierarchical-ring networks. For a hierarchical ring,



4.1. Comparative Performance Evaluation 45
30

35

40

45

50

55

60

65

70

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1

La
te

nc
y 

(c
yc

le
s)

Throughput (requests/cycle)

Hierarchical-ring
Bidirectional-ring

2D Mesh (1 vc)
2D Mesh (2 vc)

2D Torus

(a)

35

40

45

50

55

60

65

70

75

80

0 0.5 1 1.5 2 2.5 3 3.5

La
te

nc
y 

(c
yc

le
s)

Throughput (req/cycle)

Hierarchical-ring
Bidirectional-ring

Mesh (1 vc)
Mesh (2 vc)

Tori

(b)

30

40

50

60

70

80

90

0.001 0.01 0.1 1

La
te

nc
y 

(c
yc

le
s)

Request Rate

Hierarchical-ring
Bidirectional-ring

2D Mesh (1 vc)
2D Mesh (2 vc)

2D Torus

(c)

30

40

50

60

70

80

90

100

110

120

0.001 0.01 0.1 1

La
te

nc
y 

(c
yc

le
s)

Request Rate

Hierarchical-ring
Bidirectional-ring

2D Mesh (1 vc)
2D Mesh (2 vc)

2D Torus

(d)Figure 4.1: Performance of systems with 32-byte cache lines under the Tloc workload:a) throughput-latency curves for 16 processor systems, b) throughput-latency curves for 64processor systems, c) latency as a function of request rate for 16 processor systems, and d) la-tency as a function of request rate for 64 processor systems.we assume a cache-line (CL) sized NIC bu�er, which translates into a NIC bu�er size that canhold one-fourth of a cache line in a mesh and torus and one-half of a cache line in a bidirectionalring. Table 4.1 summarizes the memory requirement in routers of direct and hybrid networks.4.1.1 Access Patterns with Memory LocalityWe consider in this section the Tloc workload that exhibits high locality in the memory accesspattern. Figure 4.1 presents latency, both as a function of throughput and the request ratefor four di�erent topologies for 16 (the �rst column of graphs) and 64 (the second column ofgraphs) processor systems with 32-byte cache lines. Each throughput-latency curve is obtained
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(d)Figure 4.2: Performance of systems with 128-byte cache lines under the Tloc workload:a) throughput-latency curves for 16 processor systems, b) throughput-latency curves for 64processor systems, c) latency as a function of request rate for 16 processor systems, and d) la-tency as a function of request rate for 64 processor systems.from two curves that plots throughput and latency independently against request rate [9].1The points at the lower-end of the throughput scale in a throughput-latency curve correspondto low request rates, while those at the higher-end of the throughput scale correspond to highrequest rates. Initially, when we increase the request rate the throughput scales with little or noincrease in latency and reaches a point after which any increase in request rate results in littleincrease in throughput accompanied by a large increase in latency. We refer the throughput atthis point as the maximum achievable throughput for a given network topology.In Figure 4.1, we consider meshes with both one and two virtual channels. There are twoimportant observations from these graphs. For a smaller system size of 16 processors, the1We will mainly use the throughput-latency representation in this dissertation.
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Figure 4.3: Average latency of rings, meshes, and tori networks when scaled under Tloc workloadfor a) 32-byte cache line and low request rate, b) 32-byte cache line and high request rate,c) 128-byte cache line and low request rate, and d) 128-byte cache line and high request rate.bidirectional ring exploits locality much better than a hierarchical ring and a 2-dimensionalmesh or torus, resulting in a low latency and high throughput curve. This is mainly because ofthe dynamic clustering e�ect of the bidirectional ring for memory access patterns that exhibithigh locality [47]. Among hierarchical-ring and 2-dimensional direct networks, the hierarchical-ring network exhibits lower latency at low request rates, but su�ers from early saturation athigh request rates. However, for a large system size of 64 processors, both hierarchical andbidirectional rings su�er from early saturation at high request rates (because of the bisectionbandwidth constraints) even though they exhibit latency values that are marginally lower thanin 2-dimensional direct networks at low request rates.The trend is similar for a large cache line size of 128 bytes except that both hierarchicaland bidirectional rings exhibit latency values that are signi�cantly lower (about 25%) than in



48 Chapter 4. Mesh, Torus, and Ring Networks: Comparative Performance2-dimensional meshes and tori at low request rates. This is shown in Figure 4.2.Figure 4.3 compares the latency of rings, meshes and tori as we scale the system size from4 to 64 processors under the Tloc workload. The graphs in the top row of this �gure are forsystems with 32-byte cache lines, while the bottom two are for systems with 128-byte cachelines. We present two graphs for each cache line size; one at a low request rate and the other ata high request rate. Generally, rings (bidirectional and hierarchy) perform better than meshesand tori at low request rates, but meshes and tori scale better to a large number of nodesespecially under high request rates. Also, hierarchical and bidirectional rings perform betterthan mesh and torus at larger cache line sizes. This is because with large cache line sizes, therelative length of a worm in a mesh or a torus network is higher than in a ring network, so theprobability of blocking is higher in meshes and tori and because in the absence of contention,latency is dominated by the length of the worm (see Chapter 2).We de�ne the cross-over point as the number of nodes where the switch-over occurs. Theresults show that at low request rates, the cross-over point is sensitive to the cache line size, butis independent of the cache line size at high request rates. At low request rates, the cross-overpoints (for rings) are 64 processors or more. At higher request rates, the cross-over point forbidirectional ring is around 36 processors, while it is much lower (less than 16 processors) forhierarchical rings irrespective of the cache line size. This is because at high request rates, theconstant bisection bandwidth of the ring limits its scalability, while meshes and tori scale wellto large system sizes.4.1.2 Access Patterns with No Memory LocalityIn this section we consider the Tuniform workload model that exhibits poor memory accesslocality. Figure 4.4 presents the throughput-latency curves for four di�erent topologies for 16and 64 processor systems with 32-byte cache lines (the �rst row of graphs) and 128-byte cachelines (the second row of graphs). There are two important observations from these graphs. For asmaller system size of 16 processors, both the hierarchical and bidirectional rings perform betterthan the 2-dimensional meshes and tori (with the di�erence in performance being higher at 128-byte cache line size than at 32-byte cache line size). Among ring networks, the bidirectionalring has a slightly superior throughput-latency curve than a unidirectional hierarchical ring.However, for a system size of 64 processors, ring networks perform worse than 2-dimensionalnetworks. In this case, the 2-dimensional torus is clearly superior to all other networks underall request rates. Among rings, the hierarchical ring has a lower latency than the bidirectionalring under low request rates, although it su�ers from earlier network saturation under highrequest rates. The trend is similar for a large cache line size of 128 bytes.
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(d)Figure 4.4: Throughput-latency curves of rings, meshes, and tori networks under Tuniform work-load for: a) 16 processor systems with 32-byte cache lines, b) 64 processor systems with 32-bytecache lines, c) 16 processor systems with 128-byte cache lines, and d) 64 processor systems with128-byte cache lines.Figure 4.5 compares the latency of rings, meshes and tori as we scale the system sizefrom 4 to 64 processors for systems with 32-byte and 128-byte cache lines. We observe thatrings (bidirectional and hierarchy) perform better than meshes and tori when connecting asmall number of nodes, but meshes and tori perform better in systems with a large number ofnodes.2 Similar to the results for the Tloc workload, hierarchical rings perform better at lowerrequest rates and at higher cache line sizes.At low request rates, the cross-over points (for rings) are around 30 processors for 32-bytecache line systems, while the cross-over point for bidirectional rings is around 50 processors andis greater than 64 processors for hierarchical rings for 128-byte cache line systems. At higher2An exception to this is the case of a system with a 128-byte cache line and low request rates, where hierarchyof rings perform better than meshes and tori even for the large system.
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Figure 4.5: Average latency of rings, meshes, and tori networks when scaled under Tuniformworkload for a) 32-byte cache line and low request rate, b) 32-byte cache line and high requestrate, c) 128-byte cache line and low request rate, and d) 128-byte cache line and high requestrate.request rates, the cross-over points (for rings) are around 25 processors irrespective of the cacheline size. This is again because of the constant bisection bandwidth of the rings that limitstheir scalability, while meshes and tori scale well to large system sizes. To show this limitationwe plot in Figure 4.6, the system throughput as a function of the number of processors (forhigh request rates). While the throughput of meshes and tori scale well with the system size,the ring throughput attens out after about 24 processors. This observation makes us believethat ring-based networks are ill-suited for large system sizes, unless their bisection bandwidthis increased, at least for applications with little locality in their memory access patterns.
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Figure 4.6: Throughput versus the number of processors for high request rates with cache linesizes of a) 32 bytes, and b) 128 bytes.4.1.3 Program-driven SimulationHere, we present the comparative performance of hierarchical ring and direct multiprocessornetworks by running real applications using the program-driven simulator. The direct networktopologies considered include 2-dimensional torus, 2-dimensional mesh, and bidirectional ring.The experimental set-up is the same as used for synthetic workload driven simulations. Wepresent results for two system sizes, 16 and 64 processors with 32-byte cache lines. The perfor-mance measures used are normalized execution time and the average transaction latency (afterL2 cache misses). Normalized execution time is computed as the ratio of the execution timeof an application in a system with a particular network topology to that in a 2-dimensionalmesh-connected system. As a result, the normalized execution time of a 2-dimensional meshnetwork will always be 1 for all applications. The parallel speedups3 of these applications inthe mesh network ranges from 12 for FFT to 14 for LU in 16 processor system and from 13 forRaytrace to 36 for FFT in 64 processor system. If the application running in a system with aparticular network topology has a normalized execution time of less than 1, it means that theapplication runs faster than in a 2-dimensional mesh-connected system.Figure 4.7 presents the normalized execution time of �ve di�erent applications namely FFT,LU, Radix, Raytrace, and Ocean when run on 16 processor, 32-byte cache line systems connectedby direct and hierarchical-ring networks. The input data sets for these applications have beensummarized in Chapter 3. We can see that the execution times are all close, regardless of the3To measure parallel speedup we consider only the parallel section of the code, and ignore the sequentialsection. In the SPLASH-2 suite, the parallel section is de�ned as the time from the creation of the masterthread, until the master thread has successfully completed a wait() call for all of its children.
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Figure 4.8: Average transaction latency (after L2 miss) for SPLASH-2 applications. It isassumed that the applications run on 16 processor 32-byte cache line systems under programdriven simulations. A 2-level 8�2 topology is used for the hierarchical-ring network and a 4�4topology is used for the mesh and torus network.
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Figure 4.9: Execution times of SPLASH-2 applications normalized to the execution time of a2-dimensional mesh-connected system. It is assumed that the applications run on 64 processor32-byte cache line systems under program driven simulations. A 3-level 8� 4 � 2 topology isused for the hierarchical-ring network and an 8 � 8 topology is used for the mesh and torusnetwork.
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Figure 4.10: Average transaction latency (after L2 miss) for SPLASH-2 applications. It isassumed that the applications run on 64 processor 32-byte cache line systems under programdriven simulations. A 3-level 8 � 4 � 2 topology is used for the hierarchical-ring network andan 8� 8 topology is used for the mesh and torus network.



54 Chapter 4. Mesh, Torus, and Ring Networks: Comparative Performancesystem on which they run. The hierarchical and bidirectional ring-connected systems generallyresult in slightly lower execution times than the torus and mesh-connected systems. The averagetransaction latency (after L2 miss) in the above systems shown in Figure 4.8 explains the smalldi�erence in the execution time of applications, with bidirectional ring systems exhibiting thelowest latency, followed by the hierarchical-ring, torus, and mesh-connected systems, in thatorder. This con�rms our earlier �ndings from simulating synthetic workloads: for small scalesystems, rings exhibit lower average transaction latency than 2-dimensional direct networks.For 64 processor, 32-byte cache line systems, we observe in Figure 4.9 that the meshes andtori systems perform somewhat better than the hierarchical and bidirectional ring systems, withthe exception of FFT, where the hierarchical-ring system results in lower execution time. Theaverage transaction latency for the applications is shown in Figure 4.10. With the exceptionof FFT, it is clear that 2-dimensional direct networks exhibit slightly lower latency than rings,and bidirectional rings exhibit the highest latencies.From the execution times of applications on di�erent networks for both 16 and 64 processorsystem sizes, we can conclude that though there are di�erences in transaction latencies theresulting execution times are so close that it e�ectively makes no di�erence which networktype is used. This is because the applications generally have very high cache hit rates thatsigni�cantly reduce network tra�c. Nevertheless, we believe for applications that exhibit alot of network activity (multimedia, transaction processing applications) the network type willhave a signi�cant performance impact.Chapter SummaryThis chapter presented a detailed comparative performance study of di�erent low-dimensionaldirect and hierarchical-ring networks. It was shown that the hierarchical-ring network performsbetter than 2-dimensional direct networks at low (below saturation) request rates either whenthe workloads exhibit high locality in memory access pattern or for large cache line sizes.Hierarchical-ring networks performance is the same or slightly better than 2-dimensional directnetworks for small system sizes of up to 25 processors (the crossover point) even when there ispoor locality in the memory access patterns. However, 2-dimensional direct networks scale wellfor larger system sizes. This is because the bisection bandwidth of direct networks grows withsystem size allowing them to scale to a larger number of nodes than in the hierarchical-ringnetworks.



Chapter 5Topology and Bisection BandwidthThis chapter considers topology issues. For a given number of processors there are not manyways to con�gure a 2-dimensional direct network, so studying topology issues of such networksis relatively uninteresting. We assume square topologies for 2-dimensional direct networkssince they are currently popular [4, 55, 57], although there have been a few studies on hexago-nal [12] topologies. Given this fact, the rest of this chapter focuses mainly on topology issuesof hierarchical-ring networks and the impact of topology on performance of such networks.Multiprocessors based on a single ring are limited to a small number of processors becausethe diameter of the network grows with the number of processors, and because of the constantbisection bandwidth. A hierarchical-ring network can accommodate a larger number of pro-cessors by interconnecting multiple rings in a hierarchical fashion. A major advantage of thehierarchical-ring topology is that it can be used to exploit the spatial locality of memory ac-cesses often exhibited in parallel programs. As we will demonstrate in this chapter, this spatiallocality property of hierarchical rings is critical to size scalability.There are several ways we can build a hierarchical-ring network given a number of proces-sors. Feasible con�gurations or topologies range from a tall, lean network to a short and widenetwork. However, only a few of these topologies tend to possess a high throughput, low latencycombination, which should be the goal of any topology. In this chapter we describe a bottom-upapproach in �nding such topologies and discuss the e�ect that the bisection bandwidth has onthe performance of such networks.5.1 Deriving Optimal Hierarchical-ring TopologiesIn this section we derive good high-performance hierarchical-ring topologies using it-level sim-ulations. We assume wormhole switching with 2 virtual channels per physical channel to avoiddeadlock,1 and choose optimal bu�er sizes (as determined by our simulations) for both NIC ring1Deadlock-free minimal routing for hierarchical rings using virtual channels is described in Chapter 7.55



56 Chapter 5. Topology and Bisection Bandwidthbu�ers and IRI bu�ers. However, it should be noted that the hierarchical-ring topologies wederive is independent of the switching technique or bu�er sizes assumed. We use a bottom-upapproach and start from the lowest level in the hierarchy and work up one level at a time. Atthe lowest level, we derive the maximum number of processors that can be sustained at highthroughput and low latency and then �x that con�guration. At higher levels, we derive themaximum number of next lower level rings of the previously set con�guration that still giveshigh throughput and low latency.We use the Tuniform and Tloc workloads to simulate poor and high spatial locality in memoryaccesses, respectively. Given the fact that memory accesses of real applications tend to liesomewhere between these two extremes [79], the topology derived using the Tuniform workloadtends to be conservative, while the topology derived from the Tloc workload will be optimistic.Our procedure is as follows. We start with a single ring, L1, and determine the maximumnumber of processors, nL1 ;uniform and nL1 ;loc that can be sustained with high throughput andlow latency for the two workloads. The result consists of two optimal 1-level topologies for thetwo workload models. We then plot the maximum achievable throughput for both topologies formost memory access patterns that lie between Tuniform and Tloc . From the throughput curveswe evaluate the trade-o� between the two topologies to determine a good L1 topology.We then add the next level, L2, to the hierarchy and determine the appropriate numberof L1 rings, nL2 ;uniform and nL2 ;loc , that gives us high throughput, low latency topologies. Weagain evaluate the trade-o� between these topologies and choose an L2 topology based on themaximum achievable throughput for di�erent memory access patterns.In the next step, we proceed to derive the number of L2 rings in a L3 ring for a highthroughput, low latency 3-level hierarchy. As we go to higher levels of hierarchy, we �nd thatthe topology we obtain under the Tloc workload is the same as the topology we obtain under theTuniform workload. This signi�es that even high locality in memory accesses cannot compensatefor the constant bisection bandwidth constraints.5.1.1 Single RingsHere, we will show that a single ring can reasonably sustain a total of 8 processor-memorymodules across most memory access patterns, and as we increase the cache line size, the e�ectof locality in the memory access pattern on system performance becomes less signi�cant.Figure 5.1a presents the throughput-latency curves for single ring topologies when subjectedto the Tuniform workload, while Figure 5.1b presents the throughput-latency curves for singlerings when subjected to the Tloc workload. For the case with no locality, nL1 ;uniform = 4 givesus a low latency con�guration with high throughput compared to that of 8 and 16 processor
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Figure 5.1: Throughput-latency curves for single ring topologies with 32B cache lines for(a) Tuniform and (b) Tloc workloads.
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Figure 5.2: Throughput as a function of request rate for single ring 4 and 8 processor systemsrunning the Tuniform and Tloc workloads.systems; initially when the number of processors is less than 4, performance is throughput lim-ited and when we add more processors, throughput increases to a point after which performancebecomes latency limited.For the Tloc workload (Figure 5.1b), the maximum achievable throughput for the 8 processorring is much higher than for the 4 processor ring; therefore, we choose nL1 ;loc = 8, althoughthe 4 processor con�guration exhibits lower latency at lower request rates. For both workloadmodels, however, the 16 processor con�guration is clearly not desirable, as it exhibits higherlatency when compared to the 8 processor topology.Figure 5.2 presents the throughput versus request rate curves when subjected to the Tuniform
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Figure 5.3: Maximum achievable throughput for 4 processor and 8 processor single ring systems.Figure (b) presents the throughput gain in percent of using an 8 processor system as opposedto a 4 processor system.
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Figure 5.4: Throughput as a function of request rate for single ring 4 and 8 processor, (a) 64Band (b) 128B cache line systems running the Tuniform and Tloc workloads.and Tloc workloads for the two topologies nL1 ;uniform and nL1 ;loc . For nL1 ;loc , the maximumachievable throughput is 65% higher when there is high locality in the memory accesses thanwhen there is poor locality. For nL1 ;uniform the di�erence is only 15%.Given a workload model P = (P1; P2; P3), where P1; P2, and P3 are the probabilities ofmemory accesses in the three clusters, as de�ned in Chapter 3, we then de�ne the followingequation for the locality in the memory access pattern,locality = P1 + (1� P1)P2 (5.1)For Tuniform , P1 = 1n and P2 = 4 � 1n , where n is the total number of processors in the system,



5.1. Deriving Optimal Hierarchical-ring Topologies 59and for Tloc , P1 = 0:5 and P2 = 0:8. Substituting these values in Equation 5.1, locality variesfrom localityuniform = 1n + (1 � 1n) 4n for the Tuniform workload to localityloc = 0:9 for the Tlocworkload. We normalize locality values that lie between localityuniform and localityloc to liebetween 0 and 1 with the following equation,locality = locality � localityuniformlocalityloc � localityuniform (5.2)Figure 5.3a presents the maximum achievable throughput (for locality in memory access pat-terns that lies between Tuniform and Tloc) for the two topologies. The locality scale is normalizedfrom 0 (that corresponds to Tuniform) to 1 (that corresponds to Tloc). It is clear that the 8 pro-cessor topology results in higher throughput for most memory access patterns.Figure 5.3b presents the maximum throughput gain in percent by using a 8 processor topol-ogy (nL1 ;loc ) as opposed to a 4 processor topology (nL1 ;uniform ) for di�erent degrees of localityin memory accesses. It is obvious that there is a positive throughput gain (as high as 45%) formost memory access patterns by using the 8 processor topology. The trend is similar for largercache line sizes, where there is still a gain in the maximum achievable throughput when usinga 8 processor topology although it is much less for 64 and 128-byte cache line systems thanfor the 32-byte cache line system.2 Figure 5.4 presents the throughput versus request rate forsingle ring 4 and 8 processor topologies for systems with 64-byte and 128 byte cache lines.The main conclusions in this section can be summarized as follows:1. a total of 8 processor-memory modules can be reasonably sustained in a single ring acrossmost memory access patterns, and2. as we increase the cache line size, the e�ect of locality in the memory access pattern onsystem performance becomes less signi�cant.5.1.2 Two-level RingsIn this section we will show that a total of 5 local rings can be reasonably sustained in a two-level hierarchical-ring topology for most memory access patterns and that the e�ect of localityin memory accesses on system performance is independent of cache line size for systems ofthis size. To do so, we add a second level ring, L2, and determine how many L1 local rings atwo level hierarchy can sustain. The L2 global ring connects a number of L1 local rings, eachcontaining the maximum number of processor-memory modules (nL1 = 8 ), as determined inthe previous section. Figure 5.5 presents the throughput-latency curves for 2-level hierarchical2The ring size nL1 ;uniform and nL1 ;loc remain the same at 4 and 8 nodes for 64 and 128-byte cache line sizes.
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(b)Figure 5.5: Throughput-latency curves for two level ring topologies with 32B cache lines forthe (a) Tuniform and (b) Tloc workloads.
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Figure 5.7: Maximum achievable throughput for the 8 � 3 and 8 � 5 topologies. Figure(b) presents the throughput gain in percent of using a 8 � 5 topology as opposed to an 8 � 3topology.which plots the throughput as a function of the request rate for two-level ring topologies. Thedi�erence in throughput is highest for nL2 ;loc .Figure 5.7a plots the maximum achievable throughput as a function of normalized locality(for memory access patterns that lie between Tuniform and Tloc). Figure 5.7b presents thethroughput gain in percent when using an 8 � 5 topology as opposed to an 8 � 3 topology.We see that by using the 8 � 5 topology there is a throughput loss for most memory accesspatterns; however, this loss is small and decreases as locality is increased. The throughput gainstarts to grow at a higher rate when locality > 0:6, resulting in a 45% throughput gain whenlocality = 1. It should be noted it is possible for real applications to have more locality thanlocality = 1, resulting in an even higher throughput gain. Since the throughput gain by usingan 8 � 5 topology is much higher at higher locality levels than the throughput loss at lowerlocality levels, we can reasonably assume that the number of local rings a second-level globalring can sustain is 5. An important observation is that unlike the single ring case, the e�ect oflocality on the throughput gain remains independent of the cache line size.Figure 5.8 presents the global ring utilization for the 2-level rings plotted as a function ofthe number of local rings. Two curves are shown for each workload model: one for a low requestrate and one for a high request rate. It is clear that when subjected to a low request rate, theglobal ring utilization increases linearly irrespective of the nature of workload. This is not truefor high request rates, where the global ring utilization rises much faster when local rings areadded, resulting in an early saturation. For the Tuniform workload, the global ring saturates atthe point where 3 local rings are connected, whereas for Tloc it takes 5 local rings to saturate.
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66 Chapter 5. Topology and Bisection Bandwidthmodel allows us to save much simulation time and is useful for determining which part of thedesign space should be simulated for more accurate predictions. The parameters we considerin our model include router speed, channel width and the number of processors per node. Inparticular, we de�ne the following parameters:� = cache miss rate or the processor request rate.�max = processor request rate beyond which the network goes into saturation.�lm = fraction of � to the local memory.�lr = fraction of �(1� �lm) to a processor on the local ring.�gr1 = fraction of �(1� �lm)(1� �lr) that stays with in the 2-level ring hierarchy.Sproc = processor speed in cycles/second.Snic = NIC speed in cycles/second.Siri = second-level IRI router speed in cycles/second.Sglb iri = third-level IRI router speed in cycles/second.nLi = number of next lower level ring connected to an ith level ring,when i = 1, nL1 = number of nodes in a local ring.when i = 2, nL2 = number of local rings connected to a second level ring.when i = 3, nL3 = number of 2-level rings connected to a third level ring.W = Channel width.Ltrans = average length of a memory transaction (request and response) in bits.5.2.1 Single RingsIn the �rst step, we develop the model for a single ring and extend it to include a second and athird level. Let us assume for simplicity a single processor per node. The tra�c, m in bits/sec,injected by a node into the ring depends on the cache miss rate (the processor request rate),�, the fraction of requests that go to local memory, �lm , the average length of a transaction,Ltrans , and the processor speed, Sproc :m = � � (1� �lm) �Ltrans � Sproc (5.3)Assuming the Tuniform workload, the average load at any point in the ring will be m � nL12 , sincea packet typically (on average) traverses half the ring. We refer this as the bisection load. Forthe bisection load to be less than or equal to the bisection bandwidth it is necessary that:m � nL12 � 2 �W � Snic (5.4)Substituting for m from Equation 5.3 we have:� � (1� �lm) � Ltrans � Sproc � nL12 � 2 �W � Snic (5.5)which can be rewritten as: � � (1� �lm) � SprocSnic � LtransW � nL1 � 4 (5.6)



5.2. Effect of Critical Parameters on Performance 67If we de�ne Sratio as the ratio of processor and NIC router speeds, SprocSnic , and nphits (number ofphysical transfer units) as the ratio of the average length of a transaction to the channel width,LtransW , Equation 5.6 can be rewritten as:� � (1� �lm) � Sratio � nphits � nL1 � 4 (5.7)For the Tuniform workload, �lm = 1nL1 , so equation 5.7 is reduced to:� � (nL1 � 1) � Sratio � nphits � 4 (5.8)Therefore, the maximum processor request rate in a single ring, given the number the nodesfor which the network does not saturate, can be derived from the following:�max(1�level) = 4 � 1nphits � 1nL1 � 1 � 1Sratio (5.9)In other words, to keep a single ring network below saturation, a processor's cache miss rateshould be at most the value de�ned in Equation 5.9. It should be noted that this value isinversely proportional to the average length of a transaction (nphits ), the ratio of processor andNIC router speeds (Sratio ), and the number of nodes in a ring.5.2.2 Additional Ring LevelsFor two levels of rings, the equivalent of equation 5.4 is:mL2 � nL22 � 2 �W � Siri (5.10)where mL2 is the request rate from a local ring into the global ring, nL2 is the total numberof local rings, and Siri is the inter-ring interface router speed. mL2 can be de�ned in the sameway as in Equation 5.3:mL2 = nL1 [�(� � (1� �lm) �Ltrans � Sproc � 1Sratio )] � (1� �lr) (5.11)Substituting SprocSnic for Sratio and expanding equation 5.10 using equation 5.11 we obtain:� � (1� �lm) � (1� �lr) � nphits � SnicSiri � nL2 � nL1 � 4 (5.12)If we de�ne Slcl ratio as the ratio of the NIC and IRI router speeds, SnicSiri , and substitute 1nL2 for�lr and 1nL1 for �lm for the Tuniform workload, we can obtain the maximum processor request



68 Chapter 5. Topology and Bisection Bandwidthrate in a two level ring system from:�max(2�level) = 4 � 1nL1 � 1 � 1nL2 � 1 � 1nphits � 1Slcl ratio (5.13)For 3-level rings, we can proceed similarly and derive the following equation for the maximumprocessor request rate:�max(3�level) = 4 � 11� �lm � 11� �lr � 11� �gr � 1nphits � 1Sglb ratio � 1nL1 � 1nL2 � 1nL3 (5.14)where (1 � �gr ) is the fraction of packets in the second level that travels to the third level,Sglb ratio = SiriSglb iri is the ratio of second-level IRI and the third-level global IRI router speeds,and nL3 is the number of second-level rings connected to the third-level global ring.5.2.3 Assessment of the ModelTo assess the accuracy of our model, we compare �max obtained from equations 5.9, 5.13and 5.14 to the simulation results obtained in Section 4.2. Since Sratio = 2, nphits= 4, 6, and10 for 32, 64 and 128-byte cache lines, respectively, and nL1 = 8, nL2 = 5 and nL3 = 3 inour simulations, we substitute these values to obtain �max predicted by the model. Table 5.1presents the maximum processor request rates, as obtained from our simulations and from themodel. The model generally follows the maximum processor request rates obtained from oursimulations, but generally overestimates the values. The values are overestimated, becausenetwork contention is not captured in our model. Network contention can be accounted for bymultiplying the model output with a contention factor (see Table 5.1). The contention factoris computed as the ratio of the average of maximum processor request rates (for all cache linesizes) obtained from the simulation to that obtained from the model. We observe that thiscontention factor decreases by a factor of 2 as we increase the number of levels in the hierarchy.An interesting property of (contention-free) maximum processor request rates is that theydecrease by a factor of two for every increase in the number of levels in the hierarchy. Dividingequations 5.14 and 5.13, the ratio of the maximum processor request rates for a 3-level and a2-level hierarchy is given by,�max(3�level)�max(2�level) = 11� �gr � 1Sglb ratio � Slcl ratio � 1nL3 (5.15)Substituting �gr = 1nL3 , Sglb ratio = Slcl ratio = 1 and nL3 = 3 from our simulation results, weobtain �max(3�level)�max(2�level) = 0:5 (5.16)



5.2. Effect of Critical Parameters on Performance 69Cache Line Max Processor Request Rate ContentionHierarchy Size Simulation Model Model Factor(adjusted)32B 0.07 0.0714 0.063Single-ring 64B 0.04 0.0476 0.042 0.88128B 0.02 0.0286 0.02532B 0.02 0.0357 0.01572-level 64B 0.008 0.02381 0.011 0.44128B 0.005 0.01429 0.0063Table 5.1: Maximum processor request rates for single and 2-level rings obtained from themodel and simulation for 32, 64 and 128-byte cache lines.Similarly, the ratio of the maximum processor request rates for a 2-level hierarchy and a single-ring is given by dividing equations 5.13 and 5.11,�max(2�level)�max(1�level) = 11� �lr � 1Slcl ratio � Sratio � 1nL2 (5.17)Substituting �lr = 1nL2 , Slcl ratio = 1, Sratio = 2, and nL2 = 5, we obtain,�max(2�level)�max(single�ring) = 0:5 (5.18)We can, for example, use this property to obtain the number of lower level rings a global ringcan sustain for a level higher than 3. For example, in a 4-level hierarchical-ring network, weknow that the maximum processor request rate �max(4�level) will be half of that in a 3-levelhierarchy. Therefore,�max(4�level)�max(3�level) = 11� �gr1 � 1Sglb1 ratio � Sglb ratio � 1nL4 = 0:5 (5.19)Substituting �gr1 = 1nL4 , Sglb1 ratio = Sglb ratio = 1, and solving for nL4 , we obtain,nL4 = �max(3�level)�max(4�level) + 1 = 3 (5.20)Therefore, we can sustain up to 3 L3 rings in a 4-level hierarchy.5.2.4 E�ect of Router Speeds on PerformanceAs shown earlier, the performance and scalability of hierarchical rings are clearly limited bytheir constant bisection bandwidth. By increasing the bandwidth of the global ring (and thus



70 Chapter 5. Topology and Bisection Bandwidththe bisection bandwidth), we can connect additional lower level rings without worsening theaverage memory access latency. Targeting just the global ring is e�ective, because the utilizationof the lower level rings is low, especially when the global ring is saturated. The bandwidth ofthe global ring can be increased either by increasing the width of the ring or the speed of thering. We explore the option of clocking the global ring at a speed higher than that of local andintermediate rings.For 2-level rings, we use Equation 5.13 to obtain nL2 , the maximum number of local ringsconnected to a global ring,nL2 = 4 � 1�max(2�level) � 1nL1 � 1 � 1nphits � 1Siri ratio + 1 (5.21)If the global ring is twice as fast as the local rings then Siri ratio = SnicSiri = 0:5. Dividingequation 5.21 by itself, we obtain: nL2(Siri ratio=0 :5) � 1nL2(Siri ratio=1) � 1 = 2 (5.22)Substituting nL2(iri ratio=1) = 5 from our simulation results and solving for nL2(iri ratio=0 :5),we obtain: nL2(iri ratio=0 :5) = 9 (5.23)From this we conclude that a 2-level hierarchical ring can sustain up to 9 local rings when theglobal ring is twice as fast as the local rings. For 3-level rings, equation 5.22 becomes,nL3(glb ratio=0 :5) � 1nL3(glb ratio=1) � 1 = 2 (5.24)Since nL3(glb ratio=1) = 3 and nL3(glb ratio=0 :5) = 5, the global ring in a 3-level hierarchy cansustain up to 5 second-level rings when it is clocked at twice the speed of local rings.5.2.5 E�ect of Channel Width on PerformanceThe channel width a�ects the number of physical transfer units that must be transferred perpacket. Our basic assumption has been a 128-bit (16-byte) wide ring channels, which requirestransfers of 2, 4, or 8 phits for messages containing a 32, 64 and 128-byte cache line (exclud-ing header phits), respectively. Any reduction in channel width increases the number of phitsrequired and therefore reduces the maximum processor request rate for the same network con-�guration. To determine the performance impact of a reduction in channel width by a factor
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Figure 5.14: E�ect of decreasing channel width on maximum processor request rate. The graphis shown for 2-level and 3-level rings with 32-byte cache lines.of 2, we divide the two equations derived from 5.21 by setting nphits in the numerator to 4 andnphits in the denominator to 8 and obtain:�max(phits=8) = 0:5 � �max(phits=4) (5.25)Thus the maximum processor request rate is reduced by a factor of 2, when the channel widthis reduced by a factor of 2. Figure 5.14 shows the impact of decreasing channel width on themaximum processor request rate.Chapter SummaryThis chapter presented techniques to derive high-performance topologies for hierarchical-ringnetworks. Our overall goal was to maximize system throughput. From this point on, in thisdissertation, when dealing with hierarchical-ring systems, we assume the following topologies:up to 8 processors on a level-1 ring, a maximum of 5 level-1 rings in a 2-level hierarchy, and amaximum of 3 level-2 rings in a 3-level hierarchy. For mesh and torus-connected systems, weassume 2-dimensional square topologies.We also showed in this chapter that single rings and 2-level hierarchical-ring topologies aremore sensitive to locality in memory accesses, whereas higher level hierarchical-ring topologiesare less sensitive. We presented some semi-empirical analytical models to explore design spacesnot considered in our simulations.



Chapter 6Switching, Bu�er Management, and Flow-controlThis chapter presents switching and bu�er management issues in hierarchical-ring and directnetworks. In particular, we will show how di�erent switching techniques a�ect system perfor-mance as does the network bu�er size. For hierarchical-ring networks, we consider wormhole,bu�ered wormhole, virtual cut-through, and cell switching, whereas for direct networks we con-sider wormhole and bu�ered-wormhole switching techniques. We consider blocking ow-controlfor wormhole switched networks and non-blocking ow-control for virtual cut-through and cellswitched hierarchical-ring networks. We also propose and evaluate a blocking cell switchingscheme in hierarchical-ring networks. We assume deterministic, deadlock-free routing with vir-tual channels in hierarchical-ring, tori, and bidirectional ring networks and dimension-orderedrouting (with no virtual channels) in the mesh networks. Routing issues and in particular,deadlock-free routing are explained in Chapter 7.One advantage of unidirectional rings, as pointed out in Chapter 3, is that the routersrequire fewer connections (due to the single dimension), allowing for a wider data path thanin higher-dimensional direct networks under constant pin constraints, and thus shorter packetswitching time. Another advantage is that the single network input link at the router allowslarger ring bu�ers than in higher-dimensional networks under constant memory constraints.Wormhole routers for distributed memory systems predominantly use single-it bu�ers [53,78, 85]. For shared-memory multiprocessors, we extended this to bu�ered wormhole switch-ing [71], where the routers have bu�ers that are several its large as opposed to just one it.This de�nition of bu�ered wormhole switching is irrespective of a it containing one or morephits. The bu�ered wormhole switching approach signi�cantly improves system throughputand reduces latency, primarily because the number of links held by a blocked packet is vastlyreduced. Also, since both long packets (containing cache lines) and short packets (containingacknowledgments or data-free requests) co-exist in a shared-memory multiprocessor network,even a bu�er size of a few its is e�ective in improving throughput, as it can bu�er smallerpackets in entirety. 72



6.1. Switching Techniques 736.1 Switching TechniquesSwitching is the mechanism by which a router removes a packet from its input link and places itin an output link, thereby allocating channels and bu�ers to the packet as it travels through thenetwork. We consider four switching techniques: wormhole (WH), bu�ered wormhole (BWH),virtual cut-through (VCT), and cell switching.Wormhole and virtual cut-through are common switching techniques used in n-dimensionalmeshes and k-ary n-cubes [6, 55, 57, 80, 81], but we are aware of no previous work that considersthese switching techniques in ring connected networks. Cell switching is di�erent from eitherwormhole or virtual cut-through switching in that packets are divided into cells that are routedindependently; it has been used in both single rings (typically under the name \slotted ring")and hierarchical-ring networks [92, 93].6.1.1 Wormhole and Bu�ered-wormhole SwitchingIn wormhole switching (see Chapter 2), a packet is sent as a sequence of its, with the headerit containing the routing information. A it is the smallest unit a router can accept or refuse.Since there is no distinction between a it and a phit in our study, a it is transferred in asingle clock cycle between any two neighboring nodes. As its are forwarded, a packet maybe spread over multiple links, and a packet is hence sometimes referred to as a worm in thiscontext. Since only the head it of a packet contains routing information, it is essential thatthe its of a packet not be interleaved with its of another packet. Packets are of variable size,with the size of the largest packet (and hence the longest worm) assumed to be large enoughto hold a cache line.A it cannot move forward if the link it is to use next is busy (which can only happen forthe header it) or if the bu�ers of the next router in the path are full (which can happen forany of the its). In either of these cases, the it is blocked. Traditionally, wormhole routersare associated with single it bu�ers on input links. As a result, a blocked it will block thefollowing its, and when the entire packet becomes blocked, it typically spans multiple nodes,continuing to hold resources (bu�ers and links) in the nodes it spans. We will show laterthat having bu�ers larger than just a single it can decrease the network latency and improvethroughput. In this bu�ered wormhole approach, when a it of a packet becomes blocked, therouter continues to accept additional its of the packet (if any) over the incoming link untilthe input bu�ers associated with the link become full; only at that point does the router stopaccepting further its.



74 Chapter 6. Switching, Buffer Management, and Flow-control6.1.2 Virtual Cut-through SwitchingVirtual cut-through switching is similar to wormhole switching in that a packet is sent as asequence of its that may not be interleaved with other packets and the header it containingrouting information. A virtual cut-through node, however, will accept the header it of apacket only if it has enough bu�er space for the entire packet. Thus, when a packet is blocked,it is removed from the network and bu�ered inside a single node. This requires large ringbu�er spaces in the routers. In a blocking virtual cut-through network, ow-control is almostalways sender initiated in that a node keeps track of the free bu�er space in directly connectedneighboring nodes, and it does not forward a packet to a neighbor when there is not enoughbu�er space there. Sender initiated blocking is used, because the variable-sized packets requirea node to know the size of the packet before the header can be sent.Non-blocking virtual cut-through switchingWe have adapted blocking virtual cut-through switching to realize non-blocking virtual cut-through switching for hierarchical-ring networks. A non-blocking virtual cut-through nodedrops a packet (instead of blocking) when it cannot forward it to a neighboring node. Inhierarchical rings, packets are dropped only at the inter-ring interfaces (IRIs) when they needto change rings because in network interface controllers (NICs), priority for the output linkassignment is given to transit packets, and in IRIs, priority is given to packets that do notchange rings.Dropped packets are recovered by using NACK packets and end-to-end time-outs. Whena request packet is dropped, it is recovered by sending a negative acknowledgment (NACK)packet to the source node, and when a response packet is dropped it is recovered through time-out. When a request packet is sent, the source NIC keeps a copy of the request and starts atimer. If a response is received before the timer expires, then the timer is cleared and the copyis discarded. If the source NIC receives a NACK for its request, then it resends the request andresets the timer. If the timer expires, then it is assumed that either the response packet or thatthe NACK packet had to be dropped, and the request is resent with simultaneous resettingof the timer. Since the worst-case latency value for a memory request is non-deterministic,time-out values are normally chosen to be very large (two orders of magnitude greater than theaverage round trip time) since a smaller value will introduce duplicate request packets in thenetwork.



6.2. Buffer Management in Hierarchical-ring networks 756.1.3 Cell SwitchingCell switching is a variant of virtual cut-through switching, where a packet is divided into anumber of equi-sized cells that are routed independently. In a single ring, cell switching isthe same as the slotted ring. Cells are similar to its except that each cell carries separaterouting and sequencing information so that it can be routed independently. In hierarchical-ringnetworks, we assume the size of a cell to be the same as a phit that can be forwarded in asingle clock cycle from one node to a neighboring node. The �rst cell (header cell) of a packet,similar to a header it in wormhole switching, carries the full target memory address while theremaining cells (body cells) of the packet identify only the destination PM. The cells of a packetare assembled together at a destination node. The destination node discards a packet if it doesnot receive all the cells of the packet.The advantage of cell switching is that, unlike virtual cut-through switching, they do notrequire large packet-sized ring bu�ers at the nodes. In fact, there is no requirement for ringbu�ers (with the exception of transreceivers) at NICs and at IRIs when the cell size is the sameas the phit size, since an incoming transit cell can always be transmitted on the outgoing linkwithout having to be bu�ered (given that priority is always given to ring packets).A major disadvantage of cell switching is the overhead (in the data path) associated withcarrying routing and sequencing information in body cells. For example, in a 128 processorsystem, 7 bits are needed to address each processor, and 7 more bits to identify the source nodein order to distinguish between cells from di�erent source nodes to the same destination node.This amounts to a total of 14 bits which translates into about 11% overhead if we assume a128-bit cell size.16.2 Bu�er Management in Hierarchical-ring networks6.2.1 Wormhole Switched Hierarchical RingsIn this section, we study the performance impact of IRI bu�er size on hierarchical-ring networksunder wormhole switching. We vary only the up/down bu�er sizes and assume that the sizeof NIC and IRI ring bu�ers (referred simply as ring bu�ers) are optimal (as determined later)and �xed.2 This allows us to study the sensitivity of the network performance to IRI up/downbu�er sizes alone.1There is no need to identify cells of di�erent packets of the same source node since they arrive in order tothe destination node due to the minimal, deterministic routing used in hierarchical rings.2By optimal bu�er size, we mean the minimum ring bu�er size required for high throughput and low latencynetworks.
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(b)Figure 6.1: Throughput-latency curves for a 3-level, 64 processor 8 � 4 � 2 hierarchical-ringsystem with 32-byte cache lines for the (a) Tuniform and (b) Tloc workloads. The curves areshown for three di�erent IRI bu�er sizes.
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Figure 6.2: Latency as a function of request rate for a 3-level, 64 processor 8�4�2 hierarchical-ring system with 32-byte cache lines for 3 di�erent bu�er sizes under Tuniform workload.Consider a 3-level, 64 processor 8� 4� 2 hierarchical-ring system with 32-byte cache linesand a phit size of 128 bits. In such a system, a packet containing a cache line of 32 bytes (theread response and write request packet) is 3 its long (1 it for the header and 2 its for thecache line). The other packets, namely the read request and write response packets, are 1-itlong. For the NIC and IRI, we chose a ring bu�er size of 3 its, which can hold the largestpacket.Figure 6.1 presents the throughput-latency curves for IRI bu�er sizes of 3 its (enough tohold a packet with a cache line), 12 its (enough to hold 4 cache-line-sized packets), and 768its (to hold 256 cache-line-sized packets), which we shall henceforth refer to as 1 CL, 4 CL,
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(b)Figure 6.3: Latency components (NIC and IRI delays) as a function of request rate for a 3-level,64 processor 8� 4 � 2 hierarchical-ring system with 32-byte cache lines and an IRI bu�er sizeof (a) 1 CL and (b) 4 CL under Tuniform workload.
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Figure 6.4: Latency components (NIC and IRI delays) as a function of request rate for a 3-level,64 processor 8� 4 � 2 hierarchical-ring system with 32-byte cache lines and an IRI bu�er sizeof 256 CL under Tuniform workload.and 256 CL-sized bu�ers. Figure 6.1a presents these curves for the Tuniform workload, whereasFigure 6.1b presents the same for the Tloc workload. We observe that with wormhole switching,the maximum achievable throughput is good when the IRI bu�er size is set to 1 CL. There is asmall gain in throughput when the IRI bu�er size is increased form 1 CL to 4 CL, with negligiblegain in throughput thereafter with the Tloc workload, and a degradation in throughput withthe Tuniform workload. This is evident in Figure 6.1a, where we see a decrease in throughputat high request rates for the 256 CL IRI bu�er sizes. The performance graphs for other systemsizes and cache line sizes (64 and 128 bytes) are similar and are therefore not shown.
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Figure 6.5: Throughput-latency curves for three di�erent NIC ring bu�er sizes under Tuniformworkload for a 3-level, 64 processor 8� 4� 2 hierarchical-ring system with 32-byte cache lines.Hence, with poor memory locality, large IRI bu�ers in wormhole switched hierarchical-ringnetworks hurt performance. To further analyze the behavior of large IRI bu�er sizes under theTuniform workload, we present latency curves in Figure 6.2 for the three di�erent IRI bu�er sizesplotted as a function of request rate. We observe that under high request rates, the round-triplatency with 256 CL bu�er sizes is much higher than with smaller bu�er sizes. This is dueto high IRI queuing delays that occur for the large bu�er size under high request rates. Thelatency due to NIC and IRI queuing delays for di�erent IRI bu�er sizes is plotted in Figures 6.3and 6.4. We see that for high request rates, NIC delays form a large fraction of the total latencyfor 1 CL bu�er sizes. As we increase the IRI bu�er size, the NIC delay decreases, but the IRIdelay increases; the IRI delays form a larger fraction of the latency when a 256 CL IRI bu�ersize is used.Next, we �x the IRI bu�er size at 4 CL and proceed to analyze the performance impact ofring bu�er sizes. Figure 6.5 plots the throughput-latency curves under the Tuniform workloadfor three di�erent ring bu�er sizes, namely 1 it, 1 CL, and 4 CL. There is a similar trendunder the Tloc workload (not shown). We see a signi�cant improvement in throughput whenthe ring bu�er size is increased from 1 it (traditional wormhole switching) to 1 CL (bu�eredwormhole switching). This is mainly because of the reduction in the number of links a blockedpacket can hold. Additional increases in the ring bu�er size do not further a�ect performance,because the single input/output link of a NIC e�ectively serializes the transmission of packets.We conclude that the performance of wormhole switched hierarchical-ring networks is some-what sensitive to the IRI bu�er size, with a smaller size (of about 4 CL) resulting in highthroughput. A higher IRI bu�er size can hurt performance, especially under high request rates.
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(b)Figure 6.6: Throughput-latency curves for four di�erent IRI bu�er sizes under the (a) Tuniformand (b) Tloc workloads for non-blocking virtual cut-through switched 3-level, 64 processor 8 �4� 2 hierarchical-ring system with 32-byte cache lines.
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Figure 6.7: Latency as a function of request rate for four di�erent IRI bu�er sizes under theTuniform workload for non-blocking virtual cut-through switched 3-level, 64 processor 8� 4� 2hierarchical-ring system with 32-byte cache lines.The network performance is not that much a�ected by ring bu�er sizes greater than a singlecache line size. There is a similar trend for larger cache line sizes (not shown). In a nutshell,bu�ered wormhole switching results in a signi�cant performance improvement when comparedto traditional wormhole switching with single it bu�ers.6.2.2 Virtual Cut-through Switched Hierarchical RingsThe performance of a virtual cut-through hierarchical-ring network with blocking ow control issimilar to that of the bu�ered wormhole switched network considered in the previous section. In
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(d)Figure 6.8: Latency components as a function request rate for a non-blocking virtual cut-through switched 3-level, 64 processor 8 � 4 � 2 hierarchical-ring system with 32-byte cachelines for IRI bu�er sizes of (a) 1 CL, (b) 4 CL, (c) 16 CL, and (d) 64 CL under Tuniform workload.wormhole switching, the optimal ring bu�er size was one cache line deep, so a blocked packet canoccupy at most only one link. For ring-based systems, therefore, there is no di�erence betweenwhen a blocked packet is bu�ered inside the NIC bu�er (as in virtual cut-through switching)or bu�ered across two NIC bu�ers since all packet transmissions are serialized through a singleoutput link. For this reason, we do not present performance graphs for blocking virtual cut-through switching in rings; instead, we focus on a non-blocking variant of virtual cut-throughswitching.Figure 6.6 presents the throughput-latency curves for a 3-level, 64 processor 8� 4� 2, non-blocking virtual cut-through switched hierarchical ring under Tuniform and Tloc workloads. Thetime-out value was chosen to be large enough to avoid duplicate packets in the network.3 We3A time-out value of 5000 processor cycles was su�cient to prevent any duplicate packets in our simulations.



6.2. Buffer Management in Hierarchical-ring networks 81
50

100

150

200

250

300

350

400

450

500

0 0.05 0.1 0.15 0.2 0.25 0.3

La
te

nc
y 

(c
yc

le
s)

Throughput (requests/cycle)

1 CL
4 CL

16 CL

Figure 6.9: Throughput-latency curves for three di�erent ring bu�er sizes under Tuniform work-load with optimal IRI bu�er size of 16 CL for a non-blocking VCT switched 3-level, 64 processor8� 4� 2, hierarchical-ring system with 32-byte cache lines.vary the IRI bu�er size, and keep the ring bu�er sizes constant at 1 CL. The smallest IRI bu�ersize we consider is 1 CL, as this is the minimum required bu�er size for virtual cut-throughswitching, and we go up to 256 CL. There is a signi�cant increase in the maximum achievablethroughput when we increase the bu�er size from 1 CL to 4 CL, and there is a small furtherincrease when we increase the bu�er size to 16 CL but no increase beyond that. Figure 6.7presents the corresponding latency curves under the Tuniform workload. It can be seen that theIRI bu�er size of 16 CL gives the lowest latency values for a wide range of request rates.The performance sensitivity of non-blocking VCT networks to the IRI bu�er size di�ers fromthat of blocking wormhole networks in the following ways: (1) in non-blocking VCT networks,we see an increase in the maximum achievable throughput as we increase the IRI bu�er size,with a size of 16 CL being optimal, whereas in blocking wormhole ring networks a much smallerbu�er size of 4 CL is found optimal, and (2) unlike in a wormhole network, a larger IRI bu�ersize in a non-blocking VCT network does not hurt performance.Figure 6.8 presents the latency components as a function of the request rate for the fourdi�erent IRI bu�er sizes under the Tuniform workload. In addition to the NIC delay and IRIdelay, an important latency component in a non-blocking network is the fraction of round-triptime that is spent in time-outs and retransmissions when packets are dropped. This delayconstitutes a major fraction of the latency for smaller IRI bu�er sizes, since the IRIs drop alarger number of packets. However, this delay fraction decreases when the IRI bu�er size isincreased, eventually reducing to zero for 64 cache line IRI bu�ers. But the decreasing numberof dropped packets is accompanied by an increase in IRI queuing delay.
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(b)Figure 6.10: Throughput-latency curves for �ve di�erent IRI bu�er sizes under (a) Tuniform and(b) Tloc workloads for a non-blocking cell switched 3-level, 64 processor 8�4�2, hierarchical-ringsystem with 32-byte cache lines.Figure 6.9 presents the throughput-latency curves for three di�erent ring bu�er sizes withthe IRI bu�er size kept at its optimal value of 16 CL. Similar to blocking wormhole networks,the performance is not a�ected by the size of the ring bu�ers. There is a similar trend under theTloc workload (not shown). We also observe similar performance curves when we vary the IRIand NIC bu�er sizes for a hierarchical-ring system with larger cache lines (64 and 128 bytes).6.2.3 Cell Switched Hierarchical RingsIn this section, we consider non-blocking cell switched hierarchical-ring networks. Since weassume a cell size to be the same as the phit size, there is no requirement for ring bu�ers, as acell arriving at a router can always be transmitted to the output link without being bu�ered.Figure 6.10 depicts throughput-latency curves for a cell switched 3-level, 64 processor 8 �4 � 2 hierarchical-ring system. The curves are drawn for �ve di�erent IRI bu�er sizes. Thebehavior is similar to that of non-blocking virtual cut-through networks; however, the optimalIRI bu�er size (64 CL) is larger than for the non-blocking virtual cut-through switched network.Figure 6.11 presents the corresponding latency curves as a function of request rate. It can beseen that the IRI bu�er size of 64 CL gives the lowest latency values for a large range of requestrates.The latency components are shown in Figure 6.12 for four di�erent IRI bu�er sizes. Similarto virtual cut-through switching, the latency component due to time-outs and retransmissionof dropped packets forms a large fraction of the latency for smaller bu�er sizes and decreaseswith an increase in bu�er size. However, as the IRI bu�er size is increased, we see a rise in IRI
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Figure 6.11: Latency as a function of request rate for four di�erent IRI bu�er sizes under Tuniformworkload for a non-blocking cell switched 3-level, 64 processor 8�4�2, hierarchical-ring systemwith 32-byte cache lines.queuing delay that forms a major fraction of the latency at larger bu�er sizes.6.3 Performance of Switching Techniques in Hierarchical-ringNetworksIn this section, we compare the performance of various switching techniques, namely, (1) worm-hole switching with 1 it ring bu�ers, (2) bu�ered wormhole switching (with 1 CL sized ringbu�ers), (3) non-blocking virtual cut-through switching (with 1 CL sized ring bu�ers), and(4) cell switching. Table 6.1 compares the di�erent characteristics and memory requirementsof these switching schemes. The IRI bu�er sizes in all these switching schemes are chosen tobe optimal. Figure 6.13 presents the throughput-latency curves for the four di�erent switch-ing techniques in a 3-level, 64 processor 8 � 4� 2 hierarchical-ring system with 32-byte cachelines. It is obvious that traditional wormhole switching with 1-it ring bu�ers results in poorperformance when compared to the other switching techniques. This is because as the requestrate increases, the probability of a packet being blocked increases, as does the likelihood of itblocking other packets, since a blocked packet spans multiple links. As a result, networks usingwormhole switching with single it bu�ers saturate from contention well before they exhausttheir bandwidth. However, the advantages of single it bu�ers include high-speed routers andcomplete isolation of nodes from in-transit packets [85]. Bu�ered wormhole switching (withsingle cache line ring bu�ers) results in a much improved performance, both in terms of averagelatency and throughput. This is because a blocked packet can hold at most one link. Thedisadvantage of bu�ered wormhole switching is that the ring bu�er size becomes large for large
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(d)Figure 6.12: Latency components as a function of request rate for a non-blocking cell switched3-level, 64 processor 8 � 4� 2, hierarchical-ring system with 32-byte cache lines for IRI bu�ersizes of (a) 1 CL, (b) 4 CL, (c) 16 CL, and (d) 64 CL under Tuniform workload.cache lines, resulting in larger memory requirements.Non-blocking virtual cut-through switching results in better performance than single itwormhole switching, but performs poorly compared to bu�ered wormhole switching and su�ersfrom the same disadvantages as bu�ered wormhole switching. Non-blocking cell switchingresults in a performance that is marginally better than bu�ered wormhole switching and as wewill show, signi�cantly better than blocking cell switching. However, we see that advantageonly at high request rates. The other advantage of non-blocking cell switching includes smallring bu�ers. However, cell switching requires an overhead in the data path for carrying thesource and destination node identi�cation for each cell. This overhead can become a signi�cantpercent of the total data path for larger system sizes and/or for systems with smaller data path.On the other hand, all blocking switching techniques require virtual channels for deadlock free



6.4. Blocking Cell Switching in Hierarchical-ring Networks 85Blocking Non-blockingWH Bu�ered WH WH-Cell VCT CellRing Bu�er Size 1 Flit 1 CL 1 Flit 1 CL 0IRI Bu�er Size 4 CL 4 CL 4 CL 16 CL 64 CLVirtual Channels 2 2 2 1 1Table 6.1: Comparison of di�erent switching and ow-control techniques in hierarchical-ringnetworks.
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Figure 6.13: Throughput-latency curves for di�erent switching techniques with blocking andnon-blocking ow control under Tuniform workload for a 3-level, 64 processor 8�4�2 hierarchical-ring system with 32-byte cache lines.routing. The performance of di�erent switching techniques is similar in larger cache line sized(64 and 128 bytes) hierarchical-ring systems and are not shown.6.4 Blocking Cell Switching in Hierarchical-ring NetworksAn interesting alternative to single-it wormhole switching is the blocking cell switching. Asestablished above, the main disadvantage of single-it wormhole switching is its poor throughputunder high request rates due to the blocking nature of worms. On the other hand, non-blockingcell switching with the size of a cell being the same as the phit, cells do not block holding links.The blocking cell switching combines wormhole and cell switching where a worm is divided andsent as a sequence of cells with single-it ring bu�ers. Each cell carries enough information tobe routed independently. The size of each cell can vary, with the minimum being the size of thedata path. The header cell normally carries the full target memory address, and the followingcells carry only the source and destination node identi�cation. The extra routing information
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Figure 6.14: Throughput-latency curves for blocking cell switching with single it bu�ers underTuniform workload for a 3-level, 64 processor 8 � 4 � 2, hierarchical-ring system with 32-bytecache lines. A cache line is broken and sent as 3 cells instead of a single large worm. Forcomparison purposes, latency-throughput curve for wormhole switching with single it bu�ersis also shown.
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(b)Figure 6.16: Performance impact of NIC bu�er sizes on a 64 processor 8�8, 2-dimensional meshconnected system with 32-byte cache lines under the Tuniform workload. (a) Throughput-latencyand (b) latency versus request rate curves are shown.Assuming a cell size same as the phit size (128 bits), blocking cell switching with 3 cells for acache line transfer achieves a higher throughput than sending a cache line as a single worm.Figure 6.15 presents the throughput-latency curves for the same system, but with 128-bytecache lines. This time we vary the number of cells per packet from 2 to 9.It should be noted that blocking cell switching should be considered only as an alternativeto single-it wormhole switching as it still performs poorly when compared to either bu�eredwormhole or non-blocking cell switching.6.5 Bu�er Management in Direct Networks6.5.1 Wormhole Switched Mesh NetworksIn this section, we present the performance impact of NIC input bu�er sizes on 2-dimensionalwormhole switched mesh networks. We vary the NIC bu�er size from 1 it (traditional worm-hole) to 256 CL. We choose a phit size of 32 bits and a cache line size of 32 bytes. As a result,the largest packet is 12 its long (containing a cache line and a 4-it header), while the smallestpacket is 4 its long.Figure 6.16a presents the throughput-latency graphs for a 64 processor 8�8, mesh-connectednetwork under the Tuniform workload. In wormhole switching with single-it bu�ers, the networksaturates far before the full network bandwidth is exhausted. An increase in the NIC bu�er sizefrom a 1 it to 3 its results in a much improved performance with the maximum achievablethroughput increasing by more than 100%. This is because the maximum number of links a
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Figure 6.17: Performance impact of NIC bu�er sizes on a 64 processor 8 � 8, 2-dimensionalmesh connected system with 128-byte cache lines under the Tuniform workload. (a) Throughput-latency and (b) latency versus request rate curves are shown.blocked packet can occupy is greatly reduced; with 3-it NIC bu�ers a packet can occupy atmost 3 links. An one CL NIC bu�er size (12 its) results in an another 20% improvement inthe maximum achievable throughput. However, further increases in NIC bu�er size result indiminishing returns, with only about a 15% increase in the maximum achievable throughputfor a 256 CL NIC bu�er size. A 3-it NIC bu�er size (one-fourth of a CL) is therefore a goodcompromise considering bu�er space requirements. The latency curves presented in Figure 6.16bfurther strengthen our case for 3-it NIC bu�ers.We observe a similar trend for larger cache lines. Figure 6.17 depicts the throughput-latencyand latency curves for systems with 128-byte cache lines, where a packet can be as large as 36its. In this case, we consider bu�er sizes of 1 it, 9 its, and 1 CL (36 its) to 256 CL. We cansee from the performance curves that 9-it bu�ers (one-fourth of a CL) are a good compromiseconsidering bu�er space requirements.For the Tloc workload, the trend is very similar except that the increase in the maximumachievable throughput with the increase in NIC bu�er size is relatively small (not shown).The total bu�er space requirements for mesh routers with di�erent NIC bu�er sizes arepresented in Table 6.2. We conclude that while a single it NIC bu�er is a poor choice in termsof performance, a multiple cache line size bu�er results in large bu�er space requirements.A NIC bu�er size that lies between a single it and a single cache line is a good compromisebetween performance and bu�er space requirement. We choose it bu�ers one-fourth the size ofa cache line for the purpose of requiring the same amount of memory per router as hierarchical-ring NICs with 1 CL ring bu�ers (see Table 4.1).



6.5. Buffer Management in Direct Networks 89VCs per Cache NIC memoryPhysical line requirementsChannel size 1-it 1/4 CL 1/2 CL 1 CL 4 CL 16 CLHierarchical 32B 32B - - 96B 384B 1.5KBRings 2 64B 32B - - 160B 640B 2.5KB128B 32B - - 288B 1.125KB 4.5KBBidirectional 32B 32B - 96B 192B 768B 3KBRings 2 64B 32B - 160KB 320KB 1.25KB 5KB128B 32B - 288B 576B 2.25KB 9KBMeshes & 32B 32B 96B - 384B 1.5KB 6KBTori 2 64B 32B 160B - 640B 2.5KB 10KB128B 32B 288B - 1.125KB 4.5KB 18KBMeshes 32B 16B 48B - 192B 768B 3KB1 64B 16B 80B - 320B 1.25KB 5KB128B 16B 144B - 576B 2.25KB 9KBTable 6.2: A comparison of NIC bu�er memory requirements.6.5.2 Wormhole Switched Tori NetworksTorus-connected systems exhibit similar characteristics as mesh-connected systems with respectto NIC bu�er sizes. Figure 6.18 presents the throughput-latency and latency versus request ratecurves for a 64 processor 8 � 8, torus system with 32-byte cache lines for di�erent NIC bu�ersizes. The curves are similar to their mesh counterparts, with a 3-it NIC bu�er size (one-fourth of a CL) being a good compromise between performance and bu�er space requirements.However, the maximum achievable throughput in the torus is about 40% higher than in acomparable mesh (for 3-it bu�ers). The improved throughput is partly due to the reducednetwork diameter and partly due to the existence of two virtual channels per physical channel.Even though the virtual channels are used for deadlock free routing, they result in reducedcontention for output links in routers, thus resulting in better link utilization.6.5.3 Wormhole Switched Bidirectional RingsWe consider wormhole switched bidirectional rings with two virtual channels per physical chan-nel. Under the assumption of constant pin constraints, we choose a phit size of 64 bits forbidirectional rings, which is twice the size of 32 bits considered for mesh/torus networks.4 Thethroughput-latency curves for a 64 processor bidirectional ring show a trend similar to the othersystems for di�erent NIC bu�er sizes as illustrated in Figure 6.19. We see a 3-it bu�er size4This follows from the fact that a bidirectional network has 2 input and 2 output links, as opposed to 4 eachin a torus/mesh network.
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(b)Figure 6.18: Performance impact of NIC bu�er sizes on a 64 processor 8 � 8, 2-dimensionaltorus system with 32-byte cache lines under Tuniform workload. (a) Throughput-latency and(b) latency versus request rate curves are shown.
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(b)Figure 6.19: Performance impact of NIC bu�er sizes on a 64 processor bidirectional ring systemwith 32-byte cache lines under Tuniform workload. (a) Throughput-latency and (b) latencyversus request rate curves are shown.(one-half of a CL) as a good trade-o� between performance and bu�er space requirement.Chapter SummaryIn this chapter, we presented the results of a performance analysis of di�erent cut-throughswitching techniques and the impact of bu�er size on hierarchical-ring, mesh, torus, andbidirectional-ring connected systems. These results have been derived under the assumptionthat there is no distinction between a it and a phit. We summarize the main conclusions fromthis chapter as follows:



6.5. Buffer Management in Direct Networks 91� In hierarchical-ring networks, bu�ered wormhole switching and non-blocking cell switchingperform better than other switching techniques considered. While the bu�ered wormholeswitching requires smaller IRI bu�ers when compared to cell switching, it requires cacheline sized ring bu�ers and two virtual channels per physical channel for deadlock freerouting.� In direct networks, bu�ered wormhole switching is preferred due to its ability to improvesystem throughput signi�cantly without large NIC bu�er space requirements.� A blocking cell switching is an attractive alternative to the blocking wormhole switchingwith single-it bu�ers.



Chapter 7RoutingDeadlock free routing techniques in 2-dimensional direct networks have been studied thor-oughly [18, 24, 25, 26] and therefore we only briey present them here. For 2-dimensionalmeshes, dimension-ordered routing is a minimal and deterministic routing algorithm. It routesa packet along the lowest dimension �rst for as far it must go, before routing it on the nexthigher dimension. Dimension-ordered routing guarantees deadlock freedom in 2-dimensionalmeshes by enforcing a strict monotonic order on the dimensions traversed. For 2-dimensionaltori and bidirectional rings, dimension-ordered routing is still minimal and deterministic, butnot deadlock free. In this case, a deadlock would involve wraparound channels within a givendimension. Such deadlock cycles in a single dimension can be broken by splitting each physicalchannel along a cycle into two virtual channels and restricting the assignment of packets tothese channels during routing (see Chapter 2).In this chapter, we focus on deadlock free deterministic routing in hierarchical-ring connectednetworks. A wormhole switched hierarchical-ring network is susceptible to deadlock as anywormhole switched direct networks. Because multiple rings are connected by a hierarchy, thereare several ways deadlock can occur. The deadlock could involve single rings and/or multiplerings. We present in this chapter a novel routing technique that prevents deadlock in wormholeswitched hierarchical-ring networks.7.1 Deterministic Routing in Hierarchical-ring NetworksFigure 7.1 presents the two possible ways deadlock can occur in a two-level hierarchical-ringnetwork. The deadlock can occur in individual rings (including the global ring). These cycles arelabeled from 1 to 4 in the �gure. The other way deadlock can arise is from cyclic dependenciesof channel resources that span the hierarchy. One such deadlock cycle (label 5) is shown in the�gure. Preventing such multiple deadlock cycles in a hierarchy of rings makes the design of adeadlock free routing algorithm non-trivial. Figure 7.3 presents the channel dependency graph92
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5Figure 7.1: Deadlock cycles in a 2-level wormhole switched hierarchical-ring network.for a 2-level hierarchical-ring network that clearly shows the di�erent deadlock cycles.Dally and Seitz proposed a necessary and su�cient condition for minimal deterministicrouting in wormhole switched networks to be deadlock-free [18]. They state that a deterministicrouting function is deadlock free if and only if there are no cycles in the channel dependencygraph (see Chapter 2). For a single unidirectional ring, we can break such cycles by splittingeach physical channel along a cycle into a group of virtual channels. We number the nodes andcorresponding output channels of a single ring as n0; n1; :::; nm and c0; c1; ::::; cm, respectively,and pick channel c0 as the dividing channel. We then split each channel into high virtualchannels, c10; c11; ::; c1m, and low virtual channels, c00; c01; ::; c0m. If the routing algorithm issuch that the packets at a node numbered less than their destination node are routed on thehigh channels, and packets at a node numbered greater than their destination node are routedon the low channels, then such an algorithm is proven to be deadlock-free.To extend the deadlock-free routing algorithm from a single ring to a hierarchy of rings, weagain split each physical channel into low and high virtual channels. We number the networknodes (NICs) as nic0; nic1; :::; nicm, where m is the total number of nodes, starting from localring 0. The IRIs are numbered separately as iri0; iri1; :::; irin starting from the IRI associatedwith local ring 0. Because the deadlock cycles can involve both single and multiple rings, wepick a dividing channel in each local and each higher-level ring. This is shown in Figure 7.2 fora 2-level hierarchy. The dividing channel in a local ring is used to break deadlock cycles arisingfrom the tra�c con�ned to the local ring, while the dividing channel at the higher level ring isused to break cycles that span the hierarchy.For packets whose source and destination nodes lie in a same local ring, we use the local
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Chapter 8Prioritized Direct Networks: Design andPerformanceAdding priorities to direct interconnection networks (of shared-memory multiprocessor systems)can lead to a number of advantages. It can reduce average latencies and improve systemthroughput. It can be used to support multiple classes of tra�c, such as regular, best-e�orttra�c and multimedia, time-constrained tra�c. It can lead to much lower variance in latencyand hence improved system predictability, which is important for (soft) real-time systems.Adding priorities to direct networks is surprisingly simple, and involves three main com-ponents: (i) priority-based link arbitration, (ii) priority inheritance, and (iii) dynamic virtualchannels. With priority-based link arbitration, if two or more packets compete for the sameidle link, the link will be assigned to the higher priority packet (as opposed to assigning in around-robin or in a FIFO manner). There are many ways to assign priority to packets. Forinstance, we can assign priority to a packet based on its age, transaction type, or size.This simple priority scheme can, however, result in priority inversion, where a lower prioritypacket may block a higher priority packet that may come behind it in a queue. With priorityinheritance [70], a blocking lower priority packet at the head of a queue temporarily inheritsthe priority of the higher-priority packet behind it. This allows the lower priority packet toobtain the desired link sooner, thereby reducing the queuing delays for higher priority packets.Though priority inheritance was originally introduced to prevent priority inversions of real-timetasks in operating systems, we are unaware of any work that has applied priority inheritanceto multiprocessor networks.Finally, we introduce the concept of dynamic virtual channels that allows the allocation ofvirtual channels dynamically [75]. We allocate new virtual channel bu�ers for high prioritypackets that would otherwise unnecessarily be blocked.In this chapter, we show how a connectionless wormhole switched two-dimensional meshconnected shared-memory multiprocessor network can be extended to support priorities ofnetwork packets, and we analyze its performance. Through it-level simulations, we show thatsuch prioritized networks can signi�cantly reduce latency and improve system throughput, how96



8.1. The Problem 97they can support multiple classes of tra�c, and how they can improve system predictability.Although prioritized networks have been studied before [52, 78] they have only been consid-ered for implementing real-time multiprocessor networks and not for improving system through-put. Our work is also di�erent from this work in that we do not establish virtual connectionsbetween end-to-end nodes but use a connectionless network that do not require a connectionset-up to reserve link bandwidth and bu�er space for routing time-constrained tra�c. In otherrelated earlier work [77], Rexford et. al. propose virtual networks for routing di�erent classesof tra�c. Our approach is di�erent in that we use demand driven dynamic virtual channels asopposed to static virtual channels and employ priority inheritance. By dynamically allocatingvirtual channel bu�ers from a common pool, we utilize bu�er resources more e�ciently (whencompared to utilization of static virtual channel bu�ers) and by allowing the number of virtualchannels in a physical channel to vary (depending on demand), we improve system through-put and reduce average transaction latencies when compared to the case with static virtualchannels.8.1 The ProblemIn this section, we illustrate one of the applications of prioritized networks, namely to sup-port two classes of tra�c. Multiprocessor systems are increasingly being used for multimediaapplications, while still serving as data and computation engines. In the backplane networksof such systems, a variety of tra�c types will co-exist, ranging from tra�c of parallel compu-tations, which we refer to as best-e�ort tra�c, to the tra�c for multimedia audio and videocommunications, which we refer to as time-constrained tra�c. These two types of tra�c havequite di�erent tra�c characteristics and performance requirements. Time-constrained tra�coften requires a bound on worst-case latency, while a good average-case behavior will su�ce forthe best-e�ort tra�c arising from parallel computations. Bounds on worst-case latency couldbe provided if the network is connection oriented and resources can be reserved in advanceduring a connection set-up phase. In addition to the overhead of setting-up a connection, eachreservation decreases the available link bandwidth and bu�er resources for regular tra�c. Sincereservation based schemes are conservative, they reserve more network resources than required,often far more than needed on average.A connectionless network, in contrast, allows better utilization of network resources amongseveral classes of tra�c. Although a connectionless network may not be able to guaranteebounds on worst-case latency, we will show it can be e�ective in signi�cantly reducing worst-
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Figure 8.1: Worst-case and average communication latencies for time-constrained tra�c in a2D 8� 8 mesh-connected multiprocessor network. Worst-case latency is shown both for round-robin link arbitration and with dynamic virtual channels. The errorbars show the variances onthese values.case latency bounds and therefore can be used in conjunction with jitter1 control techniques atthe end nodes [48]. As such, priority based interconnection networks are suitable for at least asubclass of multimedia applications, and they certainly can be used to improve the behavior ofinteractive applications [11].Wormhole routed networks with round-robin link arbitration are used in many of todaysmultiprocessor routers, and they deliver good average performance. However, worst-case com-munication latency can be very high and unpredictable as the network load increases. Figure 8.1illustrates this. Assuming a workload described in a later section (containing time-constrainedand best-e�ort tra�c), the bottom curve plots the average communication latency of time-constrained requests as a function of load rate of best-e�ort requests for a 2-dimensional 8� 8mesh network. The top curve plots the worst-case latency of the time-constrained tra�c forthe same workload. We used batch-mean analysis method [59] where the average latency iscomputed as the grand average of all batch averages and the worst-case latency is computed asthe average of all batch worst-case latencies. The errorbars show the variances on these values.For the worst-case latency, the top end of the errorbars represents the global worst-case (over allbatches), while the bottom end represents the global best (over all batches) of the worst-cases.It is apparent that the worst-case latencies and their variance increase signi�cantly as theload increases. The curve in the middle plots the worst-case latencies of time-constrained tra�c1Unpredictability in the worst-case latency of time-constrained tra�c leads to delay jitter de�ned as thevariance in latency encountered during individual transactions.



8.2. Static Virtual Channels 99for the same workload, but for a network that uses the techniques proposed in this Chapter. Itis clear from this curve that the techniques are e�ective in reducing worst-case latency and itsvariance without the need for bandwidth reservation. While our goal is to reduce the worst-case latency of time-constrained packets, we wish to do so without unnecessarily penalizingbest-e�ort tra�c. By routing time-constrained tra�c mainly through dynamically assignedchannels, we reserve a set of primary virtual channels for best-e�ort tra�c. This preventsperformance deterioration of best-e�ort tra�c even when there is a moderately high level ofreal-time tra�c.8.2 Static Virtual ChannelsA network with virtual channels organizes the it bu�ers associated with each physical channelinto several virtual channels. Virtual channels increase physical channel utilization, and thusnetwork throughput, because any blocked packet that spans several nodes occupies only onevirtual channel, and can be bypassed using any of the other virtual channels associated with aphysical channel. The virtual channel assignment is made at the packet level, while the physicalchannel is allocated at the it level. The virtual channels associated with a physical channelarbitrate for physical channel bandwidth on a it-by-it basis. With static virtual channels,the number of virtual channels per physical channel remains constant, whereas with dynamicvirtual channels (which we describe in the next section), they vary over time. Figure 8.2a showsa mesh NIC with two virtual channels per physical channel; the number of virtual channels inthis case is static and will not vary. Figure 8.2b shows a NIC with dynamic virtual channels;the number of virtual channels per physical channel will vary over time, with the minimumnumber per physical channel being 1.At the receiving side of a node, the routing algorithm �rst assigns an incoming packet toan output physical channel and then to a virtual channel. When virtual channels are used fordeadlock free routing, then the choice of virtual channel is dictated by the routing algorithm;Otherwise, another allocation scheme is used or any free virtual channel associated with thephysical channel is chosen.Hardware support for static virtual channels require status registers at the transmitting andthe receiving side of a node [19, 22]. The transmitting node contains a status register for eachvirtual channel on the corresponding receiving node. The status register normally includes abit to indicate whether the virtual channel is active or idle and a count of the number of freevirtual channel bu�ers. The active/idle bit is used to prevent interleaving of the its of di�erentpackets. The receiving node contains a status register for each virtual channel that contains
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(b)Figure 8.2: Mesh Network Interface Controller with (a) static and (b) dynamic virtual channels.information such as the state of the channel and optionally, input and output virtual channelpointers. The status register storage requirements per physical channel is given by the followingequation, Spc = N(log(Bvc) + 1) +N (8.1)where the �rst and second term represent the storage requirement at the transmitting andreceiving side of a node, respectively. Bvc is the number of it bu�ers per virtual channel, andN is the number of virtual channels per physical channel. For N = 4, and Bvc = 4 its, thestatus bu�er storage requirement is 16 bits.Adding virtual channels requires a few additional wires in the physical channel to identifythe virtual channel for each transmitted packet in the forward direction and to indicate theavailability of bu�ers to the transmitting node in the reverse direction. The virtual channelbu�er counter at the transmitting side is incremented each time a it is transmitted to theneighboring node and decremented when the neighboring node signals that it has forwarded ait and thus freed up bu�er storage by back propagating a freed signal along with the virtualchannel identi�cation. The extra channel width overhead for supporting virtual channels ina network with 32-bit phits with 4 static virtual channels per physical channel is: 2 bits totransmit the virtual channel id in the forward path, 2 bits to transmit the virtual channel id inthe reverse path, and a freed line.



8.3. Dynamic Virtual Channels 1018.3 Dynamic Virtual ChannelsIn this section, we propose dynamic virtual channels. Dynamic virtual channels are similarto static virtual channels in that they are multiplexed over a single physical channel and eachof these dynamic channels have independent FIFO bu�ers of the same size. However, unlikestatic virtual channels, where a �xed number of virtual channels are multiplexed over a physicalchannel, virtual channels, in this case, are allocated dynamically from a common pool. In ourcase, a new virtual channel is allocated dynamically, if possible, for a high priority packet thatwould otherwise unnecessarily block. The number of dynamic channels allocated per physicalchannel is thus exible and varies depending on the contention for the physical channel. Routersusing this dynamic virtual channel allocation therefore prevent head-of-line blocking e�ectively.In head-of-line blocking, a packet waiting for a blocked link is itself blocking another packetbehind it whose target output link is free.We assume that the total number of virtual channels that can be allocated in a NIC isconstant. Initially there is one virtual channel per physical channel, which we refer to as VC-0.A virtual channel is allocated for a packet by the control logic at the transmitting side of alink, which transmits the dynamic virtual channel number along with the packet (similar tothe static virtual channel allocation case). At the receiving side, if the dynamic channel foran arriving packet does not already exist, then it is allocated to the physical channel of theincoming packet. A dynamic channel, once allocated, is released when it contains no more data.Dynamic virtual channels can be implemented with a simple extension to the hardware usedto support static virtual channels. At the receiving side of a node, when a packet arrives, itis bu�ered in the speci�ed virtual channel bu�er (if the virtual channel has been allocated tothe physical channel). When the speci�ed virtual channel does not exist, it will be allocatedfrom a common bu�er pool. In the rare case where there are no free common pool bu�ers,2 theincoming packet cannot be assigned the speci�ed virtual channel and the packet (header it)is dropped and a drop signal (back to the transmitting node) is asserted. The transmittingnode then retransmits the header it when the drop signal is deasserted. This requires thetransmitting node to keep a copy of the header it when a dynamic virtual channel is requestedso that it can later be retransmitted if necessary. This has no performance impact on thesystem, as it is equivalent to blocking a it for an extra cycle.Figure 8.3 presents the hardware required for implementing dynamic virtual channel owcontrol for one physical channel between a transmitting and a receiving node. Similar to the2This can happen when two or more arriving packets at di�erent physical channels require new virtual channelsat the same time and only a subset of requests can be granted.
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8.4. Prioritized Direct Networks 103In addition, an extra wire is required for the drop signal that is asserted when a header it isdropped.8.4 Prioritized Direct NetworksIn our implementation of a prioritized direct network, initially one virtual channel, VC-0, isstatically assigned to each physical channel. In addition to the VC-0s, there is a pool of virtualchannels that are allocated to physical channels dynamically. Low-priority packets may only useVC-0s, but high priority packets, may use VC-0 or, if they would otherwise block, a dynamicallyassigned channel. We use a three step process to allocate output links. Output links are �rstallocated to packets bu�ered in dynamic virtual channels excluding VC-0s, as all these packetshave high priority. Among competing higher priority requests, we allocate the output link to theoldest packet. Second, we assign output links to high priority packets, if any, at the head of theprocessor input queue. Finally, lower priority packets in the VC-0s and at the processor inputqueues are assigned output links in that order. Since we have independent virtual channels fortime-constrained tra�c in the network, we need to apply priority inheritance only at processorinput queues, as that is the only place where priority inversion can occur.In this section, we show how e�ective priority networks are in reducing latency, improvingthroughput, and improving system predictability by reducing worst-case latency. We do thisusing detailed it-level simulations of a 2-dimensional mesh-connected network, extended withpriority-based link arbitration, priority inheritance, and dynamic virtual channels. Althoughour evaluations are for two priority levels, a high and a low priority level, it could be extendedto multiple priority levels. We also show that dynamic virtual channels can be used to supportmultiple classes of tra�c. For this purpose, we consider two tra�c classes, namely best-e�orttra�c and time-constrained tra�c. We show that the priority network is e�ective in reducingthe worst-case communication latency of time-constrained tra�c, while not penalizing best-e�ort tra�c.8.4.1 Priority Tra�c for Traditional ApplicationsEven with no time-constrained tra�c, it can make sense to assign priorities to di�erent classesof packets if it bene�ts that class or the tra�c overall. For example, in a shared-memorymultiprocessor, one can consider giving a higher priority to large packets containing data or toshorter packets containing requests or acknowledgments. Large packets consume more networkresources (e.g., links and bu�ers) than short packets, and when a large packet is blocked inthe network, it will unnecessarily block other packets, thereby reducing system throughput.
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Figure 8.4: Throughput versus latency curves for a 64 processor 8 � 8 wormhole switchedprioritized network. Curves are drawn for the base case for non-prioritized network with nodynamic channels (for comparison purposes) and cases where higher priority is given based onpacket size (longer or shorter) and transaction type (read or write).By giving priority to large packets, they will be removed from the network sooner, therebyreducing the number of packets they can block. On the other hand, by giving priority to shortpackets, we prevent them from being unnecessarily blocked by large packets. It is also possibleto prioritize packets according to transaction type i.e., read and write transactions.Figure 8.4 shows how a prioritized network can improve system performance. It presents thethroughput-latency curves for �ve di�erent cases: the base case is for non-prioritized networkswith no dynamic or static channels; for the other curves priority is given to large packets, shortpackets, read transactions, and write transactions. This is for a 64 processor 8 � 8, mesh-connected system with 32-byte cache lines and Tuniform workload. For the prioritized networks,we assume a virtual channel bu�er size of 3 its and that the maximum number of dynamicvirtual channels is 4. For the base case, the network input bu�er is twice the size (6 its)compared to the prioritized network; under the assumption of equal memory resources. As canbe seen from the �gure, the highest throughput is achieved when read transactions (i.e., readrequest and read response packets) are given high priority. Also, giving priority to large packetsresults in better performance than giving priority to short packets, but giving priority for writetransactions results in worse performance than in the base case. A possible explanation for thisis that since the number of read transactions is far more than the number of write transactions,giving priority to read transactions will result in a higher dynamic channel bu�er utilizationwhen compared to high-priority write transactions.
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(b)Figure 8.8: (a) Worst-case latency of time-constrained requests and (b) average latency ofbest-e�ort requests as a function of best-e�ort request rate for an 8� 8 64 processor wormholeswitched prioritized network. Curves are drawn for the base case of a non-prioritized networkwith no dynamic channels and for the case with dynamic channels, where time-constrainedpackets are given priority.requests, the average latency of best-e�ort requests does not get signi�cantly worse. This ismainly because now there is now less contention for VC-0s that are used to route best-e�orttra�c.Non-uniform best-e�ort tra�c patternHere, we consider non-uniform best-e�ort tra�c and study how it a�ects the worst-case latencyof time-constrained requests. We assume a bit-complement best-e�ort tra�c pattern. The bit-complement permutation requires a source node (x; y) to communicate with the destinationnode (Xmax � x; Ymax � y), where Xmax (Ymax ) is the number of nodes in a row (column).Consequently, all packets must eventually cross both the middle row and middle column, con-gesting the center of a 2-dimensional mesh network. For time-constrained requests, as before,we assume uniformly distributed destinations with a constant inter-arrival time.Figure 8.9a presents the worst-case latency for time-constrained requests for the same net-work considered in the previous section. The bit-complement tra�c pattern signi�cantly a�ectsthe worst-case latency of time-constrained requests in a non-prioritized network as shown withthe upper curve. An important observation is that the worst-case latency grows rapidly with anincrease in best-e�ort tra�c. We observe from the lower curve that a prioritized network canagain be very e�ective in reducing the worst-case latency of time-constrained requests by anorder of magnitude. Another bene�t of the prioritized network with a non-uniform best-e�ortmemory access pattern, is a signi�cant reduction in the average latency of best-e�ort requests at
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(b)Figure 8.9: (a) Worst-case latency of time-constrained requests and (b) average latency ofbest-e�ort requests as a function of best-e�ort request rate for an 8� 8 64 processor wormholeswitched prioritized network. A non-uniform bit complement memory access pattern is usedfor best-e�ort requests. Curves are drawn for the base case of a non-prioritized network withno dynamic channels and for the case with dynamic channels, where time-constrained packetsare given priority.high request rates when compared to the non-prioritized network. This is shown in Figure 8.9bwhere there is a 25% reduction in the average latency of best-e�ort requests at a high requestrate of 0.04 when a prioritized network is used.Chapter SummaryIn this chapter, we proposed and evaluated prioritized connectionless shared-memory multipro-cessor networks. In our implementation of prioritized networks, we used three main componentsnamely priority-based link arbitration, priority inheritance, and dynamic virtual channels. Itwas shown that a prioritized network can signi�cantly reduce average transaction latencies andimprove system throughput when running traditional parallel applications. It was also shownhow a prioritized network could be used to reduce the worst-case latencies of time-constrainedtra�c when it co-exists with best-e�ort tra�c. One of the key aspects of the prioritized networkis that they do not increase the average latency of best-e�ort tra�c while they improve that oftime-constrained tra�c, independent of the best-e�ort tra�c pattern.



Chapter 9ConclusionThis dissertation concentrated on performance issues in the design of high-performance shared-memory multiprocessor networks. In particular we studied low-dimensional direct and hybridhierarchical-ring networks. Two-dimensional direct networks are currently popular in researchand commercial environments, whereas hierarchical-ring networks present an interesting alter-native to direct networks from a performance and practicality point of view. This dissertationmakes the following contributions:� Comprehensive performance study of shared-memory multiprocessor interconnection net-works: We believe this study constitutes the �rst comprehensive performance study oflow-dimensional direct and hierarchical-ring interconnection networks for shared-memorysystems.� Comparative performance study: We presented a detailed comparative performance eval-uation of hierarchical-ring, 2D mesh, 2D torus, and bidirectional ring networks underwormhole switching using both synthetic workload and program-driven simulations. Un-der constant pin and memory constraints, it was shown that hierarchical-ring networksperform better than 2-dimensional direct networks for system sizes of up to 64 processorsat low request rates either when there is high locality in the memory access pattern or forlarge cache line sizes. However, 2-dimensional direct networks scale well to large systemsizes and perform better at high request rates.� Topology: We derived in Chapter 5 several `optimal' topologies for di�erent sized hierarchical-ring systems using a bottom-up approach. This is important because hierarchical-ringnetworks are highly con�gurable.� Switching techniques: We studied the performance of various cut-through switching tech-niques for hierarchical-ring networks under both blocking and non-blocking ow-controlpolicies. These included wormhole, virtual cut-through, and cell switching techniques.110



9.1. Future Work 111While non-blocking cell switching is a good choice for hierarchical-ring networks, it hasseveral disadvantages. It requires large bu�ers to minimize the number of packets droppedand large non-deterministic timeout values to trigger retransmission of dropped packets.On the other hand, blocking bu�ered wormhole switching requires virtual channels toprevent deadlock although it uses less bu�er space.� Bu�er management: We studied wormhole switching in low-dimensional direct networksnamely the 2D mesh, 2D torus, and the bidirectional rings under blocking ow-control andunder the assumption that there is no distinction between a it and a phit. We showedthat bu�ered wormhole switching in direct networks results in a good trade-o� betweenperformance and NIC bu�er space requirements. We also studied bu�er managementissues and the impact of router bu�er sizes on system performance and found that theoptimal router bu�er sizes are sensitive to the system cache line size.� Routing: For wormhole switched hierarchical-ring network, we proposed a deadlock freedeterministic routing technique that uses a virtual channel approach.� Dynamic virtual channels: We proposed dynamic virtual channel ow-control for 2-dimensional direct networks, and proposed and evaluated priority networks using dynamicvirtual channels, priority based link arbitration, and priority inheritance. We showed thatsuch priority networks can be used to improve system throughput and support multipleclasses of tra�c.9.1 Future WorkThere are plenty of directions in which the work described here can be extended:� Bisection bandwidth: The performance and scalability of hierarchical-ring networksare clearly limited by their constant bisection bandwidth. In Chapter 5, we showedthrough an empirical model that increasing the bandwidth of the global ring (and thusthe bisection bandwidth) allows the network to support more processors. Targeting justthe global ring is e�ective, because the utilization of the lower level rings is low, especiallywhen the global ring is saturated. The bandwidth of the global ring can be increasedeither by increasing the width of the ring or the speed of the ring. It will be interestingto study in detail the performance impact of such an increase in bisection bandwidth.� Hybrid Flow-control: Hybrid ow-control combines blocking and non-blocking ow-control, and may be able to exploit the advantages of both. In a blocking network, a



112 Chapter 9. Conclusionblocked packet can span multiple nodes, thereby occupying link resources and preventingother packets from using those links. We showed that blocking networks su�er from earlysaturation before they exhaust their full bandwidth (if small bu�ers are used), and there-fore perform poorly under high request rates. On the other hand, non-blocking networksdrop packets when they cannot be bu�ered at a node; negative acknowledgments andtime-outs are used to recover dropped packets. It is non-trivial to �nd a good time-outvalue in non-blocking networks. A larger than required time-out value results in higherlatency while a small value results in duplicate packets. Also, to reduce the number ofdropped packets, especially under high request rates, it is necessary to use large bu�ers inrouters, as shown in Chapter 6, further increasing the time-out value. Another disadvan-tage of non-blocking networks is that the hardware cache consistency mechanism cannottolerate the loss of invalidation packets. In hybrid ow-control, the decision to drop orblock a packet can be taken on-line depending on the nature of tra�c. One possibility isto drop a packet (at the head of a bu�er) only if it has been blocked more than a certaintime, thus freeing up bu�er space. When to drop a packet can also depend on the typeof the packet. For example, a request packet might be dropped sooner than a responsepacket, and negative acknowledgments and invalidation packets might never be dropped.It would be interesting to study the performance of hybrid ow-control under various suchpolicies.� E�ect of Adaptive Routing on Shared-memory Networks: There have been exten-sive studies of adaptive routing protocols on 2-dimensional direct networks in the contextof distributed memory multiprocessors. Almost all those studies used wormhole switchingwith single it bu�ers and constant packet sizes. It is not clear how adaptive routing willbe e�ective in shared-memory networks under bu�ered wormhole switching and variablesized packets. It would also be interesting to study the performance impact of adaptiverouting with static and dynamic virtual channels.9.2 Impact of this Research and Applicability to IndustryWe believe that the results of this research will inuence the design of shared-memory mul-tiprocessor networks, in particular the design of hierarchical rings, 2D meshes and tori. Aninterconnection network with low latency and high throughput allows more work to be ac-complished in a given period of time. We expect the market for high performance parallelprocessors to rise in the near future, especially as parallel processing provides a cost e�ectiveway to improve computer system performance. Recently, we have seen small scale parallelsystems become popular for the same reason. These systems will become much more popular



9.2. Impact of this Research and Applicability to Industry 113since multimedia applications, visualizations, and 3D modeling are all becoming more compu-tationally intensive; hence, using multiple o�-the-shelf processors to exploit parallelism in thoseapplications is becoming very attractive. As these small scale systems become more commonplace, they will naturally be extended to larger sizes. For these systems, the results of ourresearch will be relevant, as high performance routers are an essential component in any highperformance parallel system.
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