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Abstract— The growing size, density and complexity of modern specification. In a PPC, LUT/MUX reconfigurations can be used
VLSI chips are contributing to an increase in hardware faults and to implement such changes at virtually zero cost, avoidinget
design errors in the silicon, decreasing manufacturing yilel and consuming design iterations.
increasing the design cycle. The use dPartially Programmable Along these observations, the contribution of this papemisti-
Circuits (PPCs) has been recently proposed for yield enhancementfold. First, thefault toleranceof a PPC is defined as the percentage
with very small overhead. This new circuit structure is obtaned of stuck-at-faults that can be made unobservable usinggili=in
from conventional logic by replacing some subcircuits with reconfigurations. Nexglesign error tolerancés defined in a similar
programmable LUTs. The present paper lays the theoretical fashion. We show how to compute both of these metrics usingdb
groundwork for evaluating PPCs with Quantified Boolean For- techniques. Following these contributions, we presentvamethod
mula (QBF) satisfiability. First, QBF models are constructel for performing ECOs in PPCs using reconfiguration. Finalle
to calculate the fault tolerance and design error tolerance of define a measure for quantifying the effectiveness of a PR@pie-

a PPC, namely the percentages of faults and design errors menting ECOs, given an initial specification. We refer tetas the
that can be masked using LUT reconfigurations. Next, zero-& ECO coverageof a PPC architecture and we develop a methodology
Engineering Change Order (ECO) in PPCs is investigated. QBF to compute it. To achieve our goals, we use Quantified Boolean
formulations are given for performing ECOs, and for quantifying Formulas (QBFs) [11] as the underlying computational platf. Our
the ECO coverage of a PPC architecture. Experimental results formulations demonstrate the theoretical appropriatené€BFs for
are presented evaluating PPCs from [1], demonstrating the dealing with reconfigurability and we capitalize on the ddesble

applicability and accuracy of the proposed formulations. advances in QBF solvers in recent years.
It should be noted that this work does not attempt to construc
[. INTRODUCTION PPCs that maximize ECO coverage or fault tolerance. Instelays

Larger, denser and more complex digital circuits are lapdirihe theoreti.cal groundwork for calculating these qu.aemitas well as
to an increase in hardware faults and design errors thatirsigp for performing ECOs. As such, the work here remains orthagjand
production silicon. In fact, manufacturing defect levete axpected complementary to that in [1] which is strictly focused on swacting
to increase sharply in future technologies [2], furthemdasing yield. PPCs. Experimental results are presented evaluating RB@s[1],
In order to combat these trends, adding space redundancysiamgl demonstrating the applicability and accuracy of the prefo®BF
reconfigurability have been proposed in different contéatseduce formulations. ) ) ) o
the number of silicon respins [3], [4]. Double and Triple Midat The paper is organized as follows. Section Il contains mieli
Redundancy (DMR and TMR) are examples of design techniquearies on PPCs and QBFs. Section Ill presents our formukgtio
that replicate parts of a design with the aim of yield enhareret for calculating fault and design error tolerance. Sectivhgives
as well as chip reliability improvement. Embedded FPGAsshaigo QBF encodings for performing ECOs and quantifying ECO cager
been used for yield improvement [5], [6]. However, thesehnds are Section V shows experimental results and Section VI corsutie
costly because they incur significant area or performaneshead. paper.

Partially Programmable Circuits(PPCs), recently introduced
in [1], achieve a flexible balance between yield improvememsus [I. PRELIMINARIES

the associated costs. PPCs are obtained from conventiondiga-  The following notation is used throughout the paper. We tse t
gfenrﬁgr?t%'(;S'Crr?gésl_%%lrfﬁlggr'gglesgr(rt%ﬁ%?c;%uggrmgﬁ?:g%?rable symbol C to denote a conventional combinational circuit, ahdo
ers (MUXs). The authors of [1] first use simple heuristics tokp S}erE)te{Z’t:emcorres;o‘n}dlggdPgPC_. -It{hg? :ts: {;IIer’espéimgly
which subcircuits to replace by LUTs. Next, they employ Sefts . )2 . - A2y Tle
Pairs of Functions to be Distinguished (SPFDs) [7] to addineldnt refer to the sets Ofy primary inputs, primary outputs and gate
; - C. A node v can refer to a gate or a primary input. The sets

connections to these LUTs and configurable MUXs, such thatgel ! d he f d fan-i d f
number of faults can be “bypassed” by simply reprogrammimg t{easn%gi(ég a”ﬁhiagé?_(”{)( en;) t|et eeanbouta?]rgj gn}m not(es)u})
PPC post-silicon. Further, reconfiguring the PPC can alsoideel F,z . ﬁ'l' oo %’v d%v X8 i v b‘mmr‘] u)
to mask some localized design errors that escape verificatial contains alllines (also re erred to asonnectionsor branc €3 in
propagate into the silicon. C. For eac_hz € {_:E,y,g,l}, 2z = {%1,%2,..., %3} denotes the

Evidently, these reconfigurable structures can have otbiengial corresponding set i@. Throughout the paper, bola) versus regular
applications as well. In this work, we also investigate rtheie for (z) symbols differentiate sets from single variables, and t (ha
implementing Engineering Change Orders (ECOs), namelyll smeersusz) differentiates between variables ¢handC, respectively.
changes in the specification at later stages of the desigie.cltc ] o
is well-known that even minor ECOs can lead to vastly differe A. Partially Programmable Circuits
synthesized implementations [8] if a new iteration of théoenated The type of a node is given bytype(v) € {IN,AND, OR
flow is used. This is usually unwanted because of the effoetadly 5 ]
invested in optimizing the original design [8], [9]. As sudynthesis LU'é,el\gUE(l}].. A PPCC is a Boolean network with three types of
for ECOs strives to make the smallest number of changes to & o .
implementation [8]-[10] so that the design complies to imvn e Conventional logic gates, such AKD, OR, NOT and XOR.
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—b;. For example® = (b2 V b3) A (b1 V —b2 V —b3) A (—b1) is in
CNF. Given a combinational logic circuit, a CNF formula eagsing
the circuit constraints can be constructed in linear-tirh2].[ As
such, a circuit and its corresponding CNF formula are reteno
interchangeably in this work.

While SAT is NP-complete, QBF is a PSPACE-complete gen-
eralization of SAT that allows for the universal quantifioat of
some variables. A QBF iprenex normal forms written asQ@.®,
where @ is called theprefix and ® is called thematrix. The matrix
is a propositional logic formula oveb in CNF. The prefix@Q =
q1v1 g2vz -+ grvy COnNsists ofquantifiersq; € {3,V}, such that
¢ # qi+1, and mutually disjoint variable sete;, called scopes
which partitionb. In other terms|J;_, vi = b and();_, vi = 0. A
variableb € v; is labeled as amxistential(respectively,universa)
variable if ¢; = 3 (respectively,q; = V). A scopev; or variable
b € v; is said to bewider (respectively,narrower) than a scopev;
or variableb’ € v;j if i < j (respectively;i > j).

A QBF is true orQSAT if it has a so-calledQ-mode] otherwise

(b) € it is false or UNQSAT. A Q-modelis a tree of truth assignments
) o ) ) satisfying the QBF semantics, where each existential birigs a
Fig. 1. A circuit and its corresponding PPC function of wider universal variables, such that the maisigatisfied

for all universal variable assignments. For example, th& @&blem:
b1 Vbs Jbs3 . (b2 V bg) A (bl V —bsy V ﬂb3) A (ﬂb1)

is QSAT because when; = 0, for all values ofb., there exists an
assignment tds (bs = 1 whenb, = 0 andbs = 0 whenby = 1)

that satisfies the matrix. This tree of satisfying truth gissients is
a Q-model. Some QBF solvers can return the satisfying as&gts

e(gi) =A{¢(:) | j=1,...,2"},
wheren denotes the number of input select lines of thig. On the

other hand, the configuration bits of a configurail& g; in a PPC
are its select lines. They are given by:

&6:)=1{¢G) | j=1,...,[logyn]}, to the widest existential scope (hdrg in a Q-model [11].
wheren denotes the number of data inputs of the configuraiie I11. FAULT AND DESIGN ERRORTOLERANCE
Figures 1(a) and 1(b) show a combinational circditand a |n this section, we first construct a QBF formulation for cédting

corresponding PPC. Note thaty, (respectively,j:) is the primary the stuck-at-fault tolerance of a PPC. We use stuck-atsdgdcause

output label forgs (respectivelygs) and does not represent a separatghis type of fault can model many defects [13]. Then, we exkttis

node. In Figure 1(b), variables (gs) andé;(gs) (j = 1,...,8) are formulation to calculate the gate design error tolerance ¢?PC.

the configuration bits ofjs and gs, respectively. Finally, for single stuck-at-fault tolerance and singléegdesign error
In [1], PPCs are constructed as follows. First, given anioaly tolerance, we show how to partition our formulations intoatier

circuit C, an initial PPC is generated by replacing certain subdicuiparallelizable problems in order to achieve faster QBFiagltimes

of C with LUTs using simple heuristics. Next, redundant lines argy taking advantage of modern multi-core architectures.

added from selected nodes to some of theges in an effort to

increase the number of so-calledbust connections in the PPC. A. Fault Tolerance

A robust connection is a line where a stucksagnd a stuck-al-  Given a specificatiorC, and a corresponding implementation in
can be made unobservable by reprogramming the PPC pasirsili i orm of a PP@’ with a fixed configurationin this paper we say

Eis)e :dsdeetdoger?euwndggr:n“enéisor?sreaf: l:gtdeeddiz m\lﬁpuﬁg rslﬁ that a stuck-at-fault (or a design error) Ghis unobservablef there

that thefunctional flexibilitiesof the LUTS, represented by their Sets10€S not exist any primary input vector for whichandC produce
of Pairs of Functions to be Distinguished (SPFDs), allownthie different primary outputs. This can be extendedMcstuck-at-faults,
be reconfigured to bypass stuck-at-faultgwatv). Of course, this is where N denotes the cardinality of simultaneous stuck-at-fauits.
not always possible given limited resources, so not allslioan be What follows, we use the ternV-faults to denoteN' simultaneous
made robust. If more than one redundant line needs to be ddded Stuck-at-faults.

certainLUT, a configurableMUx is placed in front of the.UT, which R

selects between these redundant lines. This paper is noecwmd Definition 1 Given a specificatio?, a PPCC and a stuck-at-fault
with constructing PPCs, hence the details of the algoritivergin [1]  cardinality NV, the fault toleranceof C is the percentage aV-faults

are not relevant. Our described techniques for evaluatidfG@sPcan that can be made unobservable using reconfigurations.

be applied to any PPC.

In the PPC shown in Figure 1(b), gaje is replaced by &UT gs. We emphasize that (assumig = 1 for illustration purposes),
Of course,gs can be easily programmed to implemd®(gs, g4). different single stuck-at-faults are allowed to be madebseovable
Next, we have added redundant connections (shown usingedashy different PPC reconfigurations. The goal is that in silicon, if a
lines) from#; andz» to aMUX e, which is input to theLUT gs. In the  stuck-at-fault is detected during testing, we would likeb® able
coming sections, we present QBF formulations that can shawthis to reprogram the PPC to “mask” it. In general, if for a givah
PPC structure has)0% single stuck-at-fault tolerance (disregardindault there exists a PPC reconfiguration making it unobsseva
stack-at-faults at the primary output))0% design error tolerance this N-fault counts towards the fault tolerance of the PPC. Again,
(assuming single gate arbitrary errors) ant0% ECO coverage reconfigurations can vary for differetd-faults. Clearly, a high fault
(usingC as the initial specification and our ECO coverage definitionjolerance increases manufacturing yield because fautotherwise

would make the circuit unusable can now be made unobserigble

B. Quantified Boolean Formulas reconfiguring the PPCUTSMUXs. . .
A propositional logic formula® over a set of Boolean variables  The key idea is to build a QBF instance whose “solutions” are i
b = {b1,bs,...,bn} is said to be satisfiable if it has satisfying @ One-to-one correspondence with Altfaults that cannot be made

assignmenta truth assignment tb that makesb true (1). Otherwise, Unobservable by any reconfigurationtfin what follows, we explain
® is always false @) and it is said to be unsatisfiable. This is knowrhow to create the matrix of our QBF formulation using an appede
as the SAT problem® is usually given inConjunctive Normal Form circuit construction. In order to assist the reader in Jigizg our
(CNF) as a conjunction aflauseswhere each clause is a disjunctiondescriptions, Figure 2 illustrates this construction @bhis described
of literals. A literal is an occurrence of a variable or its negation shortly) for C andC given in Figures 1(a) and 1(b).



Fig. 2. Stuck-at-fault tolerance matrix
Fig. 3. Gate design error tolerance matrix

We first create an enhanced versionCofwhich we callC.q . To
prevent any confusion, we stress that any enhancemerts, foare  genote the set of all configuration bits dh

only added to construct our QBF formulation. We do not modiify Informally, the QBF problem can be stated as follows:
actual PP in any way. We start by adding a special multiplexer in ] ] ) o ) _

front of each gate, each line and each primary input, whitbrdenes Is it possible to assign exactly excitation variables iré
whether or not a stuck-at-fault is excited at that gate, tingrimary to 1, and set what each corresponding gate/line/primary
input. Note that gate and line stuck-at-faults in this centerrespond input is “stuck-at” (by assigningw), such that for all

to stemand branch stuck-at-faults [13], respectively. Of course, if configurations of the PPC (assignment£jothere exists a
a gate has only one fan-out, we do not double-count by adding Primary input vector satisfying the constraints in Figure 2
two multiplexers at its output. The shaded multiplexers igufe 2

illustrate this process for gatg, line (j1, 1) and primary inputi; . This question can be formalized as:

We do not show the multiplexers for the remaining gates sliaed Je,w Ve Ix,g, 8 .
primary inputs to avoid overcrowding that figure. The selew of R e
each of these multiplexers is called ercitationvariable, denoted C(%,y,8) NCsaf(X,9,8,&,&, W) A (y #F) AN Pn (&) (3)

by the letteré.

In more detail, at each gaig (respectively, each linéi, v)
each primary inputt;), settingé(g;) = 1 (respectively,é(a, v) =
1 and é(Z;) = 1) “excites” the stuck-at-fault, by disconnectirig
(respectively(, ©) andz ;) from its fan-ins, and instead connecting it
to a newly created variablé(g;) (respectivelyao(a, v) andw(z;)),
which we call areplacementzariable. As will be seen later, theses
will denote the polarities of the stuck-at-faults. On théesthand,

settingé = 0 keeps the gate/line/primary input unchanged, as can faults using (3), we need to add another term to the matr(g).

se?\ln 'rt] Figure 2| . inoutsY to both ¢ and ¢ In fact, notice that if a certain excitation variablds not active, its
ext, we apply common primary inputsX(to bothC andCsas,  correspondings can simply be “grounded” to, since its value does

as shown in Figure 2. Furthermore, at least one primary éugou ; »
forced to be different. Finally, aardinality constraint® is added ggﬁlgtrr%?ri%ﬁg Eg)r:ough the multiplexer. As such, we add theving

to force the number of simultaneously activiee( assigned tot)

and Notice that the placement &% in the widest existential scope forces
their assignment before the assignment of primary inputslyring
the semantics of stuck-at-faults. Adding constraints @séhi's or
moving them in the prefix can result in different error modals will
be seen shortly. If (3) is false @NQSAT, then everyN-fault can be
made unobservablée.€., is “maskable”) by a reconfiguration of the

B?In order to count the number of maskable (or unmaskablekstuc

excitation variables to a pre-specified constahtThis can be done /\ (—é — —b) %)
using a bitonic sorter [14]. This completes the matrix of QBF [
formulation. cee
In order to abbreviate the prefix of our QBF (as well as the Adding (4) prunes the search-space of the QBF solver, suath th
remaining QBFs in this paper), we use the following notation in any Q-model of (3), theb's corresponding to the inactiv&s are
o A . o A . assigned to0. As such, two Q-models of this QBF that differ in
&(g) = {é(g:) | vgi € 8} Ww(g) = {w(3:) | vg: € &} their truth assignments to the widest existential scopeir{ will
al) = fe(ia. o o) el (1) = (i o 0.9) el correspond to two differenfV-faults that cannot be fixed by the
Ae(}) {?(qf’ o) | Y(uﬂi) €l YV(}) {uj(qf’ o) | Y(u’ Qi) €l PPC. Therefore, finding all distinct truth assignmentséiet that
(%) = {é(#:) | Vi € X} W(x) = {d(2:) | V& € X} (1) satisfy (3) (e, that can be extended to Q-models of (3)) is equivalent

_ . to finding all unmaskableV-faults. This can be done using a QBF
And the sets of all excitation and replacement variablesrespec- solver, by blocking the assignment &w in the returned Q-model

tively given by: using a blocking clause and re-solving (3) iteratively Lt problem
- - becomedJNQSAT. Subtracting the number of such solutions from the
e=e(gue(hue(x) W= W(g) UW(l)Uw(x) total number ofN-fault combinations, and dividing the result by this

(2)  number gives the stuck-at-fault tolerance of the PPC fodinality

When the context of the type of excitation/replacementaldei is N.
clear, we just use the symboisc é andw € W for brevity. B. Design Error Tolerance

Lusﬁgilllgthitett.he set(g;) refers to the configuration bits of the In this subsection, we propose a QBF formulation to quarttity
v ' effectiveness of a PPC in masking localized design erraisabcape
&= U &(9:) verification and slip into the silicon. Our design error miociensists
Rt of any functional modification in the function of a gate. We use the
zype(gffe{giUT,Mux} term N-gatesto denote a set ofV gates.



Definition 2 Given a specificatiorC, a PPCC and a gate design primary inputs, this faulty circuit produces the same otgpasC.

error cardinality N, thedesign error tolerancef C is the percentage Formally, this is stated as:

of N-gates whereany simultaneous modifications can be made .

unobservable using reconfigurations. e vx 3g,8 . C(X,y,8) ACaaf(X,9,8,8, 8 W)|ex ur=b A (¥ (:8)5])
For instance, ifN = 1, the design error tolerance is equal tq\l

the percentage of gates where any design error can be magked %

reconfiguration. In other terms, gates where at least oredf/design

error cannot be masked by any reconfiguration do not coméritm

the design error tolerance. In the event a design error istifikl

post-silicon, a PPC with high design error tolerance islyike offer

ote that the cardinality constraints are no longer necgdsecause
is already assigned a-priori, and all the inactive shadeliprexers
in Figure 2 can be discarded due to (7). Now although (8) mast b
solved for every single stuck-at-fault, each of these QBitainces is
completely independent and much easier to solve than (3su8h,
" . ) . 9 g the number of maskable single stuck-at-faults can be cosaphy
ﬁlconflguranon fix, allowing the circuit to operate corrgatfithout heavily parallelizing all the QBFs of the form (8) and simplyunting
e need for a costly respin. the number ofQSAT results
his subsection, we modify the QBF in (3) to deal with o . . ; ;

In t i . . A A similar partitioning can be accomplished for the singleega
gate design errors. We model design errors by again enlgaiin gesign error tolerance formulation in (5). Here, for eactega, we
Here, C4c adds similar multiplexers as in Figure 2 but now onlyet:
at the outputs of gates. Furthermore, thi€g;)'s are no longer R R
unconstrained and instead are the outputs of newly atdeslwhose Caele(s;) = Cae N €(gi) N /\ (—e(g5)) 9)
select lines arg;’s inputs. This allows eacty(g:) to be any function &(5,)€8(8)—{6(3:)}
of the inputs ofg;, thus implementing any gate design error. This !
construction is illustrated in Figure 3, where shaded rplgkers are denote the PPC where only can have a design error. We now
added for gateg; and g.. For each gateg;, the set: ask whether for all possible design errorsgat there exists a PPC

. o Fanin(@))| configuration that masks the error. Formally,
d(gi) ={d;(g:) | 7= 1,..., 2009t} .
vd(g:) 3¢ vx 3g, 8, w(3:) -

refers to the configuration bits of theplacementUT w(g;). . N
Again, applying common primary inputs, forcing differemirpary C(x,y,8) NCae(x,¥,8,¢,8(8), W(g),d(&))|es) N (y =¥)
outputs and adding cardinality constraints yields the iatr Fig- (10)
ure 3. Using this, our QBF formulation is given as follows: .
In each QBF of the form of (10), all(g;) and w(g;) with j # ¢
38(g),d(g) Ve Ix,g, 8, W(g) . can be disregarded, since they cannot propagate througbhued
s RN N . multiplexers in Figure 3. Again, for each gate, a QBF of therfo
C(x,y,8) ANCac(x,¥,8,¢,8(8), W(g),d(g)) Ay #¥) APn(€)  of (10) must be solved to determine whether all possiblergra
(5) that gate can be masked by the PPC. All these QBFs can be solved

. . .. in parallel. The single gate design error tolerance of th€ BRequal
which asks whether there exisV gates that can be arbitrarily to the ratio of these QBFs that a@SAT.

modified such that for all PPC configuratior®,(there is always an

input vector exhibiting the error at a primary output. Sanly to (4), IV. ENGINEERING CHANGE ORDER

we add the following constraints that ground the configoratbits In this section, we first construct a QBF for performing an ECO

d(gs) of w(g:) for gates whose excitation variables are inactive: 5ing'a PPC. Then, we define the ECO coverage of a PPC and show
how to compute it using a QBF.

A —é(gi) — N —dia) (6) A. Performing ECOs
e(9:)€e(g) dj(9:)€d(4:) ECOs are small changes in the specification at later stagdwof
design cycle. Synthesis for ECOs strives to make the snallesber
This is done in order to create a one-to-one correspondangiechanges to the implementation [8]-[10]. PPCs can be used t

between different satisfying truth assignments &@),d(g) and implement ECOs pre- or post-silicon by simply reprograngnine

different V-gate design errors that cannot be masked by the PRUXS/LUTS.

Finding all these satisfying assignments using blockimusés en-  Given a modified specificatiofi,,.q, if there exists a configuration

ables us to calculate the gate design error tolerance of B@ fBr of the PPCC, such that for all primary input; and C,,,.q behave

cardinality V. identically, then the ECO can be implemented by reprogrargrttie
PPC. This is easily expressed as the following QBF:

C. Problem Partitioning forN =1

Jé vx Jg,g . C X NC(x,¥,8,E)A(y =79 11
Most often, we are interested in calculating single stusfaalt g8 Croalx,y, ) NC 3. 8Ny =5) (1)
tolerance and single gate design error tolerance. It isliysuary Figure 4 illustrates the matrix of (11) given a specificatn,q
difficult to mask multiple simultaneous faults or errorspesially where thel0T gateg, has been eliminated argd = AND(z3, g1) has
with limited redundancy as in PPCs. Here, we show that wkiea 1, been replaced by, = NAND(z1, g1). Using a QBF solver, it can be
we can partition the QBF problem (for both (3) and (5)) intéree&r easily verified that the QBF (11) with the matrix shown in Figd is
number of independently solvable and much easier subprshlen  QSAT. The satisfying assignment to the configuration Bitgturned
order to take advantage of the modern multi-core architestin by the solver can be used to reprogram the PPC to implement the
solving these QBF instances. modified specification at essentially zero-cost. Intengdyi the QBF
For single stuck-at-fault tolerance, the partitioning isnd by in (11) is similar to a formualtion used for FPGA technologgpping
enumerating eaclt € & and the corresponding two polarities ofgiven in [15].
w. For each gate/line/primary input with excitation var@abl and
replacement variable)*, and each stuck-at valuec {0,1}, we let: B. ECO Coverage

. A 5 . . Given a PPQC and an original specificatiofi, we would like to
Coasler m=b 2 Coag AE" A (@" =b) A\ (=€) (7) measure the effectiveness of this PPC architecture in imgiting
ece—{e*} small changes i€. Given a change cardinalitiV, a simple way to
model small changes in the specification netliss to allow N gates
denote the PPC with only that gate/line/primary input statk. We to be changedrbitrarily. As such, we define thECO coverageof
now ask whether there exists a PPC configuration, such thatlifo a PPC as follows:



C
1>
Tol>
T3> '»
Cmod
Fig. 4. Engineering change matrix (o))
N

o ) o o R Fig. 5. ECO coverage maitrix
Definition 3 Given an original specificatiorC, a PPCC and a
change cardinalityV, the ECO coverag®f C is the percentage aoV-

gates inC, whereany simultaneous maodifications can be implemented o )
using reconfigurations it denote the specification where only is allowed to change. We

now ask whether for all possible changesgatthere exists a PPC
Note that many ECOs involve changes at a higher abstraetian,| configuration that can implement it. Formally,

for which different models should be considered. Furtheemsince N ga - )

this paper deal with combinational PPCs, sequential spatiifin Vd(gl)Aac vx 3g. 8, w(g:) -

changes are not covered. Our formulation for ECO coverage iSCeco(x,y,g;€(8), w(g),d(8))lcis,) ANC(%,9,8,8) Ay =F)

essentially the dual of the formulation for design erroetahce given (14)

in (5). Here, we must enhance the specification cirCuihstead of )

5 In each QBF of the form of (14), all(g;) and w(g;) with j # ¢

C, since we are allowing the specification to change. A muket ) .
is added at the output of each gafein C, with excitationselect C€an be disregarded, since they cannot propagate througshétued

line e(g:). Furthermore, similarly to Figure 3, the(g;)'s are the Multiplexers in Figure 5. For each gate, a QBF of the form af) (1
outputs of newly added replacemertiTs, whose select lines are Must be solved to determine whether all possible modifinatiat
gi's inputs. This allows eachv(g;) to be any function of the inputs that gate in the specification can be implemented by the PRIC. A
of g:, thus modeling any gate change @f whene(g;) = 1. This these QBFs can be solved in parallel. The ECO coverage offi P
construction is illustrated in Figure 5, where shaded mpigers are 1S equal to the ratio of these QBFs that &¥BAT.
added for gateg: and g4 (we have skipped the remaining gates to
avoid overcrowding the figure). As before, for each gatethe set: ) ) V. EXPERlMENTAL_ RESULTS )

This section presents the experimental evaluation2bfPPCs

d(g:) ={dj(g;) | j=1,...,2Fanintely from [1] using our proposed QBF formulations. These PPCs are
) . . generated by [1] from some of the MCNC benchmark circuitg.[16
refers to the configuration bits of the replacemBut w(g;). Experiments are run on a quad-core Intel 35] Ghz workstation
Informally, the QBF problem can be stated as follows: with 16 GB of RAM. Since complex faults can be modeled using

single stuck-at-faults [13], and given the limited numbérLUTs
in the PPCs of [1], we selN = 1 in our tolerance and coverage
calculations. We use the proposed QBF partitioning schemes
Subsections 11I-C and IV-C to speed up the solving processebch
tolerance/coverage computation, the QBF subproblemsadwvedsin
Add|ng Cardina"ty Constraint§N (e)’ app|y|ng common primary parallel over the four cores. A tlmeou.t oH0 seconds is Useq faach
inputs and forcing the primary outputs to be equal, we genthgix  QBF subproblem. The QBF solveKi zzo-v0. 11c [11] is used

Do there existN gates in the specificationg(g)), such
that foranymodification of these gat€el(g)), there exists
a PPC configuration &), such that for all primary inputs,
this PPC correctly implements the modified specification?

in Figure 5 and the following QBF formulation: to solve all QBF instances. Other QBF solvers, such as QUREF [
give similar results.
Je(g) vd(g) 3¢ vx Jg, g, w(g) . Table | shows the results of our evaluations. The first eightrans

5 m A A N underPPC information describe the PPCs [1]. The first five columns
Ceco(%,y,8,€(8), W(g),d(g)) NC(x,¥,8,&) A (y =F) A ‘I’N(lez) respectively show the PPC name, its number of g&aéslines |1,

12) addedLUTs and adde®fuXs. Next, columnsdded linesand% added
lines respectively show the number of redundant lines added by [1]
do theLUTsMUXs and the percentage of added lines to all lines in the

In (12), only e(g) is in the widest scope, so counting all th ;
isfvin ianmen ing blocking cl : hePPC. Column% LUTs+MUXs gives the percentage of gates that are
satistying assignments te(g) using blocking clauses gives the dedLUTsMUXs compared to all gates ilg|. The columns under

B%nébggir?g]]\{égga?%ﬂgﬁg%s?ny change can be implemented by tE%C_ evaluation present the results of the tolerance and coverage
metrics outlined in this work. The first two columns respesii
C. Problem Partitioning forN = 1 show thefault toleranceof C and the total time required for all the
In the case where exactly one gate is allowed to arbitratiBnge c_orrespondl_ng QBF subproblems to terminate. 'I_'he next tiunees
in the specificationife, N = 1), (12) can be partitioned inttg| give thedesign error toleranc®f C and the total time to compute it.
smaller, independent QBFs by enumerating ea@h) € e(g). For And finally, the ECO coveragemeasure along with its computation

) . run-time are given.
each gatey;, we let For the circuitpair shown in table I, the fault coverage and ECO

N ) el coverage are, respectively, at ledsf% and at least2%, because
Cecole(gi) = Ceco A e(gi) A /\ (me(g5)) (13) a small number (roughly%) of the QBF subproblems for each of
e(gj)€e(g)—{e(gi)} these calculations does not terminatel6y seconds. Note that since

wheree(g) andw(g) are defined similarly to (1).



TABLE |

PPC BEVALUATION RESULTS

PPC information PPC evaluation

5 |8 11 LUTs | MUXs | added | % added | %LUTs fault time DE time ECO time

“ lines lines +MUXs | tolerance| (sec) tolerance| (sec) | coverage| (sec)

alu2 335 797 5 3 21 3% 2% 33% 35.5 10% 11.2 16% 12.1
alud 627 | 1459 7 5 35 2% 2% 29% 1145.3 12% 216.7 16% 269.3
apex6 866 | 1805 98 29 143 3% 15% 54% 461.0 28% 140.1 65% 197.3
apex’ 295 586 37 17 74 13% 18% 58% 39.4 22% 9.1 71% 13.6
b9 163 349 20 14 66 19% 21% 70% 8.0 23% 2.0 67% 3.0
c8 145 282 18 6 27 10% 17% 33% 2.5 6% 0.8 63% 1.2
cC 116 206 19 9 26 13% 24% 63% 1.8 23% 0.5 85% 0.7
comp 106 234 2 2 21 9% 1% 13% 96.2 7% 60.1 10% 37.8
example2| 477 997 65 31 148 15% 20% 48% 102.7 17% 22.3 70% 39.2
5Im 109 250 8 2 17 7% 9% 60% 1.3 37% 0.5 60% 0.6
frgl 94 197 3 1 5 3% 4% 11% 7.1 5% 3.0 20% 4.7
Tal 150 298 19 10 45 15% 19% 76% 4.7 36% 1.2 70% 1.5
mux 60 146 1 1 6 1% 3% 39% 6.9 12% 3.9 25% 4.6
pair 1364 | 3246 100 85 482 15% 14% > 40% | 18431.8 12% | 8736.4 > 52% | 10566.9
1481 824 | 2319 1 1 39 2% 0% 81% 7843.7 65% | 1871.6 68% 2021.8
terml 186 458 10 7 57 12% 9% 90% 64.2 66% 15.9 56% 16.6
toolarge 436 | 1029 3 3 38 1% 1% 37% 9128.1 21% | 1633.7 22% 1946.7
vda 749 | 1928 39 20 192 10% 8% 95% 980.6 86% 257.4 88% 234.9
x1 359 783 35 20 109 14% 15% 18% 140.4 16% 31.9 50% 42.0
x3 912 | 1871 99 70 285 15% 19% 55% 823.4 18% 171.6 65% 222.7
x4 563 | 1279 71 47 287 22% 21% 66% 325.5 22% 54.9 62% 78.3

the QBF subproblems used in our computations are indepgritlen and confirming the attractiveness of PPCs for increasitgpsilyield

easy to improve our run-times by simply parallelizing moeavily.

Figures 6(a) and 6(b) plot the calculated metrics agditistdded
lines and % LUTs+MUXs, respectively. As expected, adding more
redundant lines to theUTSMUXs, and replacing more gates withiTs
increases both fault tolerance and ECO coverage. On the lotimel,
the correlation of these two variables with design erroerace is
weaker, at least given the considered family of PPCs. 2]

On average, onlyl0% of the lines in the PPCs are added asp]
overhead, and only2% of the gates are addedUTs or MUXs. In
fact, LUTSs replaceother gates in the original circuit, so the overhead
in the number of added gates is much less th2#. We found that
these PPCs have58% average single stuck-at-fault toleranc&6&%
average single gate design error tolerance, aftl% average ECO
coverage. From these results, we can conclude that the lsandivare
overhead is more than compensated by the fault/error taterand
ECO coverage that these architectures demonstrate, cordirmat
PPCs are attractive architectures to increase siliconl yptl reduce
the cost of the design/manufacturing cycle. Furthermbeekistence
of methods for computing these metrics encourages furtsmarch
on improving PPCs.

(1]

(4
(5]
(6]
(7]

VI. CONCLUSION (8]

PPCs are circuits with limited reconfigurability. This pajsys the
theoretical groundwork for evaluating PPCs with QBF satisfity. [9]
QBF models are given to calculate the fault tolerance andgdes
error tolerance of a PPC. Next, QBF formulations are propdee [10]
performing ECOs, and for quantifying the ECO coverage of & PP
architecture. Experimental results are presented thataeaexisting [11]
PPCs, demonstrating the applicability of the proposed @tations

[12]

+ +
+ +
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Fig. 6. Fault tolerance, design error tolerance and ECOregee

and reducing the cost of the design/manufacturing cycle.
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